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Abstract 
_ EUV Lithography (EWL) is a leading candidate as a stepper technology for fabricating the 

“0.1 pm generation” of microelectronic circuits. EWL is an optical printing technique qualitatively similar to 
DW Lithography (DWL), except that 1 l-13nm wavelength light is used instead of 193-248nm.1’2 The 
feasibility of creating 0. lpm features has been well-established using small-field EWL printing tools,3 and 
development efforts are currently underway to demonstrate that cost-effective production equipment can be 
engineered to perform full-width ring-field imaging consistent with high wafer throughput rates4 Ensuring that 
an industrial supplier base will be available for key components and subsystems is crucial to the success of 
EWL. In particular, the projection optics are the heart of the EWL imaging system, yet they have figure and 
finish specifications that are beyond the state-of-the-art in optics manufacturing. Thus it is important to 
demonstrate that industry will be able to fabricate and certify these optics commensurate with EWL 
requirements. 

Indeed, the goal of this paper is to demonstrate that procuring EWL projection optical substrates is 
feasible. This conclusion is based on measurements of both commercially-available and developmental 
substrates. The paper discusses EWL figure and finish specifications, followed by examples of ultrasmooth and 
accurate surfaces, and concludes with a discussion of how substrates are measured and evaluated. 

Specifications 
EWL projection systems employ all-reflective configurations in a ring field geometry with the mirror 

surfaces having stringent specifications on both figure and finish. Nominal specifications for the average 
allowable figure and finish errors on individual substrates for a 4-mirror EWL projection optics design4 are given 
in Table 1. These multi-mirror systems typically utilize aspheric surfaces to obtain aberration reduction, which 
adds a significant degree of difficulty to the fabrication and testing of the substrates. 

Table 1. Nominal specifications for EUVL projection optics (4 mirror system). 

Error Term 

Figure 
Mid-Spatial Frequency 
Roughness (MSFR) 
High-Spatial Frequency 
Roughness (HSFR) 

Maximum Defined by integrating the Power 
Error Spectral Density (PSD) of surface 

Specification errors over the following 
bandlimits: 

0.25 nm rrns (Clear Aperture)“ - 1 mm-i 
0.20 nm rms 1 mm“ - 1 pm‘l 

0.10 nm rms 1 pm-’ - 50 pm-’ 

Wavefront error (WFE) requirements for diffraction-limited imaging scale with wavelength, and thus the 
evolution from DUV (h = 193 nm) to EW (h = 13.4 nm) implies a factor of about 14x smaller allowable WFE 
for EW systems.’ If the projection optics are to achieve diffraction limited performance by Marechal’s criterion, 
the composite wavefront error (at the exit pupil) must be less than ‘h/14 rn-s where h is the operating wavelength. 



This implies that the wavefront should have less than 1 nm rms deviation from a perfect sphere. In the context of 
our 4-mirror system, each surface should contribute, on the average, no more than 0.5 nm rms of WFE (assuming 
the errors are uncorrelated). For mirrors, the allowable surface figure error is one-half of the wavefront error; 
therefore the allowable average figure error for the 4-mirror system is 0.25 nm rms, which is the figure accuracy 
specified in Table 1. 

Mid-spatial frequency roughness (MSFR) (spatial periods of 1 mm to 1 pm) causes near-angle scattering 
where the scattered light remains in the image field. Thus, MSFR causes a background illumination, usually 
referred to asflure, that is superimposed on the desired image. The most prominent effect of flare6*’ is to reduce 
image contrast, which adversely limits the range of acceptable operating conditions (process window) for- 
performing lithography. In addition, if the flare is non-uniform over the image field, then the critical dimensions 
(CD) of printed features will also exhibit non-uniformity.8 Modeling efforts indicate that acceptable levels of 
image contrast and CD variation can be achieved for MSFR levels of 0.2 nm rms, as specified in Table 1. In the 
sense that near-angle scattering decreases the amount of energy that contributes to the useful image, it results in a 
decrease in reflectivity as would be measured with a reflectometer with a very small detector size. The 
relationship between flare and throughput is not simply stated, as it will depend on the bright-field/dark-field 
distribution in the image, and consideration of the amount of energy scattered back into the useful light regions of 
the image. 

Wide-angle scattering is caused by high-spatial frequency roughness (HSFR) (spatial periods <I urn) and 
results in a loss to the system because light is scattered outside of the image field. Wide-angle scattering also 
decreases contrast by reducing the intensity of the “light” areas of the image field, in comparison with near-angle 
scattering, which decreases contrast by redistributing energy within the image field. 

The key that enables the use of normal-incidence optics in EW imaging systems is multilayer coating 
technology,g which can provide reflectivities of 65-70%. Although reflectivity is dependent upon the properties 
of the multilayers, surface roughness is a major influence on reflectivity because it causes energy to be scattered 
outside of the image. The reflectivity from superpolished substrates with Mo/Si multilayers is about 67%, where 
the difference from the theoretical value of 74% is due to non-idealities of the multilayers, such as interlayer 
diffusion. For the high quality multilayers currently used, a decrease in reflectivity below 67% is correlated with 
scattering caused by substrate surface 
roughness.” 

The fraction of energy that 
passes through a multi-mirror imaging 
system can be estimated by 
compounding the reflectivity (or losses) 
from each sequential bounce through the 
system. For a 4-mirror system where the 
mirrors have the same reflectivity, the 
throughput is simply the reflectivity 
raised to the fourth power. Figure 1 
shows how dramatically imaging system 
throughput decreases as reflectivity 
drops for a 4-mirror system.” For our 
targeted reflectivity of 67%, the 
throughput is about 20%. Reflectivities 
below 67% are due to both near- and 
wide-angle scattering. 

9 35% 40% 45% 50% 55% 60% 65% 70% 75% 

Multilayer Reflectivity Goal 
67% 

Figure 1. The dependence of system throughput on 
reflectivity for a four mirror system calculated as 
(reflectivity)“; data points are for Mo/Si multilayers; 
Sample E reflectivity estimated from PSD. 



The reflectivity of coated aspheric mirrors has lagged significantly behind the reflectivity from coated 
superpolished substrates. This difference is due to the increased level of roughness that has historically been 
observed on aspheric surfaces as a result of the fabrication methodologies required for aspheres. In Figure 1, the 
different data points indicate the evolution in surface quality that is leading to higher reflectivity. The sample 
labeled “10x Sphere” is indicative of the level of reflectivity obtained on both spherical and aspherical optical 
optics that are conventionally polished, i.e. not superpolished. A 4-mirror system with this 37% reflectivity 
would yield a dismal 2% in system throughput. Samples “BZM” and “E” are flat Zerodur M mirrors that were 
fabricated using aspherical techniques that have been recently developed by a commercial supplier. [The goals of 
these developmental samples will be discussed in a later section.] As indicated in the figure, these developmental 
substrates show much higher levels of reflectivity, which results in a substantially higher system throughput. As 
will be illustrated in the following sections, the HSFR data obtained from Sample E (aspheric processing) 
approaches the value obtained on superpolished surfaces. An important conclusion is that it is quite feasible that 
commercially-available aspheric EWL substrates will attain the same reflectivity values as superpolished flats, 
i.e. 67% for Mo/Si, with the correspondingly higher level of system throughput. 

The Evolution of Optical Fabrication to Meet EUVL Specifications 
Figure 2 is a plot of surface errors for the three key specification categories (figure, MSFR, HSFR) versus 

the year in which they should be achieved in order to meet current program requirements; each of the three lines 
corresponds to a different category. The three points at 1997 (“Sandia 5x”) are the measured values from aspheric 
surfaces fabricated for another 
project’2*13 and represent the state-of- 
the-art for combined figure and finish 
at the beginning of the current 
program. The fact that the MSFR is 
greater than the figure error is 
indicative of the impressive level of 
determinism in the figuring process, 
while also indicating that finish is often 
sacrificed during aspheric processing. 
In comparison, the data point labeled 
“CRADA” for mid-1996 represents an 
impressive 0.3 nm rms measured figure 
error, although finish was not 
specifically controlled for that optic.t4 
The points indicated for 1998 and 1999 
are the specifications for optics 
required in the current effort; the 
“intermediate specifications” in 1998 
offer an interim milestone mid-way 
during the finishing process 
development that links the state-of-the- 
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Figure 2. This timeline depicts how figure and finish Figure 2. This timeline depicts how figure and finish 
specifications for EUVL are evolving to support current specifications for EUVL are evolving to support current 
program requirements. Data points (Samples C and E) program requirements. Data points (Samples C and E) 
indicate that developments in aspheric manufacturing are indicate that developments in aspheric manufacturing are 
rapidly approaching EUVL program goals. rapidly approaching EUVL program goals. 

art in 1997 with the final requirements for 1999. 

0 

1997 1998 
Year 

1999 

The two points to the right of 1999 labeled as “Classical Superpolishing” are the levels of MSFR and - 
HSFR that can be produced on flats and spheres by companies that perform “superpolishing”, such as for laser 
gyro components.15 These points represent a “proof of existence” that demonstrates that optical fabrication 
methods can indeed attain these levels of finish. For example, AFM micrographs of small lenses that are 
produced in production quantities are shown in Figure 3. 



Combining the “CRADA” level 
of figure attained on an asphere in 1996 
with the fact that commercial 
superpolishing currently attains finish 
levels better than required by EWL 
suggests that a process can be developed 
for fabricating precise,* superpolished 
aspheres. However, in the next sections, 
we will present a rationale that strongly 
suggests that it is both feasible to 
fabricate aspheres that simultaneously 
meet the absolute accuracy and finish 1 10~mxlOpm lpmxlpm 
specifications in Table 1, but also that 
they will be available to meet the EWL 
schedule requirements shown in 
Figure 1. 

Figure 3. AFM micrograpns OI small superpousnea JB~. I 
lenses produced in production quantities by a commerial 
supplier. 

Optical Finishing Development 
The optical fabrication community has recently been addressing the fabrication of aspheric optical 

surfaces that meet stringent figure and finish specifications. One pertinent example is in the fabrication of lenses 
for W and DW lithography, where aspheres are employed to correct aberrations while minimizing the number 
of elements and the total optical path through glass.‘6,‘7*‘8 Aspheric fabrication techniques are also being 
employed to compensate for refractive index variations in lenses and to improve the figure of spherical and flat 
surfaces that have errors remaining after traditional spherical and flat processing. 

There is a growing effort in the optics community to improve aspheric fabrication technology in order to 
meet the future needs of EWL.‘4*‘g Our program is assessing this rate of improvement by purchasing optical 
substrates from commercial supplier(s) using specifications that become increasingly stringent to keep pace with 
the required rate of development as shown in Figure 2. In this section, we review key measurements and 
observations that are drawn from our assessment. Note that this is an on-going process, and that the goal of this 
paper is to assess the feasibility of meeting EWL specifications in a timely manner. 

Our test and evaluation samples have been obtained from commercial source(s) and have all been 
fabricated using aspheric processing methods, although the surface contours are flat or spherical in order to 
simplify inspection. Some of the substrates have had simultaneous figure and finish specifications, while others 
have concentrated on improving finish while using aspheric methods. In all cases, the required specifications 
have been met. 

The substrate materials include Zerodur,20 Zerodur M,20 and ULE.2’ Inspection of substrates of the 
different materials reveals subtle differences due to their differing microstructure, although we have not observed 
significant differences in their ability to meet figure and finish specifications. Further studies are underway to 
examine material selection issues. 

The results for two of the developmental samples are shown in Figure 2. Sample C is a spherical 
substrate with specifications for figure, MSFR, and HSFR and provides an apples-to-apples comparison with the 
aspheric surfaces for the “Sandia 5x” measurements. The key observation is that even while maintaining figure 

* The word precise is used here instead of accurate because the asphere fabricated in 1996 was compared to a reference that 
did not have an absolute calibration. However, the aspheres required to meet the EUVL specifications must be accurately 
fabricated with respect to the optical prescription. Thus there is a requirement for an instrument for measuring figure 
accuracy, which is addressed in a later section. 



quality to about 0.6 nm rms, the values of MSFR and HSFR dropped to 0.5 1 nm rms and 0.20 nm rms, 
respectively. This level of figure improvement clearly meets the required rate of improvement indicated by the 
curves in the figure. 

The goal of flat Sample E was to focus the aspheric processing development on improving surface finish, 
without a stringent specification on figure. Micrographs and roughness measurements for Sample E are shown in 
Figure 4 and Figure 5, which shows that rms roughness values are low, although artifacts of the material removal 
process, such as sleeking are visible. 
The MSFR value of 0.30 nm rms and 
HSFR value of 0.14 nm rms are plotted 
on the timeline in Figure 2. Both of 
these values are closely approaching the 
final EWL specifications. 
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A measure of the improvement 
in the functionality represented by these 
reductions in surface roughness is 
indicated in Figure 1, where reflectivities 
for two developmental flat samples is 
indicated. The reflectivity for an earlier 
sample, BZM, was measured at the 
Advanced Light Source at LBNL as 
59%. The 64% reflectivity for Sample E 
was estimated by calculating the angular 
distribution of scattered light from the 
measured roughness.** The estimated 
system throughput for a system with 
mirrors of the same roughness as 
Sample E is 17%, which is converging to 
the throughput goal of 20% . 

Intermediate Milestone 
The first substrate (M3) of a 

4mirror system fabricated to the 
“intermediate specifications” shown in 
Figure 2 was completed by a commercial 
supplier as this manuscript was being 
prepared. Initial figure and finish 
measurements are shown in Figure 6, 
with measured values of 0.44 nm rms for 
figure and 0.3 1 nm rms for finish as 
measured using a phase-shifting 
interferometric microscope. Both of 
these values are significantly better than 

Figure 4. Phase-shifting interference microscopy indicates 
improved levels of finish on Zerodur M Sample E prepared 
using aspheric methods. 

10pmxlOpm lvmxlpm 

Figure 5. Atomic force micrographs indicate that aspheric 
processing on Zerodur M Sample E nearly meets the EUVL 
specification for HSFR. 

the “intermediate specifications”, although a true comparison with specifications will require an integration of the 
power spectral density in accordance with the definitions in Table 1. A preliminary estimate suggests that the 
value for MSFR will be around 0.25 nm rms, which is very close to the final EWL specification of 0.20 nm rms. 

The contour of M3 is spherical, although the vendor indicates that aspherical methods were used to attain 
the low figure errors. The map of figure errors shown in Figure 6 shows a shallow rippled pattern with spatial 
wavelengths of about l-5 mm, combined with longer spatial wavelength zonal errors.23 Because of this success in 



employing aspherical methds, we 
anticipate that aspherical surfaces that do 
not significantly deviate from a spherical 
shape are also fabricable to the same 
high degree of accuracy as M3. 

Calculation of Surface Errors 
As noted in the definition of the 

specifications given in Table 1, the 
relevant parameter is the rms power 
obtained by integrating the 2-D power 
spectral density (PSD) over an 
appropriate band of spatial frequencies. 
The use of 1-D PSDs is well-described 
in the literature, particularly in relating 
light scattering to surface statistics.24*25 
However, the calculation of statistics 
from the 2-D PSD is relatively 
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Figure 6. M3 is the first of the Zerodur M substrates to be 
completed to the “intermediate specifications” shown in 
Figure 2; although the contour is spherical, aspherical 
processing methods were used to attain excellent figure and 
finish. 

uncommon, although there is a trend for its increasing application.26V27 In this section we will graphically describe 
the procedure for calculating the 2-D bandlimited rms power. 

M3 Sphere - Figure 
PV: 5.067 nm RMS: 0.435 nm 

h43 Sphere - Finish 
PV: 4.014 nm RMS: 0 309 nm 

The 2-D PSD is calculated as 

Lx L y M-l N-l 
W,Jy> = 

M2N2 
c c z(xm, Yn) e-2n-imWx e-2?rinAYf~ 

m=o n=O 

where z(x,y) is the distribution of surface errors over the x,y plane 
L,, L, are scan lengths in the x and y directions 
f,, f,, are spatial frequencies in the x and y directions 

2 

(1) 

M, N are the number of equi-spaced samples in the x and y directions 
Ax, Ay are the sample spacings for x and y 

Essentially, Eq. 1 states that the 2-D PSD is the squared magnitude of the 2-D Fourier transform of the surface 
errors. Reference [24] presents a good introduction of several subtleties that can confuse the calculation of PSDs, 
such as windowing and the use of averaging to drive down noise and uncertainty. 

Figure 7 illustrates the 2-D PSD of an AFM measurement, shown in the upper left hand comer, which 
was calculated by applying Eq. 1 (without window).28 The out-of-plane height of the image is the 2-D PSD in 
units of nm4, while the x,y plane denotes spatial frequency [cycles per micron] in the x and y directions. The 
frequency axes extend from the negative Nyquist frequency to the positive Nyquist frequency, where the center 
represents lower frequencies. This chart illustrates that power is calculated for both positive and negative 
frequencies, and care must be exercised to account for both sides of the frequency axes. The contribution to the 
PSD from waviness oriented in a particular direction is found by observing the radial PSD along the given 
coordinate direction. A particular radial PSD can be plotted on a 1-D plot, but with units of the 2-D PSD. We 
delimit our analysis within the 2-D PSD domain to spatial frequencies that fall within a circle with a radius of the 



Nyquist frequency (or an ellipse if the 1 
Nyquist frequencies are different in the 
x and y directions). As shown in the 
figure, there is power in the corner 
regions of the 2-D PSD that we omit 
from the analysis. 

It is important to note that the 
PSD given in Figure 7 only 
incorporates power that is within the 
bandwidth of the instrument or has not 
been otherwise removed by any 
filtering or detrending. The rms power 
(commonly referred to as the “rms 
surface roughness”) for a particular 
frequency bandwidth (e.g. from 
1 cycle/pm to 100 cycles/urn) can be 
found by integrating the volume under 
an annular region in the 2-D PSD plot, 
where the radial limits of the annulus ex 

AFM Scan 2D PSD AFM image 

X-Frequency 

Figure 7. The power of the surface roughness is calculated 
by considering the average radial PSD determined from a 
circular region within the 2-D PSD. 

tend between the two frequency limits. 

A numerically equivalent approach which offers additional insight into the PSD is offered by first 
calculating the average radial PSD. As illustrated in the 2-D plot, we consider the collection of all radial PSDs, 
and then calculate the average. This results in a PSD that can be viewed on a 1-D PSD plot, shown in Figure 8, 
although the units are still those for the 2-D PSD, i.e. (length)4. This radial PSD can be examined for peaks 
corresponding to particular waviness characteristics such as might be indicative of “orange peel”. Because the 
power in this plot is averaged over 2n, 
the average radial PSD will have 
reduced sensitivity for indicating 
waviness in a specific direction, such 
as for a grating. Although not shown 
here, another useful technique is to 
examine the variation of the 2-D PSD 
with coordinate direction in order to 
obtain additional information regarding 
the lay of the surface.26 

I \ 1 1 by a Power Law (fractal). 

Fmclal Fit Pammeterr: 
n=2538 K=550e-005 

PSD = K 
/ f” 

The value R represents the 
slope on a log-log plot and 
Ksets the height. Many well-polished surfaces 

have a PSD (1-D and average radial) 
that is approximately linear on a log- 
log plot, which indicates a fractal 
surface finish.29 For example, in 
Figure 8, a best fit line is drawn for 
comparison with the average radial 
PSD. The equation for the straight 
line, commonly called a fractal$t, is 
shown in the figure and has parameters 

Figure 8. The average radial 2-D PSD can be plotted on a 
1-D PSD plot, but with units of (length)4 ; in this format, 
1-D analysis methods, such as determining fractal 
parameters, can be employed. 

K and II which set the height and slope, respectively. Generally, for higher slopes, the lower frequencies have a 
greater relative importance. Note that the exact definition of the parameter K will depend on the mathematical 
formalism employed and if any constants are factored out of the above definition. 



To find the power corresponding 
to a particular frequency band, the f2 

average radial PSD can be integrated by 
revolving it about the origin to form the 
average 2-D PSD, and then integrating fl 

between annular frequency limits, as 
mentioned before. This procedure is f2 2?TKf 
analogous to calculating the volume 

P2 = j 

under a surface of revolution using the fl 

fn (2@)2df = 8n3Kf4-n [ 1 f2 

4-n 
fl 

Theorems of Pappus. If a fractal fit is 
a good approximation for the average 
PSD, the integral for calculating the rms 
height is given in Figure 9; also given is 

B = rrns height ,u = rms slope 

the integral for calculating the rms slope 
from the using the fractal fit. It is 
important to note that these specific 
formulations are only appropriate when 
the fractal fit is for the average radial 
PSD, not for a fit to the 1-D PSD. 

Figure 9. Integrals for calculating the rms height and the 
rms slope using fractal fit parameters for the average radial 
PSD of surface height errors. 

Metrology for EUVL Optics 
The bandwidths of the three specification categories given in Table 1, figure, MSFR, and HSFR, 

correspond approximately to the bandwidths measured by three types of instruments: full-aperture phase-shifting 
interferometry, phase-shifting interferometric microscopy, and atomic-force microscopy (AFM), respectively. 
Thus, power spectral densities can be assembled that cover an extremely wide spatial frequency band, i.e. CA’ to 
0.1 nm-‘. It is outside of the scope of this paper to provide a comprehensive discussion of these types of 
measurements. 

We are employing a commercially-available AFM with sufficient vertical and horizontal resolution to 
characterize sub-O. 1 nm rms surfaces with evidence of the material microstructure and the material removal 
process. The noise level of the measurements is typically 0.03 nm rms, and we typically use a new stylus for each 
measurement of every smooth surface. Although images of the surface are easily analyzed and interpreted as 
surface height data, we are currently examining the errors associated with the measurement and the ability to 
employ the AFM data as a certifiable measure of the surface. Fortunately, we see an excellent correlation 
between PSDs measured using the AFM and PSDs that are inferred from angle-resolved scattering 
measurements.22 

Our phase-shifting interferometric microscope is also a commercial unit with multiple objectives for 
covering the spatial frequency band extending from 1 mm-’ to 1 pm-‘. Our surfaces typically have features below 
the instrument vendor’s stated resolution, yet we observe a clear relationship between roughness and scattering 
data. We have noticed some anomalies in the data, however, such as a tendency for interferometer fringes to 
print through to phase maps when measuring curved surface (sometimes referred to as residualfringes). 
Fortunately the levels of these “errors” have not prevented us from making useful characterizations of our current 
surfaces, although we are in the process of identifying the source(s) for the anomalies. 

We have designed and built a phase-shifting diffraction interferometer (PSDI) for measuring the figure 
accuracy of EWL mirror substrates.3’ A visible light interferometer is attractive for measuring figure for several 
reasons: the unit of measure is the testing wavelength L, which is stable and traceable and can be further 
subdivided to give increased resolution; the surface of the optic under test can be spatially sampled at many points 

(~10~) simultaneously; the data acquisition time is less than one second; and it can easily be set up and operated 



in optical shops. For the 
characterization of most optics, where 
kJ20 to L/50 rms accuracy is sufficient, 
commercial interferometers are 
adequate. However for EW optics this 
is not the case. For typical testing 
wavelengths, L/50 corresponds to a 
factor of 40 to 50 larger than the 
accuracy required for EW mirrors. 

The accuracy (agreement 
between a measured value and the true 
value) of surface figure interferometers 
is limited by several factors. Since 
interferometry is a comparative 
technique, the quality of the reference 
directly affects the accuracy of the 
measurement. This is the primary 
source of error in an interferometer. 
This error has been minimized by using 

Numerical Aperture 

OQ = parallel to axis of symmetry 
90’ = perpendicular to axis of symmetry 

Figure 10. Calculated deviation from sphericity for 
reference waves generated by a diffracting aperture. 

phase shifting diffraction interferometry, where the fundamental process of diffraction is used to generate two 
arbitrarily perfect spherical wavefronts - one serves as the measurement wavefront and is incident on the mirror 
surface under test and the other serves as the reference wavefront. Figure 10 shows that the calculated deviation 
from sphericity for reference waves generated with a diffracting aperture are negligible. Since they are generated 
,independently, their relative amplitude and phase can be controlled, providing contrast adjustment and phase 
shifting capability. This concept has been implemented in several different ways using lithographically generated 
apertures or single mode optical fibers. 

The PSDI, configured to measure a concave mirror, is shown in Figure 11. Two temporally incoherent 
beams are launched into the same optical fiber. One beam is phase shifted by reflection from a retroreflector 
mounted on a PZT. The other beam is time delayed with an adjustable beam path to equal to the round-trip 
distance between the fiber face and the mirror under test. Interference on the CCD camera takes place between 
the phase-shifted wavefront that is 
reflected from the optic under test and Optic under test 
the delayed wavefront directly from the 
fiber. The mirror surface is imaged onto 
the CCD camera and data acquisition 
and analysis are similar to other phase 
shifting interferometers. 

Variable 

Variable neutral 

An important requirement of the 
PSDI is the ability to measure aspheric 
surfaces.32 The PSDI relies on spherical 

Polarization 
beamsplitter 

reference waves, and in order to achieve 
the required accuracy, we cannot employ 

Computer 
system 

----_-______-_-__ 
null-type surfaces. Therefore, we have 
developed a method where we employ 
the fringe pattern generated by using the 
spherical reference, but avoid the regions 
of high fringe density that lead to 

Figure 11. Phase shifting diffraction interferometer (PSDI) 
set-up for measuring a concave surface (the PSDI is 
patented). 

increased errors. This is accomnlished 



by stitching together multiple phase maps, where each highlights a different region of the clear aperture with a 
near-null fringe density. This is accomplished by sequentially translating the surface under test to produce a null 
fringe pattern at a given location, making a measurement, and then translating the surface to move the null region 
to another location, and so on until all locations within the clear aperture have been measured at least once with a 
near-null fringe density. We then employ a newly developed algorithm for stitching together all of the phase 
maps, such that all of the near-null regions are retained, and all of the regions of high fringe density are omitted. 
Typical EWL aspheres require only two measurements, i.e. only one stitch. Thus far, we have certified a clear 
aperture for an aspheric ring-field field using only two stitched regions yielding a final surface accuracy of about 
0.9 nm rms. Our calculations indicate that errors associated with this stitching procedure can be driven well 
below the level required for measuring the aspheres used in the current 4-mirror design. 

Conclusions 
The Extreme Ultraviolet Lithography Program requires mirror substrates with stringent specifications for 

figure and finish that are currently beyond the state-of-the-art in fabrication technology. Nevertheless, there is 
significant progress and momentum in developing new finishing processes for lithographic aspheres, that it is 
clearly feasible to meet the EWL specifications and schedule requirements. The optics industry is currently 
attaining figure and finish levels near those required for EWL aspheres: 0.30 nm rms for figure, 0.3 nm rms for 
mid-spatial frequency errors, and 0.13 nm rms for high-spatial frequency errors. The rate at which finishing 
performance is improving will enable a projection optics system to be assembled for successfully meeting current 
EWL program requirements. 
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