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Critical Analysis of Dry Storage Temperature Limits for Zircaloy-Clad 

Spent Nuclear Fuel Based on Diffusion Controlled Cavity Growth 

T.A. Hayes’, R.S. Rosen’ and M.E. Kassner” 

Summary 
Upon removal from reactor, spent nuclear fuel (SNF) rods are placed in wet storage for 

a period of generally 5 years or more. Wet storage capacity at commercial nuclear 

power plants is inadequate to hold all fuel rods until a permanent disposal site becomes 

available. This has led to the development of interim dry storage, where SNF rods are 

placed inside of a canister, usually concrete with a stainless steel liner, in an inert 

atmosphere while awaiting permanent disposal. An increasing number of rods are now 

being placed into interim dry storage due to delays in the availability of a permanent 

disposal site (mined geologic repository). The ultimate duration of the.interim dry 

storage period is unknown because acceptance of fuel into the repository is not 

scheduled to begin for at least another decade and an application for licensing approval 

of the repository has not yet been made. However, safe interim dry storage must be 

maintained for a minimum of twenty years according to Nuclear Regulatory Commission 

(NRC) licensing requirements and, therefore, dry interim storage of SNF rods is of 

critical concern. 

The NRC has accepted two models to define the temperature limit, or maximum 

allowable initial temperature, for interim dry storage of SNF rods. These models are 

based on the diffusion controlled cavity growth (DCCG) failure mechanism as proposed 

by Raj and Ashby. DCCG is assumed to be the controlling failure mechanism based on 

current fracture theory of metals under conditions similar to dry storage. There is a lack 
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of experimental evidence either supporting or refuting this theory for zirconium, 

zirconium alloys (Zircaloy), or other alloys, as creep tests have not been performed to 

failure under conditions relevant to dry storage. Dry storage temperature limits are 

determined by using either the equations developed by Lawrence Livermore National 

Laboratory (LLNL) or temperature limit curves developed by Pacific Northwest National 

Laboratory (PNNL) based on deformation and fracture mapping. Though these two 

models are based on the same fundamental failure theory (DCCG), the two groups of 

researchers have made different assumptions, including selection of the most critical 

variables in the DCCG equation. These inconsistencies are discussed in this report. 

Recently, some researchers have proposed using a strain-based failure model to 

predict maximum allowable SNF storage temperatures. The NRC is now accepting this 

approach and state.that it should be used in place of the LLNL DCCG model (though 

they still feel that the DCCG based PNNL model is acceptable). The applicability of a 

strain-based approach is discussed in this report. Briefly, as DCCG is assumed to be 

the failure mechanism of Zircaloy, a strain-based failure model is not applicable since 

progression of damage by DCCG is independent of strain. This is true of both currently 

accepted models (by PNNL and LLNL) as they are both based on DCCG. 

We determined that the most important variables in the currently accepted failure 

models are the equation for temperature decay of the fuel rods, T(t), the activation 

energy for grain boundary diffusion of the Zircaloy cladding (which is coupled with 

temperature to determine the grain boundary diffusion coefficient), Q,,, and the 

assumed cavity spacing, h. In fact, one can, simply by changing Q,, within the range of 

reported values, achieve a range of predictions from failure in a relatively short time to 

failure never occurring. The most critical parameter that can be regulated by the 

proposed licensee is the temperature of the rods. 

Temperature is an exponential term in the DCCG fracture equation and, thus, small 

changes in temperature can have a significant effect on the resulting predicted failure 
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times and hence the maximum initial allowable temperature. Modeling has shown that 

the most accurate temperature decay model for fuel rods under dry storage conditions 

is a power-type temperature decay. Using a power temperature decay profile, however, 

results in a very strong sensitivity to the initial fuel temperature. We will show that the 

use of a linear temperature decay profile decreases the predicted failure time and 

decreases the- sensitivity of the failure time to the initial temperature or fuel age. The 

sensitivity is reduced as a direct result of the difference in behavior of a linear function 

compared to a power function. We have evaluated the sensitivity of predicted failure 

times to changes in the initial temperature for various temperature profiles. 

We recommend that the proposed dry storage licensees use one of two fuel rod 

temperature decay profiles in determining the maximum allowable storage temperature. 

The first choice would be for the individual vendor (licensee) to use an accurate profile 

measured under the proposed storage configuration. If the temperature profile is not 

accurately known for the proposed storage configuration, we recommend that a 

conservative linear decay profile be used instead of a power decay profile for reasons 

discussed below. 

The lack of experimental data for the activation energy for grain boundary diffusion of 

the Zircaloy cladding (Q,,), has led to an uncertainty of several orders of magnitude in 

values for grain boundary diffusion coefficients and hence predicted failure times. Only 

one study performed to date has directly measured the grain boundary diffusion 

coefficient of zirconium. We recommend that current models use the results of this 

study in place of previously chosen diffusion coefficients. Using this value reduces 

some of the uncertainty of current models. Further grain boundary diffusion studies 

should be carried out to verify these reported values and to measure the effects of 

alloying and irradiation on the grain boundary diffusion coefficient. 

Current models assume that a fixed number of cavities exist along grain boundaries 

upon insertion into dry storage. These cavities are assumed to grow with time until the 

void area reaches a certain percentage of the grain boundary area, at which point 
. . . III 



failure is assumed to occur, or at least the fuel is considered unsafe for post-dry-storage 

handling. It is not clear whether values chosen in the current models for the cavity 

spacing, h, are conservative or realistic. Data on void nucleation in zirconium did not 

appear to indicate that void nucleation reaches a saturation point. Assuming a fixed 

number of cavities, therefore, may overestimate the distance between cavities. Also, 

many recent studies have shown that irradiation can result in void nucleation in the 

vicinity of, and possibly on, grain boundaries with cavity spacings more than an order of 

magnitude lower than values chosen for the current models. We recommend that a 

smaller, more conservative cavity spacing be chosen until further experimentation can 

more accurately determine the cavity spacing under conditions relevant to dry storage. 

The shortcomings inherent in the current models result in temperature limits for dry 

storage that may be non-conservative. Since DCCG may be the operational fracture 

mechanism under dry storage conditions, the three key variables (T, Q,, and h) should 

be better defined through extensive experimentation. It is therefore recommended that 

grain boundary diffusion experiments and creep testing on pure zirconium, zirconium 

alloys and irradiated zirconium alloys under typical dry storage conditions be started 

immediately. The predicted failure times can be quite low under dry storage conditions, 

and these tests could verify if short predicted failure times such as these are 

reasonable. Creep testing followed by damage examination could help support or refine 

the current creep models. Long term testing could help determine whether or not the 

existing failure models are conservative. These tests would allow observance of failure 

in Zircaloy under conditions similar to dry storage. Observing failure would enable the 

relevant fracture mechanism for Zircaloy to be better quantified. Until these tests are 

completed, we feel that using the model suggested by LLNL, with input values for T, Q,, 

and h modified as mentioned above, is the most reasonable option. 
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1 Introduction 
Interim dry storage of spent nuclear fuel (SNF) rods is of critical concern because a 

shortage of existing SNF wet storage capacity combined with delays in the 

availability of a permanent disposal repository has led to an increasing number of 

SNF rods being placed into interim dry storage. Safe interim dry storage must be 

maintained for a minimum of twenty years according to the Standard Review Plan 

for Dry Cask Storage Systems [I] and the Code of Federal Regulations, IO CFR 

Part 72 [2]. Interim dry storage licensees must meet certain safety conditions when 

storing SNF rods to ensure that there is a “very low probability (e.g. 0.5%) of 

cladding breach during long-term storage” [I]. 

Commercial SNF typically consists of uranium oxide pellets surrounded by a thin 

cladding. The cladding is usually an a-zirconium based alloy know as “Zircaloy”. In 

dry storage, the SNF rods are confined in one of several types of cask systems 

approved by the Nuclear Regulatory Commission (NRC). “The cask system must be 

designed to prevent degradation of fuel cladding that results in a type of cladding 

breach, such as axial-splits or ductile fracture, where irradiated UO, particles may be 

released. In addition, the fuel cladding should not degrade to the point where more 

than one percent of the fuel rods suffer pinhole or hairline crack type failure under 

normal storage conditions [I].” 

The NRC has approved two models [3,4] for use by proposed dry storage licensees 

to determine the maximum initial temperature limit for nuclear fuel rods in dry 

storage that supposedly meet the above criteria and yield consistent temperature 

limits. Though these two models are based on the same fundamental failure theory, 

different assumptions have been made including the choice of values for material 

constants in the failure equation. This report will examine and compare the 

similarities and inconsistencies of these two models. It will illustrate some of the 

shortcomings of the current models and suggest modifications as well as some 

experiments that should be started in the near future. This report will also discuss 
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changes in the current NRC standards with regard to the adoption of a strain-based 

model to be used to determine maximum allowable temperatures of the SNF. 

2 Current Models 

Currently, temperature limits, or the maximum allowable initial temperatures for 

interim dry storage of SNF rods, are determined using either the equations 

developed by Lawrence Livermore National Laboratory (LLNL) [3] or temperature 

limit curves developed by Pacific Northwest National Laboratory (PNNL) [4] based 

on fracture mapping. Individual storage licensees are given the option to evaluate 

dry storage temperature limits based on either model, as both models are currently 

believed to predict consistent results [l]. The PNNL fracture maps are used to 

determine the controlling mechanism (controlling fracture equation) under any given 

set of dry storage conditions. Although PNNL [4] reports that these two models yield 

nearly consistent temperature limits, this consistency appears unlikely as conflicting 

assumptions are utilized in developing the failure criteria (as will be discussed later). 

Both the PNNL and the LLNL models predict that cavitation failure under dry storage 

conditions may occur by diffusion controlled cavity growth (DCCG), which is 

associated with high temperature creep of some metals. 

Many investigators [5-221 have suggested that under conditions similar to those 

relevant to dry storage, the creep-cavity growth mechanism may not be exclusively 

DCCG, but rather a coupled diffusion and power law creep mechanism. This 

coupled mechanism assumes that, under certain conditions, cavity growth proceeds 

by a combination of diffusion from the cavity walls to the surrounding grain boundary 

material and power law creep of the material surrounding the expanding cavities and 

associated diffusion zones. It is unclear, however, how this mechanism could 

operate in the case of Zircaloy under dry storage conditions. Without large far field 

strains (as is absent in the case of the creep of Zircaloy fuel rods [23-28]), cavity 

growth does not seem possible by power law creep as suggested in the coupling 

models. If large triaxial stresses are present or significant cavity-cavity interaction 

occurs (giving rise to local high triaxial stress-states) the plastic strain to failure 
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would, perhaps, be reduced in which case some sort of coupling model would, 

possibly, be appropriate. No evidence, however, has been found supporting cavity 

interaction resulting in enhanced triaxial stress states in Zircaloy. Also, there is no 

evidence that elastic incompatibility stresses across grain boundaries would 

significantly increase the triaxiality in Zircaloy [29-311. Thus, we tentatively 

concluded that, in the absence of new experimental data, a diffusion controlled 

cavity growth model is most reasonable and is assumed to be applicable throughout 

this report. This is consistent with the PNNL and LLNL models and assumptions 

(though PNNL indicated in other documents that they believe in a coupled type ’ 

mechanism [28,32,33]- see discussion below). 

The NRC recently dismissed the LLNL model as “overly restrictive” and replaced it 

with a strain-based model [34] as suggested by a group at Brookhaven National 

Laboratory (the strain-based model is discussed below). They also state that 

“recently developed literature” (without specific reference) does not support the use 

of DCCG for zirconium-based metals. This position seems unsubstantiated, at least 

according to data available to the current authors. The suggestion to eliminate the 

LLNL model based on the premise that DCCG is not a relevant fracture mechanism 

while still accepting the PNNL model is inconsistent, as the PNNL model is also 

based on DCCG. When questioned on this position, the NRC stated [35] that they 

still accept DCCG as a possible fracture mechanism, but dismiss LLNL’s treatment 

of DCCG -(treatment referring to what values used to evaluate the DCCG failure 

equation). They still accept PNNL’s treatment of DCCG because it was found to be 

more conservative than that by LLNL [35]. This is in conflict with calculations in this 

report (and those made by PNNL) which show that the LLNL model predicts a more 

conservative temperature limit for most stresses relevant to dry storage conditions 

(less than about 110 MPa). Since both models utilize DCCG and since DCCG is still 

an accepted fracture mechanism for Zircaloy under dry storage conditions, we will 

discuss both the LLNL and PNNL models in this report, 



2.1 Lawrence Livermore National Laboratory Analysis [3] 

LLNL uses the diffusion controlled cavity growth (DCCG) analysis .by Raj and Ashby 

[36] to predict the time to failure of Zircaloy under dry storage conditions based on a 

‘limited damage’ approach. LLNL supplies suggested values for the parameters in 

the Raj and Ashby failure equations and leaves the stress and temperature profiles 

of the Zircaloy SNF during dry storage to be supplied by the individual licensees 

depending on the specific storage conditions. The equations can be used to 

calculate initial SNF temperature limits for specified temperatures and stresses. It is 

shown in Appendix A that the LLNL solution results directly from the Raj and Ashby 

work. The principal contributions by LLNL were to suggest values for the constants 

to be substituted into the Raj and Ashby failure equation for the case of Zircaloy and 

establish a different failure criterion based on estimated post-dry-storage loading 

(this will be discussed in detail below). The conservatism of the values suggested by 

LLNL is evaluated in Appendix 9. 

2.2 Pacific Northwest National Laboratory Analysis [4] 

PNNL predicted maximum initial dry storage temperatures (that, as will be shown, 

ultimately determine the fracture time) using a fracture map that accounts for various 

fracture mechanisms predicted to be active over the relevant range of stresses and 

temperatures. PNNL assumed that all fracture mechanisms act independently and 

that damage occurring by the independent mechanisms is additive. Failure times 

were calculated by summing (over the lifetime of the SNF) the amount of “damage” 

predicted to occur during each time increment based on the fracture mechanism 

predicted for the conditions associated with that time increment. Damage is 

calculated simply as a ratio of the time spent under the given conditions to the time 

necessary for fracture under those conditions. Fracture was assumed to occur when 

the summation of these time-incremental ratios reached 1. For example, if the ratio 

for I”’ time increment were 0.5 based on DCCG and 0.5 for the 2”d time increment 

based on power law creep, the summation of the 1”’ and 2”d time increments would 

be 1 and the SNF would be predicted to fail. 



Under dry storage conditions (stresses from O-1 60 MPa and temperatures ranging 

from 200 to 45O”C), the fracture map developed by PNNL indicates that either 

DCCG (approximately O-l 10 MPa) or power law creep growth (approximately 11 O- 

160 MPa) controls failure (see Figure 1). PNNL called their model, which uses this 

fracture map to predict the initial dry storage temperature, the Commercial Spent 

Fuel Management (CSFM) model. 

Temperature, OC 

8 i-2 
-4 s: - a z 3 5: 8%8 0 00 

(3 **In ts xi? 
‘u 

I I 
ii=: Allowable 

I I I I I I I I I I 500 MP: 
Isostress/lsotemperature 
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Transgranular Creep 

-5 - 40 Year Life 
Fracture 

/ 200 Mp: 
-Triple Point Cracking 

. . . . . . . . .-.-cc. .-.-.........5.......: 

.:.:.:.:.:.~:.:.:.:.:.:.~:.:.:.:.:.~~:.:.:.:.: Cavitation 0 iffusion ::::::::::j:::::::::::::::::::Bi:i:i:l 
‘.‘..f.‘.‘.....‘.‘.‘.................... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .:.:.~:.:.:.:.:.:.:.:.:.~:.:.:.:.:.:.: 
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7 6 5 4 3 
Tm/T 

Figure 1 Fracture map for Zircaloy developed by PNNL [4] 
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The diffusion controlled cavity growth equation used by PNNL to develop the 

fracture maps is reported as 

tf = 2525 x 1o-3 

b3[D*gbex:[&q6t3 
Eq- (1) 

It is worth noting that this equation, which forms the basis for most temperature limit 

predictions under SNF dry storage conditions (below -11 OMPa), is not strain . 

dependent. Although PNNL states (when explaining the fracture map construction in 

other reports [28,32,33]) that cavitation should occur by a coupling of cavity growth 

by diffusion and power law creep, they use only a diffusion based fracture equation 

for this region. The power law fracture equation is assumed, according to the PNNL 

equations, to act independently and in a different stress regime than the DCCG 

fracture equation. The basis for choosing this equation to describe DCCG was not 

explicitly stated by PNNL, nor in any of the reports referenced by PNNL that were 

available to us, though two previous PNNL reports [32,37] referenced four sources 

[36,38-401 that they “considered” when developing the fracture equation for DCCG. 

A comparison of the fracture equation reported by PNNL (Equation 1) with the Raj 

and Ashby fracture equation [36] is useful to help determine the basis for Equation 

1. The fracture equation given by Raj and Ashby is 

tf 
_ 3~“~ f,(a) Am dA kT 1 J 

32 f&)3'2 ,& f(A) m,& p312 
Eq- (2) 

or, simplifying by combining the constants [including the integral of the area function 

and functions of a (functions defined by Raj and Ashby based on energy angles of 

the grain boundary cavities)], 
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kT 1 
tf 

SC - 
m,,Go p312 

Eq- (3) 

where C is a condensed constant. Condensing the constant to allows for direct 

comparison with the PNNL DCCG equation, which contains a similar condensed 

constant (basis or “deconvolution” of the constant was not reported by PNNL). 

Raj and Ashby use the cavity area density p instead of the half cavity spacing, / 

(h/2), as shown in Equation 2. The cavity density can be expressed by 

or, 

h3 ‘, =- 
PZ 

Eq. (5) 

PNNL used the cube of the Burgers vector (b) as an approximation for the atomic 

volume (Q). The cube of the cavity spacing (h) is equivalent to the inverse of the 

cavity density (p) raised to the 3/2 power as shown above. It is apparent, then, that 

PNNL used the Raj and Ashby [36] DCCG model. This is the same conclusion made 

by BNL [41] upon examining the PNNL failure equations. The Raj and Ashby work is 

also the basis of the LLNL DCCG failure model. 

2.3 Inconsistency between LLNL and PNNL 

Assuming conditions that would indicate DCCG is operative, PNNL claims that the 

NRC [42] (the NRC report is apparently based on the work of LLNL [3] and thus will 

hereafter be referred to as LLNL) predicts temperature limits nearly consistent with 

those calculated by PNNL. At first, this appears to be a coincidence that occurred 

due to a misapplication of the LLNL failure equation, This apparent coincidence and 
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the true inconsistencies between the LLNL and PNNL models are discussed in the 

following sections. 

2.3.1 PNNL comparison between CSFM and LLNL models 

The equations used to calculate a failure time (initial temperature) as it appears in 

the NRC [42] report and the LLNL work [3] is 

The function f(A) is defined by LLNL as 

Eq- (6) 

Eq- (7) 

The physical basis for these equations is discussed in Appendix A. In Equation 6, A, 

is the area fraction of decohesion that occurs over the time t,. The area fraction of 

decohesion is simply the ratio of the void area in the grain boundary to the total 

grain boundary area. Equation 7 is a function of the area fraction of decohesion, A, 

developed from the volumetric cavity growth rate, dV/dt (see reference [36]). Failure 

is assumed to occur, according to LLNL, when 15% area fraction of decohesion (A = 

0.15) occurs. LLNL [3] claims that this is a conservative estimate, as the value of 

15% was determined to be the maximum decohesion limit that would still allow safe 

handling at the end of dry interim storage based on the work of Chun et al. [43,44]. 

Post-dry-storage processing may be necessary to move the fuel rods to a 

permanent SNF storage facility. 

PNNL reported [4] (Table D.l in PNNL-87) that the NRC [42] (LLNL [3]) model uses 

the following equations to calculate failure times: 
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A, =-’ I G(t)dt < 0.15 
0 

G(t) 
32 f,“” (a) sZ&,, (t) Dgb (t) =- 
37~ f,(a) k;l” T(t) 

Eq. (8) PNNL 

Eq. (9) PNNL 

Equation 9 varies from what is reported by LLNL (Equation (2-3) of reference 3) by 

only a minor factor in that the n: term in the denominator appears in LLNL and Raj 

and Ashby as 7~“~. The reason for this difference is likely due to a typographical error 

in the NRC report [42] (which also reports the equation as z rather than JC”~) as it is 

presumably based on the work of LLNL [3]. Equation 8, however, is incorrectly 

reported by PNNL. PNNL reports Equation 8 above and references the NRC [42] as 

the source of that equation. The PNNL authors have replaced the integral on the left 

hand side of Equation 6 with the value suggested by LLNL for the area fraction of 

decohesion limit of O.l5..The value of 0.15 should have been used as the 

integration limit, A,, of the function f(A) in Equation 6, not the value of the integral of 

G(t) as shown in Equation 8. The error that PNNL committed is equivalent to 

assuming that the integral of dA/f(A) is equal to A (the area fraction of decohesion), 

or, 

Af & , 

J ,fo=0*15 (Eq. 6 evaluated incorrectly) 

This error in Equation 8 is also made in the text where PNNL states in section D.l 

that “this criterion is equivalent to specifying that the integral of G(t)dt shall be less 

than 0.15 after 20 years in dry storage” [4]. 

The integrand of Equation 6, as defined by Equation 7, has a singularity at the lower 

limit of integration which causes the integral to be undefined at A,=O. Therefore, it 

can be evaluated only when A,>O. Any value chosen for the initial area fraction of 

decohesion, A,, less than 0.001 (0.1%) yields a value for the integral of 
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approximately 0.026 (if evaluated correctly). The value chosen for the initial area 

fraction of decohesion in the unfractured, metal (t=O) is not very critical. The fraction 

of area occupied by cavities in the uncrept material should be minimal, even with a 

small assumed initial cavity spacing, and thus a very small value for A, is reasonable 

(much less than 0.1%). Thus, when evaluated correctly, 

Af ax 
4- = 0.026 I (Eq. 6 evaluated correctly) 

This value is not close to the value of 0.15 used by PNNL. In order for the integral 

on the left hand side of Equation 6 to equal 0.15, one would have to integrate to a 

maximum area fraction of decohesion limit, A,, of more than 200%, which, of course, 

is physically impossible. A group at Brookhaven National Laboratory (BNL) also 

noted this error in the PNNL report 1453. 

Considering the magnitude of the PNNL error in Equation 8, one would not expect 

the PNNL and LLNL results to be as consistent as they are reported to be by PNNL 

[4] (see Figure 2 below). However, it appears that the error discussed above was an 

internal inconsistency within the PNNL report. That is, PNNL [4] reports the LLNL 

equation incorrectly as shown in Equation 8 above, but it appears that they applied 

the equation correctly (as reported in Equation 6 above) when they developed the 

plots* shown in Figures D.2 through D.5 of the PNNL report. 

Figure 2 below is a reproduction of Figure D.4 from the PNNL report [4] that shows 

two predictions for the 40 year failure (temperature) limit. One is based on the PNNL 

CSFM generic temperature limit. The second was evaluated by PNNL using the 

LLNL model and associated constants. Both models were evaluated using the 

temperature decay profile shown in Figure 3 (this is discussed in Section 2.4.1 .I). 

Although the captions referring to the LLNL model in Figures D.2 through 0.5 in the 

* These figures plot the initial dry storage temperature as a function of initial cladding stress for 40 
years in dry storage. 

10 



PNNL report [4] (from which Figure 2 is made) are wrong, as was the PNNL text, the 

lines showing the LLNL prediction on the figures are actually correct. We verified 

this by integrating the LLNL equation with the.LLNL recommended constants* using 

the continuous power temperature decay function reported by PNNL [4]. The LLNL 

40 year failure line we calculated is essentially identical to what PNNL calculated 

(see Figure 2 below and Figure D.4 of the PNNL report [4]). Thus, apparently, 

PNNL evaluated the integral correctly as shown above in Equation 6, and just 

reported the equation incorrectly as shown in Equation 8. 

-\ 
/ 

PNNL CSFM Predicted temperature 
limit 

LLNL Predicted 
temperature limit 

0 50 100 150 200 

Initial Cladding Hoop Stress (MPa) 

Figure 2 Comparison of PNNL and LLNL “40 year” initial temperature limits for 5 year old fuel 
(based on Figure D.4 in the PNNL report [4]) 

Thus, it appears that the LLNL (Raj and Ashby) DCCG failure model and the PNNL 

model yield fairly similar results between about 40 and 110 MPa initial cladding hoop 

stress, as shown in Figure 2. This figure, although evaluated using the correct LLNL 

equation, is still misleading for the following reasons. The near coincidence of the 

model predictions (between 40 and 1 IO MPa) results from a fortuitous combination 

of differing assumptions by LLNL and PNNL. The failure line predicted in Figure 2 is 

* Except for the atomic volume where PNNL [4] reported a different value than LLNL [3] and was thus 
chosen when examining the PNNL evaluation of the LLNL equations. 
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also misleading as a result of the assumed temperature decay profile. Because of 

the extreme sensitivity of the models when used with the PNNL suggested power 

temperature decay profile, initial temperatures which are thought to predict failure in 

40 years actually predict failure in 5 years. These issues are discussed as follows 

and in Appendix B. 

2.3.2 Assumed fracture mechanism 

Upon examining the PNNL study, we determined that the DCCG fracture 

mechanism controls fracture up to the CSFM temperature limit curve inflection point 

in Figure 2 at approximately 110 MPa. For initial stresses above 110 MPa, PNNL 

predicts that power law creep will control failure. As noted above, PNNL assumes 

that all failure mechanisms act independently. This is contrary to PNNL’s 

explanation in other reports [28,32,33] about how DCCG should be coupled with a 

power law creep controlled mechanism. The LLNL study assumes DCCG is 

operational over the entire stress regime relevant to dry storage. This is not a.. 

debilitating assumption, because the stresses in dry storage typically fall in the 

region where the PNNL failure line and the LLNL failure lines have a consistent 

shape (cl 10 MPa where both models predict failure occurs by DCCG). 

Since both failure models are based, for the most part, on the DCCG model 

developed by Raj and Ashby [36], one may wonder why even slightly inconsistent 

failure times are predicted (as shown in Figure 2 above). The inconsistency between 

the PNNL and LLNL models arises as a result of different assumptions and different 

choices for values for the material constants used in the Raj and Ashby DCCG 

failure equation (that is used to determine the initial dry storage temperature limit). 

These differences are discussed subsequently. 

2.3.3 Recovery factor 

The cause of the increasing divergence of the two models at low stresses 

(<40MPa), where both models predict failure will occur by DCCG, is the increased 

effect of a “recovery factor” used by PNNL (which was not used by LLNL). In 
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calculating the initial maximum dry storage temperature limits, PNNL modified the 

DCCG fracture equation (and other fracture equations) by including a “recovery 

factor” in its analysis. This is explained in references 28 and 32, but not mentioned 

in the principal PNNL report [4]. This “recovery factor” is used to account for the 

reduction in ductility of zirconium and zirconium alloys as a result of irradiation 

damage. The “recovery factor” was based on studies that showed that irradiated 

Zircaloy had between 200% to 1000% less ductility than non-irradiated Zircaloy [46- 

48] (typical fracture strains from 5-12% compared to 25-50%) [28]. Chin states the 

following [28]: “Irradiation was assumed to reduce the ductility of the cladding by a 

factor of 10 in the stress temperature region of interest for dry storage” because “... 

the primary effect of irradiation is a reduction in ductility which leads to a reduction in 

the fracture time by some constant factor”. 

Chin reported that in dry storage some or all of this ductility will be recovered as a 

result of damage recovery in Zircaloy, especially above 350°C [28]. Chin ‘developed 

a function to calculate this “recovery factor”” as a function of time and temperature. 

Basically, the result is that the predicted failure time used for the initial time 

increment ratio for the life fraction rule is multiplied by 0.10, thus assuming that the 

failure time is proportional to ductility or strain to fracture. This “recovery factor’ 

increases (to a maximum of 1) with time at higher temperatures due to an estimated 

recovery of ductility. Although the “recovery factor” changes with time at a given 

temperature, these changes have very little effect on the resulting fracture time 

below an initial temperature of approximately 400°C (initial stresses above 

approximately 40 MPa) for dry storage conditions as very little recovery of ductility is 

predicted to occur. This is higher than the 35OOC stated by Chin because under dry 

storage conditions, there is a continuously decreasing temperature profile. With 

initial temperatures up to nearly 400°C, the fuel does not spend enough time at 

temperatures above 350°C for significant ductility recovery to occur. The predicted 

* See Appendix C under the PNNL model or reference 28 for a description of this function. 
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fracture time is reduced by a factor of approximately 10 if all other factors are held 

constant (constant temperature). 

It is this “recovery factor” that causes the difference in shape between the PNNL 

curve and the LLNL curve in Figure 2 at low stresses (below about 40 MPa). This 

factor was not considered by LLNL. 

The fact that LLNL did not use this recovery factor warrants some discussion. If one 

examines the DCCG model and assumptions, one immediately notes that the model 

is not a function of strain. That is to say that the predicted failure time does not 

depend on the amount of strain that the metal experiences but rather only on grain 

boundary diffusion. Because it is independent of strain, a reduced ductility would not 

directly affect the fracture time. It would seem, then, that PNNL has included an 

unwarranted conservatism in this case. 

2.3.4 Material condition assumed to correspond to failure 

Another difference between the PNNL and LLNL models is the area fraction of 

decohesion assumed to correspond to failure. As discussed above, LLNL chose a 

value of 0.15 based on estimated post-dry-storage handling of the fuel rods [44]. 

The PNNL model, however, incorporated the original form (without apparent 

modification besides the recovery factor described above) of the Raj and Ashby [36] 

failure equation. In the development of this equation, Raj and Ashby assumed that 

failure occurs when the area fraction of decohesion reaches 50% or 0.50. This is 

much less conservative than the value of 0.15 chosen by LLNL. PNNL suggests 

integrating the LLNL model to an area fraction of decohesion of 0.20 in order to 

bring the 40 year failure lines of the PNNL and LLNL model more into coincidence, 

however the two models would still be applying different failure criteria (PNNL uses 

0.5, not 0.15 or 0.2). 
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2.3.5 Inconsistency in assumed inputs 

Part of the inconsistency between the two models arises because PNNL and LLNL 

chose different values for the material constants used in the DCCG failure equation 

(that is used to determine the initial dry storage temperature limit). These differences 

occur in the following terms: 

i. Atomic volume, a 

ii. Grain boundary thickness, 6 

iii. Average cavity spacing, a 

iv. Grain boundary diffusion coefficient (constant, D,9”, and 
activation energy, QJ 

v. Other unspecified constants 

All of these terms are either proportional or inversely proportional to the fracture time 

except the activation energy, which appears inside an exponential term, and the 

cavity spacing, which is a cubed term. Potentially, then, the most substantial source 

of inconsistency between LLNL and PNNL is the value assigned to the activation 

energy for grain boundary diffusion. A detailed description of these differences 

appears in subsequent sections and in Appendix B. 

2.4 Critical factors to be input by proposed dry storage licensee 

2.4.1 Temperature 

Both models are very sensitive to changes in the temperature decay profile. A 

calculated initial temperature thought to cause failure in 40 years essentially predicts 

failure in 5 years for the same initial temperature when using a temperature profile 

such as Equation 10 below, which PNNL suggests is reasonable. This sensitivity is 

now discussed. 
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2.4.1 .l PNNL suggested temperature decay profile 

The application of the LLNL failure equation which results in the 40 year failure line 

(initial temperature limit) shown in Figure 2 is misleading as a result of the nature of 

the assumed temperature decay profile. The temperature profile used by PNNL 

when evaluating the LLNL equation is 

T(K)=2.09 x IO3 (t)-“.2B2 Eq. (10) 

where t is the time in months. The pre-factor 2.09 can be adjusted to modify the 

initial temperature of the SNF. This equation calculates the temperature under dry 

storage conditions as a function of time after removal from reactor (the initial time 

being the time of removal from reactor). Because this is a power decaying 

temperature function, the temperature initially decreases rapidly, and decreases 

more slowly with time, as illustrated in Figure 3. 

The temperature near the origin (approaching t=O) in Figure 3 is very high. This is 

much higher than is ever experienced by the fuel rods in wet storage. The profile 

actually predicts the temperature behavior of the rod if it were to be inserted into dry 

storage immediately following removal from the reactor (which is defined as t=O). In 

fact, the rods generally spend 5 years or more in low temperature (<lOO”C) wet 

storage (storage in water pools) before insertion into dry storage. Thus, the above 

temperature prediction (Equation 10) is only used after insertion into dry storage, 

which we assume to be 5 years (60 months) for the current discussion. Older fuel 

rods (which have spent longer times in wet storage) will be discussed in a 

subsequent section of this report. Briefly, for older fuel rods, the same temperature 

equation may be utilized, but the starting point (time when removal from dry storage 

occurs) is simply moved to the right on the abscissa to the appropriate time [4]. 
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Figure 3 Plot of power temperature decay function (T in “C and t in months) used by PNNL [4] 

The behavior of the power temperature decay function (initially decreasing very 

rapidly) has a dramatic effect when substituted into a function such as G(t), which 

has multiple temperature dependent terms including the diffusion coefficient and the 

stress. Because of the substantial temperature dependence of the DCCG fracture 

equation, when it is evaluated using Equation 10 as the temperature profile nearly 

all of the predicted damage occurs within the first 5 years. This is illustrated in 

Figure 4, which shows the integral of G(t) as a function of the upper integration limit, 

t,, for 60 month old fuel. Changes in the initial temperature for the power decay 

functions shown in Figure 4 were achieved by slightly adjusting the value of the 

coefficient (as was the procedure used by PNNL 141). The values used for input into 

the G(t) equation for Figure 4 are listed below Figure 4 and can be found in more 

detail in the List of Symbols and Appendix B. Again, the 60 month limit is the time 

that the fuel rods are removed from wet storage and inserted into dry storage. 

The time at which the radionuclide gasses inside the fuel rod start to decay, then, is 

5 years before insertion into dry storage. All temperature decay profile 

determinations (models) made by PNNL [4] were based on the time decay of the 

fission gas products (upon discharge from reactor, the fission gasses mainly consist 
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of H, He, Kr, Xe and a small fraction of Rn [49]). This decay starts at time zero 

(removal from reactor) and continues during wet and dry storage. Because the 

PNNL report first discussed 5 year old fuel, data on the figures below start at a time 

on the abscissa of 60 months, or 5 years. 

0.06 

0.054 

0.048 

0.042 h 
I G(t)dt o’036 

60 months 0.03 

0.024 

0.018 

0.012 

0.006 

0 
50 100 150 200 250 

t, months 

Parameter values used for G(t): f, = n sin2 a, fi = 2/3 n: (2 - 3~0s a + cos3 a), fi = 3.37 x 1 U2’ 
m3/atom,6=9.69x10”0m,h=10x10‘6m,Dgb= 5.9 x 1 Oaexp[(-1 31 kJlmole)lRT] m2/sec, 
a = 50”, (T(t) = 100 T(t)/T(GO) MPa 

Figure 4 The value of the integral of G(t) as a function of the upper integration limit, 
t, for 5 year old fuel rods 

These results were calculated using the definition for G(t) reported above as 

Equation 7 except using the correct value of 7t”2 in the denominator rather than z 

The integral of G(t) reaches 99% of the maximum value at approximately 60 months 

after insertion into dry storage (120 months after removal from the reactor). After the 

first 5 years in dry storage, then, no further significant damage is predicted. Four 

temperature profiles were compared in Figure 4 to show that the amount of time for 

nearly all of the damage to accumulate is relatively insensitive to changes in the 

initial temperature of the SNF for this type of power decay profile. If a power type 

temperature profile such as Equation 10 is the best choice for fuel rod temperature 

prediction in dry storage (this will be discussed later), then using the LLNL and 

PNNL DCCG models predict that a//damage will occur within the first 5 years in dry 
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storage. In other words, if failures are predicted to occur, they will occur in the first 5 

years of dry storage*. Predictions of short-term failures could be checked using a 

relatively short-term creep test that simulates the predicted power temperature 

decay behavior. Because of the temperature sensitivity, care must be exercised 

when evaluating the integral of G(t) to a large upper integration limit. This 

temperature sensitivity is what makes the predicted maximum allowable 

temperatures somewhat misleading. This is now discussed. 

2.4.1.2 Effect of changing the upper integration limit, tf 

If one integrates a function such as G(t) using the suggested power decay function, 

the maximum value of this function will be reached in a relatively short time (with an 

upper limit on the order of 5 years as was shown in the previous section). If the 

same function is, instead, integrated to a time, t,, of 40 years, the same integrated 

value is obtained (to 2 significant digits). For example, the integral of G(t) from t,= 60 

months (5 year old fuel at the time of removal from wet storage) to t, = 110 months 

with a hoop stress at 60 months of 100 MPa and a temperature at 60 months of 369 

OC, is equal to 0.026*. When integrated to an upper limit of 540 months (40 years 

after placement in dry storage), the resulting value is still 0.026. If one assumes that 

failure occurs when first reaching a limit of 0.026 for the integral as suggested by 

LLNL, then failure is predicted after only 50 months in dry storage. If however, one 

were to integrate to an upper integration limit of 40 years without noting the behavior 

of the value of the integrated function, then the resulting value might give the 

impression that failure just occurred upon reaching the upper integration limit of 40 

years. As a result, the 40 year LLNL failure line appearing in Figure 2 above is 

actually the same as a 5 year failure line. This is shown more clearly in Figure 5, 

below, which shows the 40 year failure line predicted by the LLNL model that 

appeared in Figure 2, above, compared to failure lines which show the conditions 

necessary for failure after 5 years and for failure after 1 year. 

* A failure, according to the LLNL criteria discussed above, implies that the material has experienced a 
reduced cross sectional area, not necessarily a rupture. 
** Initial values of 100 MPa and 369’C are arbitrary, but reasonable and realistic, choices. 
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Figure 5 Comparison of a 40 year, a 5 year and a 1 year failure line predicted using the LLNL 
criteria (assuming the atomic volume approximation reported by PNNL, b3, is equal to 3.37 x lo”’ 
m”/atom [4]) 

It is difficult to distinguish between the 40 year and the 5 year LLNL failure lines as 

they are practically coincident. The 40 year failure line shown by PNNL for the LLNL 

failure prediction then, is, in reality, a 5 year failure line. It may be noted in Figure 5 

that the line showing failure after only 1 year is also very close to the 40 year line 

predicted by LLNL. When assuming a temperature profile similar to Equation 10, 

very small changes in the initial temperature result in large differences in the 

predicted failure time. Alternatively, large changes in the specified failure times 

result in insignificant changes in the maximum allowable initial temperature (e.g., 

failure times ranging from 5 years to infinity). Therefore an applicant who determines 

a maximum temperature for a predicted failure of, say, 300 years has, at the same 

time, predicted failure after 5 years which is less than the licensed period of the 

storage facility. A group at Brookhaven National Laboratory (BNL) made similar 

conclusions about the temperature sensitivity of the LLNL model 141,451. 

This same argument of sensitivity to temperature can also be made about the PNNL 

analysis. That is that the 40 year failure line calculated using the PNNL model is 
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coincident with the calculated 5 year failure line (within a fraction of a degree). This 

is shown in Figure 6 below. This figure was developed using Mathcad (mathematics 

software) to evaluate the PNNL model. The initial temperature limit curve 

corresponding to a 40 year failure prediction in Figure 6 varies from about two 

degrees (at higher stresses) to a maximum of about 20 degrees (at stresses below 

about 40 MPa) higher than the same curve reported by PNNL. The cause of this 

difference is not known, but presumably it has to do with how we evaluated the 

PNNL model. The details of the PNNL model are in reference 28, (by Chin, one of 

the authors of the PNNL report [4]) which also includes code for a program that 

calculates the maximum allowable temperature limits for given fuel conditions (age, 

stress). The fact that both models are so sensitive to the temperature profile has 

important implications for interim dry storage licensees using either model to certify 

a safe maximum allowable temperature limit. Because of this extreme sensitivity, we 

suggest using a conservative temperature profile. 

460 460 - - 
based on PNNL based on PNNL 

420 420 - - 

380 380 

5, 40 vear failure 5, 40 vear failure 
340 340 - - based on PNNL based on PNNL 

.nng - w-v 
0 20 40 60 80 100 120 140 160 

Initial Cladding Stress at Dry Storage Temperature, MPa 

Figure 6 Comparison of 1 year, 5 year and 40 year failure lines (temperature limits) as predicted by 
the PNNL model [4] (PNNL model reproduced using Mathcad - see Appendix C) 

2.4.1.3 Choosing a temperature decay profile 

As suggested earlier, the temperature decay profile is the most critical factor that the 

dry storage facility must supply to predict the initial fuel rod temperature limit when 
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applying the LLNL model. Temperature is substituted into an exponential term in the 

DCCG fracture equation, Thus, small changes in temperature can have a significant 

effect on the resulting predicted fracture time and, therefore, the initial temperature 

limit. Choosing a single reasonable temperature decay profile to substitute into the 

failure equations is not straightforward as it is a function of fuel age, burnup level 

(amount of nuclear-reactor fuel consumption) and storage conditions. 

2.4.1.3.1 Method suggested by LLNL [3] 

LLNL does not suggest a temperature profile, but rather leaves this to the discretion 

of the individual storage facility based on the facility’s TSAR (Topical Safety Analysis 

Report). This may leave the storage facility with insufficient guidance to apply a 

temperature decay model that is conservative under their specific storage 

conditions. The temperature decay profile given in a TSAR may not be conservative, 

as will be discussed below. 

2.4.1.3.2 Method suggested by PNNL [4] 

PNNL suggested a general temperature decay profile as a function of fuel age 

based on heat transfer analysis of two typical configurations and states that this 

should be modified to accommodate changes in the storage configuration [4]. These 

analyses were performed on the TN-24P and REA-2023 storage casks (two types of 

storage casks that are currently used to store SNF) with computer codes capable of 

predicting cladding temperatures to within &3O”C of measured temperatures [33]. 

The calculations were based on 1 year old fuel (fuel that had spent one year in wet 

storage) with a burnup level of 30 MWd/kgM. Because the TN-24P was determined 

to have the slower cooling rate of the two analyzed casks, this profile was chosen by 

PNNL to develop the generic temperature limits. PNNL [4] states that using this 

profile is very conservative for two reasons. First, it is based on the TN-24P cask 

configuration that was determined to have a slower cooling rate than the REA-2023 

casks. Second, temperature profiles for older fuel (which decay more slowly) are 

developed by simply extrapolating the 1 year old temperature decay curve to the 

appropriate time and increasing the initial temperature. PNNL [4] states that using 

this method to develop older fuel temperature profiles predicts a slower temperature 
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decay rate than would be predicted if heat transfer models were used to predict the 

actual temperature decay of older fuel. They also state that this temperature profile 

is conservative enough that it always over predicts the rod temperature, even when 

considering rod consolidation that tends to increase rod temperatures and decrease 

heat transfer rates. It is not clear whether PNNL used the conservative (high) end of 

the &30°C uncertainty of the computer generated temperature decay profile. It is 

important that the conservative end of this range be chosen, as a 60°C temperature 

swing would have a dramatic effect on the predicted failure time. 

The PNNL analysis treated the temperature decay as a function of the SNF age 

(time in wet storage) and the storage conditions [storage atmosphere, rod 

configuration (rod spacing, number of rods, rod orientation), and burnup level]. The 

result of the PNNL analysis suggests using a power function with a negative 

exponent to approximate the temperature decay. This means the temperature 

decays rapidly at first and more slowly with time. The physical reason that the initial 

temperature decay rate is predicted to be more rapid is because the short-lived 

fission products disappear relatively quickly, after which time the decay is governed 

by the long-lived fission products [4]. Accordingly, fuel rods that spend more time in 

wet storage have less short-lived fission products and the temperature decays at a 

slower rate when inserted into dry storage. This suggested method for determining a 

temperature decay profile should also, however, be regarded with caution due to the 

extreme sensitivity of failure time to storage temperature. 

Assuming that the PNNL calculated profile or the profile obtained from the TSAR is 

correct under the given storage conditions, there are likely to be variations that have 

not been accounted for in the profile. For example, the rod temperature during the 

short-term exposure to a vacuum upon removal from wet storage prior to the start of 

dry storage is not clear. During this time, heat transfer rates are diminished 

substantially as the rods are put under a vacuum to remove all moisture. McKinnon 

and Gilbert report an example of the temperature behavior under a vacuum drying 
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process [50]. They report that temperatures in the vacuum process exceeded initial 

storage temperatures by as much as 83°C (see Table 1 below) “during vacuum runs 

that typically had a duration of less than one week.” Although these peak 

temperatures are fairly high, it has been reported elsewhere [51] that vacuum drying 

can remove water trapped in the fuel rods* at temperatures “less than 200°C”. Later 

McKinnon and Deloach [52] reported that “temperatures during double pump-down 

increased by ~20°C for less than 2 hours but it is anticipated that evacuating and 

backfilling the cask after loading in a water basin will require a longer period and 

result in higher temperature increases.” It was reported by Cunningham et al. that a 

common method of cask drying is a vacuum process that requires several hours (2 

to 5) [33] and cite data from experience in Germany that showed that “excursions 

above 380°C are unlikely” [33]. We were not, however, able to find any standard or 

regulation regarding this process. Presumably an analysis of the effect of 

temperature excursions during vacuum drying on cladding integrity would be 

included in the safety analysis report. Table 1 below shows temperatures measured 

during a vacuum drying process on SNF. In Table 1, the highest temperature 

reached under vacuum as reported by McKinnon and Gilbert (Table 4.1) [50] 

appears as the “peak vacuum” temperature, while the normal dry initial storage 

temperature is denoted as the “initial helium” temperature. 

Because the failure time is so sensitive to the storage temperature, any anomalies in 

the rod temperature could cause significant progression of DCCG. For example, fuel 

rods stored at 424°C under a hoop stress of 100 MPa for one week are predicted by 

LLNL to experience approximately 2.7% area fraction of decohesion**. In contrast, 

PNNL suggested that limited exposure to these temperature levels could actually be 

beneficial to the fuel rods [33], as some irradiation damage recovery would occur, 

increasing the ductility of the Zircaloy rods. It is not clear, however, what, if any, 

* Water is trapped in the exterior scale or corrosion products on the fuel rods during wet storage. 
** Determined by setting the upper integration limit of the integral of G(t)dt equal to 0.25 months and 
solving for the area fraction of decohesion. 
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effect this recovery would have on the DCCG damage progression (e.g. effect on 

the number of cavities and cavity nucleation). 

Table 1 Peak (while under vacuum) temperatures and normal dry (helium gas) initial storage 
temperatures for rods under surveillance [50] 

Cask 

Castor V21 

TN-24P 

Fuel Temperatures, “C 
Peak Vacuum (t < 168 h) / Initial 
Helium (storage time) 

21 PWR Assemblies 424 / 350 (t = 9.1 y) 

48 PWR Assemblies 290 / 221 (t = 1.4 y) 

TN-24P (Consolidated) 

(24 Canister) 

48 PWR Assemblies 293 / 211 (t = 0.4 y) 

MC-1 0 24 PWR Assemblies (217/139(t=1.4y) 1 
MC-1 0 (Consolidated) 34 PWR Assemblies 397 / 321 (t = 9.2 y) 

I( 17 Canister) 

REA 
I I 

52 PWR Assemblies 1 227 / 144 (t = 0.4 y) I 

PNNL [4] also stated that with more extended burnup of fuel (length of time rods are 

used in the nuclear reactor before the start of wet storage) planned for the future, 

more long-lived fission products would be produced causing peak temperatures to 

increase and temperature decay rates to decrease. Another uncertainty in rod 

temperature results from the lack of uniformity in the airflow within the dry storage 

cask. McKinnon and Deloach [52] reported that convection within a given cask may 

be increased or decreased throughout the cask to the point where in certain 

locations, according to their measurements, there is an “absence of convection” 

[52]. In view of these considerations, a more conservative temperature profile than a 

typical measured or calculated profile may be warranted. 

2.4.1.3.3 A more conservative approach: 5 year old SNF 

Brookhaven National Laboratory (BNL) [45], suggested that a linear temperature 

decay profile is reasonable for IO year old fuel. Using a linear temperature decay 

decreases the predicted failure time and decreases the sensitivity of the failure time 

to the initial temperature or fuel age. The sensitivity is reduced as a result of the 
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difference in behavior between a linear decay function and a power decay function. 

The equations suggested by BNL for 10 year old fuel are not, however, directly 

relevant to the current discussion of 5 year old fuel. In order to illustrate the 

decreased sensitivity to the initial temperature resulting from more conservative 

temperature profiles, we developed a set of new profiles. These profiles, illustrated 

in Figure 7 below, range between the power temperature decay profile suggested by 

PNNL [4] and a linear profile based on a linear simulation of the PNNL profile. 

T,(t) in Figure 7 is the temperature profile suggested by PNNL. Profiles 2 through 5 

are decreasingly concave power decay functions generated by decreasing the 

magnitude of the negative exponent in the PNNL function and adjusting the 

coefficient to make the temperature at 60 months equal to that of the PNNL function 

(659 K or 386’C). The reason for choosing decreasingly concave functions was that 

these offer gradually more and more conservative temperature decay profiles before 

reaching the most conservative linear profile. Profile T,(t) was interpolated from the 

625 

60 90 120 150 180 210 240 

Time (months) 
T,(t) = 2.090 x 10” t-0.282 (K) T,(t) = 1.622 x 1 O3 t-O’” (K) 
T,(t) = 1.910 x 10” t-0.26 (K) T,(t) = 1.494 x lo3 t-‘.*’ (K) 
T,(t) = 1.760 x lo3 t-0.24 (K) T,(t) = 746.5 - 1.46 t (K) 

c 
tc180 

T,(t) = 484 (K) t2180 

Figure 7 Comparison of power and linear temperature decrease profiles for 5 year old fuel rods 
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PNNL function by making the temperature equal to that of the PNNL function at both 

60 and 180 months (insertion into dry storage and IO years after insertion). After 10 

years the temperature was assumed to be constant so that the linear function never 

became less conservative than the PNNL power decay function. Although the 

temperature should continue to decrease at some rate after IO years as well, the 

behavior after IO years is not of great importance as nearly all of the predicted 

damage occurs before IO years (see discussion above). 

Figures 8 and 9 below illustrate how more conservative temperature decay profiles 

affect the predicted failure times based on the LLNL model. Figure 8 shows the 

fracture time predicted by the LLNL model as a function of the initial storage 

temperature for the linear and power temperature decay functions Figure 9 

compares the value of the integral of G(t) (from LLNL) as a function of the upper 

integration limit for power and linear temperature decay functions. Changes in the 

initial temperature for the power decay functions in Figures 8 and 9 were achieved 

by slightly adjusting the values of the pre-exponential terms (same procedure used 

by PNNL [4]). An initial stress of 100 MPa was chosen for reasons that will be 

discussed in the next section. Briefly, 100 MPa was chosen because it slightly 

overestimates the maximum stress according to experimentally measured stresses, 

and thereby (at least partially) allows for non-ideal conditions (such as stress 

concentrations, etc.) and rods that have experienced higher burnup levels. The 

stress is assumed to change with temperature according to the ideal gas law. 

In Figure 8, the linear temperature decay profile was a function of the power decay 

profile (see definition below Figure 8) so that as the shape of the power decay 

profile changed with the initial fuel temperature, the linear profile changed 

accordingly. The constants (denoted by C) were adjusted to change the initial 

temperature of the fuel rods. It should be noted that the asymptotes which each of 

the temperature profiles approach in Figures 8 and 11 are approximately equal to 

the temperature limit predicted by the LLNL model for that particular temperature 

profile. 
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Fracture Time (months) 

T,(t) = C, x lo3 t4.*@ (K) T,(t) = C, x 1 O3 t -Ozz (K) 
T,(t) = C, x lo3 t-‘= (K) T,(t) = C, x 1 O3 t -“.20 (K) 
T,(t) = C, x 1 O3 t -Oz4 (K) 
T,(t) = T,(60) + [T,(180) - T,(60)]/2 - [T,(160) - T,(60)]/120 t (K) t<180 

= TJ180) (K) t2180 

Figure 8 Fracture time as a function of initial storage temperature for linear and power temperature 
decay functions for 5 year old fuel rods with an initial cladding hoop stress of 100 MPa 

Figure 8 illustrates that changes in the initial temperature have little effect on the 

fracture time above approximately 370°C when using the power temperature decay 

function suggested by PNNL (T,(t)), while any temperature below 370°C results in a 

prediction that failure will never occur. This sensitivity is reduced with each of the 

successively less concave temperature decay profiles (T,(t) - T,(t)). The time over 

which 99% of the damage occurs similarly increases with decreasing concavity 

(from 5 years with profile 1 to 9 years with profile 5), as illustrated in Figure 9. This is 

true because each successively less concave profile predicts more time at higher 

temperatures resulting more predicted damage of the material. The linear profile is 

the most conservative of all the profiles. It predicts that more damage occurs 

(shorter predicted fracture time) than any of the power decay profiles. It also 
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decreases the sensitivity of the failure time to the initial temperature of the SNF 

compared to the power temperature decay profile suggested by PNNL. 

0.1 I I I I I 

0.09 - 

0.08 - tf 

I 
G( t)dt 

T,(t) 

0.07 - 
60 

0.06 - 

0.05 - 
r,(t) - 

0.04 - 

0.03 L 
50 75 100 125 150 175 200 

Integration limit, t, (months) 

T,(t) = 2.090 x lo3 t-O.‘@ (K) T,(t) = 1.622 x 1 O3 t”‘” (K) 
T,(t) = 1.910 x lo3 t -‘s (K) 
T,(t) = 1.760 x 10” t-0’24 (K) 

T,(t) = 1.494 x 1 O3 t -“.20 (K) 
T,(t) = 746.5 - 1.46 t (K) t<180 
T,(t) = 484 (K) t2180 

Figure 9 Comparison of the value of the integral of s G(t)& (from LLNL) as a 
0 

function of the upper integration limit, f, for power and linear temperature decay functions for 5 year 
old fuel rods with an initial cladding hoop stress of 100 MPa 

2.4.1.3.4 A more conservative approach: older SNF 

The age of the fuel rods refers to the age of the fuel at the time of removal from wet 

storage and insertion into dry storage. Thus far we have discussed only 5 year old 

fuel. Table 2 below is a table reported by PNNL [4] illustrating the distribution of fuel 

according to fuel age. It is apparent from this table that the bulk of the reported fuel 

has been in wet storage for 5 years or more and, therefore, older fuel is very 

common and must also be considered. 

29 



Table 2 Cumulative LWR (light water reactor) spent fuel inventory of all opera1 
reactors in year 1986 [4] 

Age range of Number of Assemblies in age range 
Assemblies, vr PWR (pressure (boiling BWR Total 

water reactor) water reactor) 
l-5 5,761 7,728 13,489 
5-6 1,815 2,670 4,485 

1,475 2,859 4,334 6-7 
7-8 1,742 2,440 4,182 

Q- in 
~ n-a ” ” I 

I 
1,927 2,568 --- A AS 

J- 1” 1,240 2,325 ‘1 ECC 
IO-11 790 1,987 

23777 I 

II-12 816 1,511 2,327 
12-13 541 1,555 2,096 
in-IA 99 

:ing 

I” I-T I LL 9 487 I 716 1 - 
14- 15 129 120 249 
15-16 51 59 110 
16-17 95 0 95 
17-18 40 n 40 

13,849 

21,061 

I .- 

No assemblies older than 18 years 
I I 1 

Brookhaven National Laboratory (BNL) 1451, suggested that a linear temperature 

decay profile is reasonable for 10 year old fuel. As was discussed above, using a 

linear temperature decay decreases the predicted failure time and decreases the 

sensitivity of the failure time to the initial temperature or fuel age. Two linear 

temperature decay profiles suggested by BNL [45] are defined below by Equations 

11 and 12 and shown in Figure 10 along with the power temperature profile 

(defined, above, by Equation 10) proposed by PNNL. The two “realistic but slightly 

offset temperature histories” [45] suggested by BNL are defined by 

J-0) WL Upper) = 350°C - (3.5 t)“C/yr Eq. (11) 

w (BNL Lower) = 335°C - (3.5 t)“C/yr Eq* (12) 

In order to compare these temperature profiles to the power temperature profile, 

they were adjusted slightly. For these equations the time t = 0 corresponds to 

insertion into dry storage while t = 0 in the power decay equation corresponds to 
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removal from the nuclear reactor. For 10 year old fuel, t = 10 years (120 months) 

corresponds to insertion into dry storage for the power decay functions. Adjusting 

the linear equations (11 and 12) is a simple matter of increasing (by 35°C) the initial 

temperature of the BNL equations so that the temperature at 10 years is equal to 

the initial temperature defined by Equations 11 and 12. Equations 11 and 12 

become 

T(t) (BNL Upper) = 385°C - (3.5 t)“C/yr Eq. (13) 

TO) (BNL Lower) = 370°C - (3.5 t)Wyr Eq- (14) 

In Figure 10, as in Figure 3 above, a vertical line indicates the point at which the 

temperature profile becomes relevant (point of removal from wet storage and 

insertion into dry storage-in this case 10 years). 

The power temperature decay function utilized for Figure 10 was based on the 

equation reported by PNNL (T = 2.09 x lo3 (months)-0.282 K) and the coefficient was 

adjusted to match the initial fuel temperatures suggested by BNL 1451 (resulting in T 

= 2.0404 x 1 O3 (months)‘0.2*2 K). This method of adjusting the initial temperature was 

the same as that used by PNNL [4]. Figure 11 below compares the fracture time as 

a function of initial temperature for 10 year old fuel for both the PNNL suggested 

temperature decay profile and a linear temperature decay profile with a slope equal 

to that suggested by BNL. 

It is clear from Figure 11 that the fracture time for the PNNL temperature profile is 

much more sensitive to small changes in the initial temperature than the BNL linear 

temperature profile. This is especially true for temperatures just below 370°C where, 

as before, the PNNL temperature profile results in a prediction that failure will never 

occur. This degree of sensitivity is not, however, observed in the BNL linear 

temperature decay profile. Temperature sensitivity of the PNNL and LLNL models 

for 10 year old fuel was also addressed by BNL [45] using the linear temperature 
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profiles given above and similar conclusions were made (that the current models are 

very sensitive to changes in the chosen temperature profile). 
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j 
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Figure 10 Comparison of power and linear temperature decrease profiles for 10 year old fuel rods 
suggested by PNNL [4] and BNL [45], respectively 
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Figure 11 Fracture time as a function of initial storage temperature for a linear and power 
temperature decay function for 10 year old fuel rods with an initial stress of 100 MPa 
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Figure 12 below shows a plot of the value of the integral of G(t) as a function of the 

upper integration limit for 5, 10 and 15 year old fuel rods. Figure 12 illustrates how 

the time necessary for 99% of all predicted damage to occur varies with initial fuel 

age (age upon insertion into dry storage) when assuming a power temperature 

decay function. The amount of time to reach 99% of the total predicted damage 

increases linearly with fuel age. As stated above, for 5 year old fuel, 99% of the total 

predicted damage is reached after approximately 5 years. For IO and 15 year old 

fuel rods, 99% is reached after 10 and 15 years in dry storage, respectively. This is 

due to the nature of the power temperature decay function. The half-life of the short 

lived fission products has been surpassed in older fuel and long-lived fission 

products (slower temperature decay) govern the temperature dec.ay. Hence, packing 

older fuel more closely in storage casks to achieve the same initial stress and 

temperature as that of newer fuel would result in the older fuel accumulating a 

greater amount of cladding damage with time due to its slower rate of temperature 

decay. 

I I I 

T(t) = 2.85 x IO” (months)Qa 

‘f 

I 
G( t)dt 

0 

10 year old fuel 

T(t) = 2.54 x 1 O3 (months)“2a2 

5 year old fuel 

T(t) = 2.09 x 1 d (months)*.= 

t, (months) 

Figure 12 The value of the integral of G(t) as a function of the upper integration limit, t, for 5, 10 and 
15 year old fuel rods (normalized so that the time 0 on the abscissa corresponds to the time of 
insertion into dry storage) using an initial (start of dry storage) stress of 100 MPa and an initial (start of 
dry storage) temperature of 385’C 
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2.4.2 Cladding stress 

The stress that each fuel rod experiences in dry storage is not well defined. PNNL 

states that the helium fill pressure (internal rod pressure) in the rods is proprietary, 

but is generally more than 20 atmospheres (2.03 MPa, 294 psi) but less than 40 

atmospheres (4.05 MPa, 588 psi) at standard temperature and pressure (STP) [45] 

for pressure water reactors (PWR) (highest pressure rods). The PWR operating 

pressure (internal pressure) for the fuel rods in-reactor is approximately 153 

atmospheres (15.5 MPa). The amount that the internal rod pressure is allowed to 

exceed this pressure under off-normal conditions is proprietary 141. Upper bound 

internal rod pressures are reported by PNNL for various rod types (reactor types). 

Assuming that PNNL’s determination is a conservative estimate, one can use the 

reported upper limit of 2416 psi as the maximum internal rod pressure upon 

insertion into dry storage (the pressure will, of course, change with temperature) for 

PWR rods at a burnup level of 45 MWd/kgM. This results in a cladding hoop stress 

of approximately 70 MPa. We chose a slightly higher initial cladding stress of 100 

MPa for this analysis to consider deviations such as from stress concentrations, etc., 

that may arise in the cladding. This also helps account for the fact that the fuel rods 

may have higher burnup levels than the burnup levels assumed by PNNL to 

calculate the upper bound pressure*. Higher burnup levels mean that rods have 

spent more time in service so that more nuclear fission products (primarily H, He, Kr, 

Xe and a small fraction of Rn [49]) would have been produced, increasing the 

internal pressure. This could have a large effect on the rod pressure as the fission 

gasses account for up to approximately 50% of the gasses in the fuel rods after 

removal from reactor [52] (the other 50% is helium-fill gas). 

The cladding stress is assumed to decay only with temperature as a function of the 

ideal gas law because the strain effects (increase in volume due to strain) were 

* The trends at the time of the PNNL report were toward more extended burnup levels [4]. 
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assumed to be minor. It has been argued that over the long periods of time relevant 

to dry storage and permanent disposal, the cumulative strain can significantly affect 

the internal pressure [53]. This effect, however, is not necessarily easy to 

incorporate into the calculation, as the creep of irradiated fuel rods is not well 

defined and may be small [28] (e.g., less than 12% strain to failure). Ignoring the 

increasing internal volume due to increasing strain is conservative, as the actual 

stress is slightly overestimated. 

It should be noted that the stress-state of relevance for fuel rods in dry storage is 

biaxial. The current models and many past experiments have simplified this by 

assuming a uniaxial tensile stress. This may not be conservative as multi-axial 

stresses may increase void nucleation [54] and thereby decrease failure times. This 

will be discussed again below. 

2.5 Critical material parameters 

2.5.1 Grain boundary diffusion coefficient 

2.5.1 .l General discussion of diffusion in zirconium 

Self-diffusion coefficients reported in the literature for zirconium (Zircaloy 

unavailable) vary by more than four orders of magnitude [55-661. A detailed 

explanation of this variation has recently been proposed by Hood and co-workers 

[67-701. Hood proposed, as have others [63,7-l-73], that the self-diffusion studies 

performed in the past have all, to some extent, measured extrinsic diffusion effects 

rather than the intrinsic self-diffusion coefficient of zirconium. Hood suggests that 

these extrinsic effects may be the result of elemental impurities, such as Fe, which 

can alter, sometimes dramatically, the self-diffusion coefficient. This view is 

supported by several other authors [74-781. Iron, for example, is a fast diffuser that 

is thought to interact strongly with vacancies [69] and, possibly, form pairs with 

monovacancies [74,75,79]. 
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The diffusion coefficient of iron in zirconium has been reported to be approximately 

eight orders of magnitude higher than the zirconium self-diffusion coefficient over a 

range of temperatures [79,80]. The presence of iron increases the effective 

zirconium self-diffusion coefficient by “pulling” monovacancies along as it diffuses 

through the lattice. This relationship with iron has been used to explain the fact that 

the activation energy for self-diffusion in a-zirconium is consistently reported to 

increase with decreasing temperature. The solubility of Fe in zirconium is very 

limited and decreases with decreasing temperature. At low temperatures, much of 

the iron precipitates out of the lattice and the iron remaining in solid solution may be 

locked to dislocations. The activation energy at these temperatures, therefore, is 

approximately equal to that for intrinsic self-diffusion [66], or about 305 kJ/mole 

(3.17 eV). As the temperature increases, the Fe dissolves into solid solution and 

begins to diffuse very rapidly through the lattice, thereby decreasing the apparent 

activation energy. It has also been proposed that zirconium is very susceptible to 

short circuit diffusion [63,71-731 such as diffusion along dislocations. Thus, the 

condition (e.g. cold work) of the sample used to measure the diffusion coefficient is 

critical. 

2.5.1.2 Diffusion coefficient value chosen by PNNL [4] 

Initially Chin [37] (one of the authors of the PNNL report) suggested an activation 

energy for grain boundary diffusion of 112 kJ/mol and a value for Dzb of 6 x lo-” 

m*/sec. In later reports [28,81,82] Chin suggested an activation energy of 175 

kJ/mol and a value for D,“” of 3.89 x la6 m*/sec. 

We were unable to evaluate Chin’s justification for which activation energy to use 

because a discussion of the initial value chosen for the activation energy [83] could 

not be located (the earlier report was not retained by Chin [84]). A justification for 

changing the activation energy in later reports [28,81,82] was not provided. In the 

“Final Report” [28], Chin states the following regarding the activation energies 

chosen in the fracture and deformation mapping methodology: “Experimental data 

from references [36,181 ,182,i 84,85-1721 were analyzed and the value of the stress 
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exponent ‘n’ calculated (from least square linear fits of In L vs. In o plots); the 

activation energy ‘Q’ was also categorized according to n and Q values. 

1 c n < 3, Q,, Grain Boundary Sliding (boundary diffusion) 

1 < n -Z 3, Q, Grain Boundary Sliding (lattice diffusion) 

3 c n < 7, Q, High Temperature Climb 

7 < n < 9, Q, Low Temperature Climb” 

From this, one can only speculate as to how Chin has calculated the activation 

energies for grain boundary diffusion. Apparently, Chin may have calculated the 

activation energy for grain boundary diffusion based on creep data from some L, T 

regime. The results should be viewed with caution if, in fact, this is the approach that 

Chin utilized, because of the anomalous creep behavior of zirconium and zirconium 

alloys [85-l 04,172,181,182,184]. There does not appear to be a consensus about 

which creep mechanism is rate controlling for conditions relevant to dry storage. 

251.3 Diffusion coefficient value chosen by LLNL 

LLNL suggested using the activation energy of 131 kJ/mol and D,@’ of 5.9 x 1 O6 

m’/sec reported by Garde et al. [172]. This yields a grain boundary diffusion 

coefficient that is 1 to 3 orders of magnitude faster (more conservative) than Chin’s 

earliest suggested D,, [37] and 3 to 5 orders of magnitude faster than Chin’s later 

suggested D,, [28,81,82] at 400°C and 2OO”C, respectively. Taking a more 

conservative approach seems advisable as the diffusion coefficient of zirconium has 

been shown have a large variability in reported values [55-661. Garde et al. [I721 

(source of D,, suggested by LLNL) merely used the approximation that the activation 

energy for grain boundary diffusion is 60% of the activation energy for bulk diffusion 

11731. Although the estimate by Garde et al. was more conservative than the value 

suggested by Chin, this estimate should still be viewed with caution, as the 0.6 ratio 

is empirical and hence inexact. Reported bulk self-diffusion activation energies 

range from 92 to approximately 305 kJ/mol [55-661. Garde et al. [i 721 chose the 
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activation energy for bulk self-diffusion reported by Lyashenko [59] of 220 kJ/mol. 

Although this is somewhat of a mean value of reported self-diffusion activation 

energies for zirconium, it was apparently an arbitrary choice from the reported 

values in references 55-66 and may not be the most conservative approach. 

2.5.1.4 Discussion of the diffusion coefficient values chosen by LLNL and 

PNNL 

At the time that the current models (LLNL and PNNL) were developed, values for 

the self-diffusion coefficient activation energy had been reported from 92 kJ/mol to 

305 kJ/mol with corresponding pre-exponential terms (D,“d) of 3.4~10~’ to 0.9 

cm*/sec. Converting to grain boundary activation energies (assumed to be 

approximately 60% of the lattice diffusion activation energy [173]), which would be 

relevant to SNF rods in dry storage, gives 55.2 to 183 kJ/mol. At 400°C, these 

activation energies would result in diffusion coefficients ranging from 1.77x1 0-l’ to 

5.63x1 O-l5 cm*/sec, respectively (assuming Dogb= DoSd). It is apparent, then, that-the 

measured diffusion coefficient in zirconium varies by several orders of magnitude 

depending on the conditions and composition of the samples tested. 

Thus, at the time that the current models were developed, it was not straightforward 

how to choose an appropriate diffusion coefficient for the Zircaloy-clad SNF under 

dry storage conditions. LLNL selected one value from the literature while PNNL 

chose another. These values were based on bulk self-diffusion experiments as no 

grain boundary diffusion studies had been reported for zirconium or Zircaloy. The 

grain boundary diffusion estimations chosen by LLNL and, presumably, by PNNL 

were based on the above approximate relationship between the self-diffusion and 

grain boundary diffusion activation energies, Qgb=0.6Qsd [173]. This is one serious 

limitation with these models as the more than four order of magnitude variation in 

the reported values for the diffusion coefficient translates linearly to the predicted 

failure time (see Appendix 9). Since the time of that these models were developed, 

however, grain boundary diffusion data have been reported. 
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2.5.1.5 Current grain boundary diffusion data 

Vieregge and Herzig [I 741 measured the grain boundary diffusion coefficient of 

zirconium directly rather than calculate it using an approximate relationship with the 

bulk self-diffusion coefficient. This is the only data for true grain boundary diffusion 

that we were able to locate. This study gives D,, as 

4.2’::: x lo-l3 exp 
-167 + 7 kJ/mole 

D RT m2 
gb = 

6 S 

where 6 is the high speed diffusion zone surrounding the grain boundary (also called 

the grain boundary width). This factor appears in the diffusion equation because 

when measuring grain boundary diffusion, you really measure a flux of atoms and 

then assume a certain diffusion zone (or grain boundary width) in order to calculate 

the diffusion coefficient. When evaluating the DCCG fracture.equation (Equation 2), 

you must also assume a grain boundary diffusion zone, which is then multiplied by 

the diffusion coefficient resulting in a flux of diffusing atoms. It is apparent that by 

using the grain boundary diffusion estimation reported by Veiregge and Herzig 

[174], the 6 term is eliminated from the DCCG fracture equation (Equation 2). Using 

this value, then, eliminates 6 from the fracture equation and thereby reduces the 

uncertainty of the fracture model. The effect varying the diffusion coefficient has on 

the predicted failure time is discussed in Appendix B. The predictions of Equation 15 

are close to the grain boundary diffusion coefficient suggested by LLNL for any 

reasonable grain boundary width. The error indicated in Equation 15, however, 

translates to a variation of more than 100°C in the maximum initial temperature 

when using Equation 10 for the temperature profile (see Appendix B for this 

analysis). 

2.5.1.6 Irradiation effects 

It is not clear what effect irradiation may have on the grain boundary diffusion 

coefficient of zirconium or zirconium alloys. Irradiation damage results in a higher 
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concentration of vacancy type dislocation loops near grain boundaries [175-l 771 

and also causes “dispersion of Fe [178]” which could substantially increase the 

diffusion rate (see diffusion discussion above). It is also known that irradiation can 

cause precipitation of impurities in zirconium alloys [17&l 79,180], which may affect 

the diffusion coefficient. A detailed study of the self-diffusion of irradiated Zircaloy 

has not been completed to date. In view of this, the conservative end of the 

experimental range reported by Vieregge and Herzig [174] should be chosen (Dzb = 

1.0x1 O?~ m*/sec, Q,, = 160 kJ/mole). 

251.7 Differences between zirconium and zirconium alloys 

The effect that alloying zirconium has on grain boundary diffusion under conditions 

relevant to dry storage has not been established. It has been shown that Zircaloys 

have lower creep rates than zirconium [i 81 ,182] when compared directly. Some 

have suggested that this may be due to a lower grain boundary diffusion rate (lower 

grain boundary diffusion activation energy) [181-i 831 based on the premise that 

creep of zirconium and zirconium alloys is diffusion controlled. From the evidence 

reported, this appears to be a reasonable assumption under the conditions used in 

those experiments, However, the temperatures used in those experiments were 

much higher than are relevant to dry storage. 

There is much uncertainty in the reported values for diffusion activation energies for 

zirconium (see above) and creep data (discussed later). In a study by Fidleris [184], 

which examined creep properties over a range of conditions similar to dry storage, 

the creep activation energy varied by more than a factor of 2. Also, the diffusion 

coefficient of zirconium is sensitive to impurities. It was reported that alloying 

zirconium with tin (one of the main components of Zircaloy) decreases the self- 

diffusion coefficient of zirconium, at least at high temperatures [59]. Kidson [61] 

suggested, however, that this variation in activation energy was within the 

experimental error. Zircaloys are typically very high in iron (approximately 0.1-0.2 

wt% Fe), which has been shown to increase, sometimes dramatically, the self- 

diffusion coefficient of zirconium (refer to previous section for a discussion of the 
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effects of iron). For these reasons, it may be reasonable to use a grain boundary 

diffusion coefficient for Zircaloy that is lower (or higher) than what we have 

suggested based on studies of commercially pure zirconium. However, because of 

the apparent lack of grain boundary diffusion data (or bulk diffusion data) comparing 

zirconium and Zircaloy under conditions relevant to dry storage, we recommend 

using the grain boundary diffusion coefficient for zirconium to predict the behavior of 

Zircaloy. This recommendation may need to be modified when data is obtained from 

future diffusion and creep studies on zirconium and zirconium alloys. 

2.5.2 Cavity spacing 

As discussed by BNL [41], the current models based on DCCG are very sensitive to 

changes in the assumed cavity spacing. The fracture time according to DCCG is 

inversely proportional to the cube of the cavity spacing. A change of one order of 

magnitude in the cavity spacing results in a three order of magnitude change in the 

fracture time. The cavity spacing, then, is a very important parameter that should be 

accurately determined. 

BNL [41,45] suggests that cavities do not play an important role in dry storage of 

SNF as they claim that cavities are only nucleated after significant strain (see 

discussion below). It has been shown, however, that cavities are nucleated during 

all levels of creep strain [54,185-l 901. It has also been argued that classical 

nucleation theory fails to explain cavity nucleation in Zircaloy under dry storage 

conditions [191]. But, as stated by Nix [22], this same discrepancy applies to most 

creep conditions (because the stress necessary to nucleate cavities is so high), yet 

cavities still nucleate and grow. Nix explains that this is likely the result of high stress 

concentrations at grain boundary junctions, precipitates, etc., or due to grain 

boundary sliding, which can easily give rise to stresses about an order of magnitude 

larger than the applied stress [22]. The following rough calculation illustrates the 

plausibility of cavity nucleation at stress concentrations, 

41 



When assuming stresses under dry storage conditions on the order of 100 MPa, 

stresses at stress concentrations could reach nearly 1 GPa (a factor of 10 larger 

stress due to stress concentrations). According to Argon et al. [192], stresses on the 

order of o# 0 are necessary for cavity nucleation, where o,, is the theoretical 

cohesive stress. If o,, = E/10, where E is Young’s modulus, the critical stress for 

cavity nucleation is about E/l 00. E for Zircaloy at 350°C (temperature chosen by ref. 

191) is about 80 GPa [193,194] so E/100 is about 800 MPa. It is reasonable to 

assume that stresses at stress concentrations may approach this level under dry 

storage conditions. Therefore cavity nucleation under dry storage conditions cannot 

be ignored unless and until direct experimental evidence shows otherwise. 

PNNL assumes a cavity spacing of 2.6 urn (source was not reported) and LLNL 

assumes a spacing of 10 urn based on the work of Keusseyan and coworkers 

[54,185]. This results in a factor of 57 difference in predicted failure times if 

evaluated at a constant temperature. With a decreasing temperature profile, the 

effect becomes more pronounced, though still less so than the effect of changing 

the grain boundary diffusion coefficient or temperature profile as discussed above. 

The effect may not seem so great when only examining the variation in the two 

suggested cavity spacing values (those of LLNL and PNNL), however, these two 

suggested values may not be conservative. 

PNNL’s choice of a value for the cavity spacing is more conservative than the choice 

made by LLNL (2.6 km compared to 10 urn). The assumption made by LLNL that 

the cavity spacing reaches a saturation value at about 10 urn may not be 

conservative (see Appendix B). Using the value suggested by PNNL, however, still 

may not be conservative. There is evidence that irradiation under conditions similar 

to in-reactor conditions may cause void formation [I 75-177,i 79,195,196] (see 

Appendix B). Voids observed in these experiments appeared near grain boundaries 

with cavity spacings on the order of 0.1-0.2 pm [I 76-1771. It may be reasonable, 
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therefore, to assume a much smaller cavity spacing than those assumed in the 

current models, possibly on the order of 0.1-0.2 urn. 

2.6 Conclusions about current models 

Assuming DCCG is the operative fracture mechanism, LLNL is the more 

conservative of these two models (see Appendix B) and more adaptable to specific 

dry storage conditions (e.g. easily allows for modifications in the input values and 

temperature profile by proposed dry storage licensees). Because there is a large 

uncertainty in Zircaloy diffusion data, very little long term creep data, and virtually no 

relevant creep fracture data, a conservative failure model is justified. However, 

values suggested by LLNL for input into the Raj and Ashby failure equation may be 

non-conservative and should also be viewed with caution. Although LLNL claims to 

use a conservative estimate in every numerical value, we have shown (see above 

and in Appendix B) that this does not always appear to be the case. LLNL justified 

using their selected values based on the supposition that they chose conservative 

values. The LLNL suggested values should be modified before calculations of the 

predicted failure times can be argued to be conservative. 

3 Rod Surveillance Testing 

It has been argued [ 1971 that unconsolidated fuel rods stored under current dry 

storage conditions appear to be safe over extended periods of time based on rod 

surveillance testing. Under normal dry storage conditions, failures were seldom 

observed [197], much less than the allowed 1% pinhole leaks or hairline cracks 

specified by the NRC [l]. Rod consolidation has increased the number of failures 

[I 971 (12 failed rods out of a total of 9800). These failures, however, are still within 

the 1% limit and are not considered to be “gross ruptures” by NRC standards [l] as 

long as uranium is not allowed to escape from the fuel rods. Other groups in the US 

[198-2011 and abroad [24,26,201-2061 have reported similar results, though some 

were at lower temperatures [204]. Post-dry-storage processing (e.g., handling of 

rods for consolidation or transfer from the storage cask into a waste disposal 

package), however, has not (to our knowledge) been evaluated after long term 
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storage under conditions relevant to dry storage in the United States. Post-storage 

processing fuel integrity is also a requirement of dry storage [I]. 

Although extended and continuing surveillance of PWR assemblies in dry storage is 

helpful to determine the safety of those specific storage conditions, the results of 

these tests cannot be directly quantified in terms of stresses and temperatures. The 

stresses and temperatures of the fuel rods under surveillance are not accurately 

known, nor can they be measured. Therefore, the fact that failure may or may not 

have occurred in the observed set of fuel rods simply illustrates the probable safety 

or lack of safety for the fuel rod conditions and environment existing for that 

particular surveillance test. Furthermore, the microstructure of these fuel rods was 

not examined after dry storage. It is not known whether the condition of the fuel rods 

is still safe according to the current safety standards. The established 15% area 

fraction of decohesion limit may have been surpassed without rupture occurring in 

dry storage, but the rods may be unsuitable for post dry storage handling [43,44]. 

4 Discussion of Brookhaven National Laboratory 1989 [41] and 

1994 [45] Reports 

A group at Brookhaven National Laboratory (BNL) reported that current standards 

for calculating the maximum allowable temperature for SNF in interim dry storage 

are far too conservative and unrealistic. The basis for the BNL argument is that 

current methods ([3,4]) are based on creep and creep-fracture theory rather than 

experimental data. These authors state that DCCG (used by both LLNL and PNNL) 

“is based on creep-theoretical consideration applicable only to the tertiary stage of 

creep” 1451. They also state that “there is little evidence that cavities play a major 

role in the creep degradation of both irradiated and unirradiated Zircaloys” 1451. 

Although Keusseyan [54,185] was able to observe the presence of cavities in 

Zircaloy after short term creep tests under near dry storage conditions, BNL cites 

other researchers who did not observe cavity formation [207-2091 and states that 

the formation and growth of cavities is extremely unlikely. One should be careful not 
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to throw out this experimental data so quickly. Furtado and Le May [210] have 

demonstrated that even when cavities exist, investigators very often fail to detect 

them. Also, as has been discussed above and in detail in Appendix B, in-reactor 

irradiation may result in cavity formation, contrary to the suggestions made by BNL 

[41,45]. These cavities may continue to grow and/or multiply in dry storage. 

4.1 The BNL strain-based approach 

Instead of a theoretical approach, BNL suggests using a creep-strain limit approach 

where creep-strain is not allowed to progress beyond 1% which is prior to “tertiary” 

creep. It appears that the NRC is now accepting this approach and feels that it 

should be used in place of the LLNL DCCG model (though they still feel that the 

DCCG based PNNL model is acceptable). The strain-based approach has been 

advocated by Peehs and coworkers in Germany for some time [see, for example, 

25,26,211,212] and is also supported by Mayazumi et al. [213]. The 1% creep-strain 

limit was chosen based on the proposition that cavities are not nucleated until large 

levels of strain and that at strains below 1% fracture cannot occur. It has been 

shown [54,185-l 901, however, that cavities can nucleate and grow in various metals 

at all levels of strain. Furthermore, fracture by DCCG is independent of strain 

(Equation 2 is not a function of strain) as damage occurs as a result of local 

diffusion along grain boundaries without large far field strains and therefore may 

result in “a sudden non-ductile type of failure“ without “external evidence of damage” 

[3]. BNL has argued that fracture by DCCG does not fit the definition of “creep” (time 

dependent strain at elevated temperatures) and cannot, therefore, be “utilized for 

creep engineering purposes”. As DCCG is currently assumed to be the operative 

fracture mechanism and can predict failure in the absence of strain, an engineering 

creep-strain limit approach does not seem applicable for the case of Zircaloy 

cladding under dry storage conditions. 

Using creep data as BNL has done may be reasonable if there were reliable long- 

term creep data. Unfortunately, creep tests on irradiated or unirradiated Zircaloy 

have not been crept to fracture under conditions relevant to dry storage. Thus creep 
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limit determinations must either be extrapolated from short-term creep data or based 

on data measured at higher stresses and/or temperatures where rupture data is 

available. Extrapolation may be unreliable because creep behavior of zirconium and 

zirconium alloys is anomalous [ 181,i 82,184,85-l 04,172]. These investigators have 

found that Zircaloy never reaches a true secondary creep stage as the creep rate 

continually changes with time at a given true stress. Using data measured under 

non-dry storage conditions is also unreliable as the creep mechanism and/or 

fracture mechanism may change with stress and temperature. Also, recovery in 

zirconium has been shown to occur at very low temperatures [214] in relatively short 

periods of time. It was also shown that increasing temperature by 100°C can change 

the rate of defect recovery by orders of magnitude [214]. Failure strains may be 

increased dramatically at higher temperatures. Thus, citing data where creep tests 

were performed to strains of 10% or more at higher temperatures and stresses than 

are relevant for dry storage, is not necessarily a conservative approach. 

Also, as was mentioned above, the Zircaloy-clad fuel rods are in a state of biaxial 

loading (stress). The addition of multiaxial stresses tends to decrease the strain to 

failure and may increase void nucleation [54]. Thus, data from experiments 

performed in uniaxial tension should be viewed with caution when applying the 

results to the Zircaloy-clad fuel rod case. 

4.2 Errors commitfed by BNL 

The authors at BNL made some important points about the sensitivity of the 

currently applied models (by PNNL and LLNL). We have referenced these points in 

the appropriate places in this report. In questioning the applicability of current 

theories, however, we noted that BNL made a few fundamental errors that 

suggested the current models appear more inconsistent than they are. 

When comparing the LLNL model with the PNNL model, BNL [45] noted the 

apparent error as discussed above. That is, they noticed that PNNL had apparently 

set the integral of the dA/f(A) function equal to 0.15 rather than setting the upper 
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integration limit to 0.15 (see Section 2.3.1 for more details). BNL did not realize, 

however, that PNNL actually evaluated the LLNL model correct/y when developing 

the failure curves to compare to the PNNL CSFM model. BNL uses this point as pan 

of their discussion to show that the PNNL and LLNL models are fundamentally 

inconsistent. 

The second error made by BNL in comparing the PNNL and LLNL models occurred 

when BNL tried to show the difference in the failure predictions of the PNNL and 

LLNL models for a given set of conditions. The calculations were made for IO year 

old fuel with an initial temperature of 350°C and a corresponding initial stress of 54 

MPa. BNL states (page 72, reference 45) that the LLNL model predicts failure after 

4 years in dry storage while the PNNL model predicts that under the same 

conditions that fuel could be stored safely for at least 40 years. The error BNL made 

was that they used a linear profile to evaluate the LLNL model and compared the 

result to the 10 year old fuel fracture curve in the PNNL report which was based on 

a power temperature decay profile (Equation 10 above). If this same power 

temperature decay profile were used to evaluate the LLNL model, it also would have 

predicted that fuel could be stored safely for more than 40 years. 

The third error that we noted occurred on pages 25 and 36 of the 1989 BNL report 

[41]. BNL states that the PNNL equation for DCCG appears to be based on Raj and 

Ashby [36], and that “the important observation, however, is that Chin’s expression 

fort0 does not display a dependence on the area of decohesion.” BNL also states 

that “the failure criterion used by Chin* is 100% decohesion.” In contrast with BNL’s 

assertion, the PNNL failure criterion does have a dependence on the area fraction of 

decohesion. When using the Raj and Ashby failure equation as PNNL has done, the 

area function has already been evaluated and integrated between some small initial 

value and a final value of 0.5, or 50% area fraction of decohesion (not 1 .O as 

* Note that Chin is a co-author of the PNNL report, and that BNCs references to “Chin” refer to 
modeling features reported in 1983 [37], 1986 [32], 1987 [4] and 1989 [Sl]. 
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suggested by BNL). By using this equation, then, the PNNL equation has an 

inherent dependence on the area fraction of decohesion. 

One further error that we noted appears on page 36 of the 1989 BNL report [41]. 

BNL states that PNNL used a slightly different temperature decay profile when 

evaluating the LLNL model than when they evaluated their CSFM model. PNNL 

states on page D.1, however, that they used a single temperature decay profile to 

evaluate both the LLNL and CSFM models. 

4.3 Conclusions about the BNL work 

It does not appear DCCG has been firmly supported with experimental creep 

fracture data in zirconium or zirconium alloys, but with a lack of a better or more 

current failure theory for Zircaloy, DCCG remains the currently accepted failure 

theory. Using a creep-strain limit approach, as suggested by BNL, does not appear 

to be a useful alternative for the case of Zircaloy where failure, according to current 

theories, does not appear to be strain dependent. It is, however, possible that some 

other fracture mechanism may be operating under most dry storage conditions that 

has not yet been considered. 

5 Discussion of April 1999 LLNL report 

In April 1999 G.R. Thomas of LLNL published a report [215] in an attempt to 

‘substantially update’ the LLNL model discussed above. Thomas suggests that the 

DCCG model can be improved by using ‘thermal-physical’ modeling to determine 

the cavity spacing. Thomas relates the critical cavity size to the vacancy 

concentration in the material by assuming that the void spacing is simply a function 

of the number of vacancies. Thomas calculates the void spacing by assuming that 

all of the vacancies in a given volume condense into a critical-sized void nucleus, 

stating that “the initial total volume of the cavity nuclei is, in practice, necessarily 

limited primarily by the vacancy concentration near the grain boundary.” Thomas 

then develops a relationship between the initial cavity spacing and the thermal 

equilibrium vacancy concentration. This method does not appear to be 
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fundamentally sound because once one cavity is formed, the material surrounding 

the cavity would immediately return to its equilibrium vacancy concentration. 

According to this method, there would be enough vacancies in that volume to 

nucleate another set of cavities. This process would continue unabated until fracture 

occurs. Such nucleation based on the equilibrium vacancy concentration, then, does 

not seem likely. It is not clear that cavity nucleation is even related to vacancy 

condensation. As discussed above, classical nucleation theory fails to explain cavity 

nucleation under most conditions, yet cavities still nucleate and grow. Instead, 

cavities may nucleate at discrete sites in the material, such as at grain boundary 

junctions, precipitates, inclusions, dislocation pileups, etc., or nucleate as a result of 

grain boundary sliding. 

If nucleation were actually to occur by vacancy condensation, it seems it would only 

occur as a result of a dramatic excess of vacancies above the equilibrium 

concentration. In fact, Thomas suggests that there would be an excess of vacancies 

(above the thermal equilibrium) due to various sources. The sources he suggests 

include alloying, fabrication processes, irradiation history, irradiation damage and 

added stress effects. In order to modify his analysis based on thermally induced 

vacancies, Thomas ‘normalizes’ the updated model to correspond to the results of 

the original LLNL model. Thomas suggests multiplying the calculated vacancy 

concentration from his analysis based on thermal vacancies by a factor of 10’. 

Thomas rationalizes this factor by suggesting that the difference between his 

calculations based on only thermally induced vacancies and the results of the 

original model is due solely to the existence of other sources of vacancies that 

would increase void nucleation. Thomas considers a factor of 10’ reasonable 

considering all of the sources of excess vacancies. Of the sources he considers, 

however, irradiation appears to be the only significant source of excess vacancies*. 

* Alloying does not significantly affect the thermal equilibrium vacancy concentration. Excess 
vacancies from fabrication would most likely be annealed out during the service life of the fuel rods. 
Stresses present in the fuel rods are much too small to significantly affect the vacancy concentration. 
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It is not clear whether irradiation would increase the vacancy concentration by a 

factor of 1 Og, nor whether these excess vacancies would condense to form a cavity. 

Even if it is assumed that the Thomas methodology is sound, it still is not clear how 

the LLNL model is improved. Normalizing the updated model to the original LLNL 

model (by multiplying by a factor of 1 Og) immediately precludes the possibility of 

improving the model because any uncertainty in the original model is thereby 

included in the new model. Any further uncertainties introduced in Thomas’ analysis 

are then combined with the former uncertainties, increasing the total uncertainty. 

Thomas, in fact, concludes that “the updated DCCG model cannot be used as a 

replacement for the original DCCG model” and suggests that “the original DCCG 

model be retained.” 

Finally, Thomas states that “the specific evidence for possible DCCG behavior has 

come into question regarding applicability to dry storage conditions. The work 

performed for the present report to update the DCCG model was initiated before 

these concerns came to light.” He then suggests using a strain-based model as 

suggested by BNL in 1994 (see above) in place of the LLNL model. 

6 Conclusions 

DCCG is the fracture mechanism assumed to control failure under dry storage 

conditions by both PNNL and LLNL. As discussed by BNL, this may not necessarily 

be the case, but available experimental evidence and theory place this as the most 

“reasonably established mechanism.” Although based on the same fundamental 

fracture theory (DCCG), the two currently accepted models (by PNNL and LLNL) 

include many inconsistent assumptions, including the assumed failure condition and 

choice of values for constants in the DCCG failure equation. Many of the 

inconsistent assumptions arise because both models include variables that have not 

been accurately measured for irradiated Zircaloy (e.g., grain boundary diffusion 

coefficient and cavity spacing). Using the limited data available for zirconium is 

tenuous, as the effects of alloying on the grain boundary diffusion coefficient of 
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zirconium and the effects of irradiation on the diffusion coefficient and the cavity 

spacing have not been established. These factors combined with extreme sensitivity 

to temperature leave the current models with marginal value. It should not be 

assumed that these models yield conservative temperature limits until experimental 

data is obtained for cavity spacing and grain boundary diffusion coefficient of 

irradiated Zircaloy and until post dry storage SNF integrity is evaluated. 

A strain-based model is not applicable as long as DCCG is the assumed fracture 

mechanism. Rod surveillance testing does not give conclusive evidence that current 

dry storage conditions are safe. The tested SNF may have surpassed the 15% area 

fraction of decohesion limit without failure, but may fail when handled after 

completion of dry storage. Creep tests performed on irradiated [23] and unirradiated 

Zircaloy fuel cladding [212] to times beyond predicted failure times according to the 

current LLNL failure model did not include post-creep microstructural examination, 

nor did they address post-dry-storage (post-creep) loading issues. It is not clear, 

therefore, whether the 15% area fraction of decohesion limit specified by LLNL was 

passed or if void nucleation and growth occurred. 

7 Recommendations 

7.1 Recommended model 

Because the LLNL model is easily modified to accommodate additional experimental 

data (e.g. cavity spacing and grain boundary diffusion coefficient), we recommend 

using this model. The LLNL suggested values should be modified before 

calculations of the predicted failure times (or the initial temperature limit) can be 

argued to be conservative. 

Irradiation commonly induces void formation with void spacings more than an order 

of magnitude lower than the spacing suggested by either LLNL or PNNL. We 

recommend using a spacing of h = 0.1 pm based on irradiation data unless and until 

further experimentation suggests otherwise. Until detailed studies of the grain 
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boundary diffusion coefficient in irradiated Zircaloy have been completed, the grain 

boundary diffusion coefficient suggested by Vieregge and Herzig [I 741 should be 

used in place of the values chosen by LLNL [3]. The most conservative end of the 

experimental range (Dzb = 1.0~10% m*/sec, Q,, = 160 kJ/mole) reported by 

Vieregge and Herzig should be used because it is the only reported data of its kind 

and because the effects of irradiation and alloying zirconium on diffusion are not 

established. 

7.2 Recommended SNF temperature decay profile 

A conservative temperature profile should be chosen by each potential licensee 

based on: a) an accurate profile measured under the proposed storage 

configuration, or b) a linear profile that conservatively approximates the behavior of 

fuel rods based on measured temperature profiles from rods stored under similar 

conditions. Special attention should also be paid to the temperatures the rods 

experience after removal from reactor until insertion into dry storage (especially 

during the vacuum drying process). If these temperatures are significant (above 300 

“C), a damage calculation should be made and the result (value of the integral of 

G(t)) should be included in the dry storage damage calculations. 

7.3 Recommended experiments 

Creep testing under typical dry storage conditions (temperatures ranging from 300- 

400% and stresses from 50-l 00 MPa) should be started immediately. The predicted 

failure times can be quite low under dry storage conditions, and these tests could 

verify if short predicted failure times such as these are possible. Long term creep 

testing (> 5 years) would allow observation of failure in Zircaloy under conditions 

similar to dry storage which could help determine whether or not the existing failure 

models are conservative enough or over-conservative and whether voids nucleate 

and grow in zirconium under dry storage conditions. The existence of (or lack of) 

cavities due to creep may more easily be determined using modern techniques, 

such as ion etching and high resolution scanning electron microscopy. This is very 
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important because, as shown by BNL [45], significant increases in the initial 

temperature could be allowed if DCCG is not the correct failure model. 

The grain boundary diffusion coefficient of zirconium, Zircaloy and irradiated Zircaloy 

should be measured. Values reported for self-diffusion in zirconium vary by orders of 

magnitude from study to study. This variance translates linearly to the predicted 

fracture time of the current models. Knowing the grain boundary diffusion coefficient 

accurately, then, eliminates much of the uncertainty implicit in the current failure 

models. 
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9 List of Symbols [3,36] 

A a fractional measure of the 
grain boundary area occupied 
by voids (area fraction of 
grain boundary decohesion) 

4 final area fraction of 
decohesion 

Ai initial area fraction of 
decohesion 

A mln minimum area fraction of 
decohesion (initial) 

A 
max 

maximum area fraction of 
decohesion (final) 

A.W. atomic weight 

b burgers vector 

D,b grain boundary self-diffusion 
coefficient 

= Djb exp -Q [ 1 RT 

D,“” grain boundary self-diffusion 
coefficient constant 

fs a function of energy angles used 
to calculate the area of grain 
boundary that the void occupies* 
=n:sin2a 

fv a function of energy angles 
used to calculate the void 
volume * 

2n =- 3 (2-3cosa+cos3 a) 

k Boltzmann’s constant 

1 average cavity (void) half 
spacing 

Q,b 

r 

cavity radius in the plane of 
the grain boundary * 

critical radius for void 
nucleation 

R ideal gas constant 

t time 

t fDCCG fracture time predicted by 
DCCG.model used by Chin and 
PNNL [4] 

t fPLC 

t r 

T 

T” 

V 

a 

P 

6 

54 

grain boundary self-diffusion 
activation energy 

cavity radius in the plane 
normal to the plane of the grain 
boundary * 

fracture time predicted by 
power law creep model used 
by Chin and PNNL [4] 

time to fracture 

temperature 

traction stress normal to the grain 
boundary which cause void 
growth 

total volume of the void 

energy angle (of void) * 

net number of atoms leaving per 
unit volume of the grain boundary 
during the steady state growth of 
voids 

grain boundary thickness 



4 

Y 

h 

P 

0, 

excess chemical potential of the 
atoms in the boundary relative to 
the stress free state 

surface free energy per unit 
area of the matrix material 

average cavity or void 
spacing 

void density or the number of 
voids per unit area of grain 
boundary (defined for square 
periodic array 

0 TH 

022 

$2 

applied stress (hoop stress) 

equivalent (Von Mises) stress 

1 
z-0 [I ( 2 ’ -0,)z +(o, -‘3,)* +(o, - 3 * o ) I] + 
where CT,, a, and o, are the 
principal stresses 

theoretical cohesive stress 

axial stress 

atomic volume 

* See Raj and Ashby [36] for a detailed definition 
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A Appendix A: Discussion of LLNL [3] Report 
The DCCG models in the reports by LLNL [3] and, presumably, PNNL [4] (see 

discussion above) are based on the work of Raj and Ashby [36]. The work of Raj 

and Ashby is discussed below. 

A 1.1 Raj and Ashby [36] 

The fracture time equation as it appears in Raj and Ashby for failure by diffusion 

controlled cavity growth, assuming a constant void density (no void nucleation) is 

where f(A) is defined as 

This definition of f(A) is slightly different than the definition used by LLNL as will be 

discussed later. Raj and Ashby obtained the failure time in Equation A-l, tl, by 

integrating the rate of area fraction of decohesion 

or, 

A 
m(LI dA 

I 

32 m,,6 

Amhf(A)=z kT 0-p (A-4) 
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For the case of Zircaloy-clad spent nuclear fuel (SNF) rods in dry storage, some of 

the terms assumed constant by Raj and Ashby are not constant. Specifically, all 

temperature related terms are now functions of time, as the spent nuclear fuel rods 

experience temperature decay with time. The following constants in the Raj and 

Ashby equation can be considered nearly time independent: 

fl2= atomic volume 

6= grain boundary thickness 

P 
** = void density, or voids per unit area of grain boundary (GB) for this 

analysis. The analysis of Raj and Ashby utilized by LLNL is only valid 

for the case where the void density remains constant (no nucleation). 

k= Boltzmann’s constant 

f,(ol),f,(a) = functions of the void geometry. Assuming that the void 

shape remains constant, these functions are not functions of time. 

** It should be noted that although it has been shown that there may be continuous 

nucleation of voids [54], the void density has been assumed to be constant by LLNL 

(this is discussed below). 

The following variables are functions of temperature (and hence time): 

D gb = grain boundary diffusion coefficient 

ow = applied (hoop) stress. The hoop stress varies with pressure, which 

depends on the temperature according to the ideal gas law 

T= temperature 

Incorporating the appropriate time (temperature) functions into Equation A-4, 

A-2 



A 1.2 LLNL [3] 

Equation A-5 above results directly from Raj and Ashby when taking into account 

the time dependent terms in Equation A-4. LLNL reports the following equation for 

the fracture time 

AI G?A 
I 

” 32 f,“‘(a) i260, Q,(t) 
- = o 3Jn: f,(a) kh3 T(t) I 

-- 
,.$fcA) 

(A-6) 

Equations A-5 and A-6 are, basically, equivalent. The void density, p, raised to the 

312 and the inverse if the void spacing, h, cubed are equivalent as Raj and Ashby 

define the void density as voids per unit area for a square, periodic, array of voids. 

Raj and Ashby state that failure, as predicted by the integral of Equation A-5, 

approximately corresponds to an area fraction of decohesion, A, of 0.5. LLNL 

adopted a more limited area fraction of decohesion of 0.15 (15% area fraction of 

decohesion) as the failure criterion. This limit was developed based on the 

requirement that the fuel rods must be handled after dry storage and therefore must 

be able to withstand certain estimated loads and accelerations. Estimated loading 

calculations by Chun et al. [43,44] led to the 0.15 decohesion limit. 

Upon examining the other terms in the equation for consistency, one notes that Raj 

and Ashby have used Amin and A,, whereas, LLNL have used Ai and At. According 

to the definitions of the terms given by the respective authors, the only difference 

between these terms is that A,, is the area fraction of decohesion upon creep 

rupture while At is the area fraction of decohesion after a time t. The terms Fv(a), 

Fa(a), ooo, 6, Dgb, T and Q are all defined consistently by LLNL’and Raj and Ashby. 
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As mentioned in the main body of this report, one inconsistency between Raj and 

Ashby and LLNL appears in the definition of f(A). LLNL states that “in accordance 

with Raj and Ashby...” and then report the following equation when defining f(A): 

(A-7) 

Equation A-7 was defined above as Equation 7. This differs in form from Raj and 

Ashby who define f(A) according to Equation A-2. 

f(A) = Cl- 4 
[l-(+4] 

A”2[$n($)-~+A(l-$)] 
(A-2) 

The term (Ar/A)“2 in the LLNL Equation A-7 is equivalent to the term r,Jr appearing in 

the Raj and Ashby Equation A-2. These terms can be shown to be equivalent in two 

steps. First, 

(A/A)‘” = (r,/r) 

since r, the radius of the cavity in the plane of the grain boundary, is the basis for 

calculating A (the area fraction of decohesion) and r,, the initial cavity radius, is the 

basis for calculating Ai (the initial area fraction of decohesion). For an initial value of 

the cavity radius r, (and hence the initial area fraction of decohesion, Ai), one should 

look at the initial condition of the material. Initially, the material could be assumed to 

contain no cavities, so one might assume a value for r, of zero. To be conservative, 

however, LLNL suggests that at the time that the fuel rods are inserted into dry 

storage, that a certain number of cavities exist and the growth of the cavities starts 
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at the time of insertion into dry storage. This assumption is conservative as long as 

the maximum void density (minimum void spacing) value is chosen, such as the void 

spacing at fracture (continuous nucleation may occur, possibly decreasing the void 

spacing with time -this is discussed below). LLNL and Raj and Ashby assume that 

radius of these cavities would be equal to the critical radius necessary for the 

formation of a stable cavity, defined as r,. If 

r, = r, 

then 

(A/A)‘” = rJr 

Equation A-7 as repotted by LLNL is, however, different from the Raj and Ashby 

equation (Equation A-2) by a factor of (1 -A). This difference is due to different 

assumptions made by LLNL compared to Raj and Ashby when defining the 

mechanical equilibrium equation for forces acting across the grain boundary. LLNL 

includes a cavity surface tension force whereas Raj and Ashby ignore this term. This 

is shown in detail in the next section. The resulting difference between the equation 

reported by LLNL (A-7) and the equation reported by Raj and Ashby (A-2) in the 

Af a54 
integral of I------ 

J(A) 
is very minor (about 0.02%). 

A 1.3 Derivation of Raj and Ashby f(A) equation 

The equation reported by Raj and Ashby for the volumetric cavity growth rate is 

different than that reported by LLNL. An internal inconsistency was discovered in the 

Raj and Ashby analysis, which was probably due to a typographical error. The 

following mathematical exercise verifies which of the inconsistently reported Raj and 

Ashby equations is correct and why the LLNL equation is slightly different. 
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Starting with Equation A-8 for the chemical potential of atoms on the grain boundary 

where cavities are present, which is reported consistently by both Raj and Ashby 

and LLNL, 

(A-8) 

combined with the equation for the excess chemical potential of atoms in the 

boundary relative to the stress free state [36,216] 

Aw = -T,,Q 

and dividing by Q gives 

T, = +g(R’-r,‘)+~h(~)+~ 
gb gb 

Mechanical equilibrium across the grain boundary gives 

1 

7CE2cY, = 
I() 

T, R 2nRdR 
% 

(A-9) 

(A-l 0) 

(A-l 1) 

In Equation A-l 1, the left-hand term is the applied stress (normal to the grain 

boundary) multiplied by the area associated with one cavity and the surrounding 

material (included radius of I (h/2)), resulting in a force across the grain boundary. 

The right hand term is the equilibrating force that acts on the “donut” (decreased 

area surrounding each cavity). This force is obtained by integrating the product of 

the “traction”, T,, acting on this reduced area and the differential area 2n;R dR. This 

is where the analysis by Raj and Ashby differs from that of LLNL. In the LLNL 

analysis, a cavity surface tension component was accounted for in the mechanical 
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equilibrium equation whereas Raj and Ashby only account for the increased stress 

on the reduced grain boundary area. This leads to the difference between the Raj 

and Ashby and the LLNL f(A) equations. 

Substituting A-l 0 into A-l 1, 

’ PkTZ2 (R3 - rb2R)dR + 21-cj&ln 
‘8 gb 

dR + 2ajT RdR (A-12) 
c9 

Upon evaluation of the integrals and eliminating n, 

or 

Z20_ PkT - 
2D,b 

Combining terms, eliminating Z2 and solving for p, 

P = 

The volumetric growth rate of the void is given by 

(A-13) 

(A-14) 
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This equation is reported consistently by both Raj and Ashby and LLNL. Substituting 

for p yields the equation for the volumetric cavity growth-rate 

(A-l 5) 

This is different than the equation for the cavity growth rate reported by Raj and 

Ashby which appears as Equation 8 in Raj and Ashby [36], or 

r * 

(A-l 6) 

Equation A-16 differs from A-15 in the placement of a set of parentheses in the term 

indicated by * in Equation A-l 6. The difference in Equation A-l 6 is, apparently, a 

typographical error made in the Raj and Ashby manuscript. This is shown as follows. 

In order to express Equation A-15 in terms of the area fraction of decohesion, Raj 

and Ashby define the equation 

A(t) = $ 

where r, is the radius of the cavity in the plane of the grain boundary and Z is the half 

cavity spacing. This is defined by taking the ratio of cavity area on the grain 
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boundary (nr,‘) to the total grain boundary area (nZ2). This is an approximation for an 

assumed periodic array of voids. Raj and Ashby have assumed a periodic array of 

voids with the configuration shown in Figure A-l 

GRAIN BOUNDARY 
PLANE 

Figure A-l Void configuration assumed by Raj and Ashby [36] 

From Figure A-l, one might note that a more accurate definition of the area fraction 

of decohesion would be given by 

A(t) = s 

Raj and Ashby instead chose to use a circular approximation for the grain boundary 

area, using a radius equal to half the cavity spacing. This results in an over 

prediction of the area fraction of decohesion A(t) (under prediction of the grain 

boundary area) by 21.5%. Examination of Figure A-l, however, shows that the array 

of cavities is not the typical random array, which would be more accurately modeled 

by the configuration in Figure A-2. 
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GRAIN BOUNDARY 
PLANE 

0 0 0 0 
Figure A-2 A more realistic configuration for a periodic array of voids in a grain boundary 

Using the periodic array model shown in Figure A-2, the exact area fraction of 

decohesion can be calculated by finding the area of a hexagon that surrounds each 

cavity, given by 

6Z2 tan30 (A-i 9) 

The area fraction of decohesion becomes 

A(t) = ?r;rB2 
6Z2 tan30 

(A-20) 

Using this model for the array of voids, the approximation made by Raj and Ashby 

overestimates the area fraction of decohesion by only 9.3%. Although the definition 

by Equation A-20 for the area fraction of decohesion may be more accurate, the 

definition given by Raj and Ashby (Equation A-17) is more convenient 

mathematically. 

Substituting the Raj and Ashby definition for A (Equation A-17) into Equation A-15 

yields 
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=29&l---- - “(’ (A-21) 

term can also be written in terms of the area fraction of decohesion, A, 

z 1 
-=- 
rL3 A 112 

(A-22) 

(A-23) 

The critical radius (the radius necessary for stable cavity growth based on surface 

tension), r,, is defined by 

2Y -- rc - 0, 

Dividing by r, 

2Y co, -=- 
r r 

(A-24) 

(A-25) 

Substituting Equations A-23 and A-25 into Equation A-21 yields 
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A 
(A-26) 

The following relationships [36] are utilized to modify this in terms of the rate of 

change of the area fraction of decohesion: 

(A-27) 

V = r3fv(a) (A-28) 

Solving for r in Equation A-27 and substituting r into Equation A-28 yields 

Differentiating with respect to t, 

dV dA 3 A1’2Z3n3’2 f, (a) -=-- 
dt dt 2 fs312(a) 

or, solving for dA/dt, 

dA 2 fs3'2(a) dV -=- 
dt 3 ~Jcx)A”~Z~.~‘~ dt 

(A-29) 

(A-30) 

(A-31 ) 

Finally, substituting dV/dt from Equation A-26 yields 
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Raj and Ashby use the cavity density p instead of the half cavity spacing, I, shown in 

Equation A-32. The cavity density can be expressed by 

1 
P=z 

or, 

Z3 
1 =- 

8pS 

Substituting Equation A-34 into Equation A-32 results in. 

& 32m,,60=., p'f,i(a) -= 
dt 

3n:kT Aif, 

(A-33) 

(A-34) 

(A-35) 

This is precisely the equation reported by Raj and Ashby in Appendix II. The 

equation reported by Raj and Ashby for the volumetric cavity growth rate (reported 

above as Equation A-16 and in Raj and Ashby as Equation 8), then, must have had 

a typographical error. This was simply in the placement of one set of parentheses. 
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B Appendix B: Evaluation of and Comparison of LLNL and PNNL 
Suggested Constants 

As was stated above, the LLNL (Raj and Ashby) DCCG failure model and the PNNL 

model yield fairly similar results as shown in Figure 2. This figure, although 

evaluated using the correct LLNL equation, is still misleading. The fact that the two 

models yield reasonably consistent dry storage temperature limits results from a 

combination of vastly different assumptions. This is discussed in further detail below. 

BI. I Input values suggested by PNNL 

Before comparing PNNL [4] with LLNL [3], it may be helpful to first examine the 

values chosen by Chin (one of the authors of the PNNL report) in both earlier and 

later reports. This is difficult, however, because Chin appears to change the 

reported values in various reports without specifically stating the basis for this 

change. For example, 

61 .l .l Chin 1983 [37]: 

t~CCG = DCCG fracture time equation 

$LC = 

Qgb =112w 
mole 

2 
D gb = (j x 10 -lo !!f- 

0 
s 

Q, = 250 5 

Dd =1x10-4m2 
s 

power law creep fracture time equation 

activation energy for grain boundary diffusion 

grain boundary diffusion constant 

activation energy for lattice diffusion 

lattice diffusion constant 
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E= 11.81-14.59s 
i m 1 

T 
x104 MPa,--=Z4.06 modulus 

T 

E= 
i 
11.09-11.615 

m 
x104h4Pc,z,+'d4.06 

T, =2125K melting temperature of Zircaloy 
A, =5x107 

A, =5x102 
low and high temperature climb creep strain rate coefficient 
Coble creep strain rate coefficient 

A,=5 Nabarro-Herring creep strain rate coefficient 
A GBs =7.5x106 grain boundary sliding (boundary diffusion) strain rate coefficient 
A GBL =1x103 grain boundary sliding (lattice diffusion) strain rate coefficient 

Bl .1.2 Chin 1986 [32] 

t 
1.3462~10-%~ kT CJ -I 

fzccc = -- Eb E *before WU.T 
0 

trptc (l-0.78P,l,)~tbefore was = 
4.87 6 

t&-b = 175 --!&- 
kJ e= was 112 - 

mole 

fracture time equations 

activation energy for grain boundary diffusion 
2 

D ogb = 3.89 x lo- 6 ff- c== was 6 x 10“’ g grain boundary diffusion constant 
S S 

e, = 250 -J& 

2 2 

Do, =2x10- 45* was 1x10s4m 
set s 

activation energy for lattice diffusion 

lattice diffusion constant 

E= 11.81-14.59$ x104 MPa+4.06 modulus 
m 

E= 11.09-11.61$ 
i 

x lo4 MPa, 
m I 

5 I 4.06 

a, =2125K melting temperature of Zircaloy 

A, =7.4x10’ e=was5x107 low and high temperature climb creep strain rate coefficient 

A co = 5.362 x lo2 e= was 5 x lo2 Coble creep strain rate coefficient 

A NH = 0.92 e= was 5 Nabarro-Herring creep strain rate coefficient 

A GBS = 8.85 x lo6 e was 7.5 x lo6 grain boundary sliding (boundary diffusion) strain rate coefficient 

A GBs =5X102 e was1x103 grain boundary sliding (lattice diffusion) strain rate coefficient 
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BI .I .3 Chin 1987 (PNNL) [4]: 

tjDCCG = e= before was 

tjPLC = 

(1- 0.78P(E,) 1 
4.87 ii fracture time equations 

These equations were reported as “corrected” from previous reports, apparently 

after discovering some unspecified “typographical errors”. It appears that there was 

another “typo” in this report because it seems that P, should be divided by I, in the 

equation for tlPLC, but instead the terms are multiplied, making the resulting term 

inside the parentheses non-dimensionless. In later reports, Chin suggests the 

following equations and values for the fracture equation parameters: 

BI.I.4 Chin 1987 [28] and Chin 1989 [81]: 

The fracture equations in these reports are consistent with Chin 1987 (PNNL) [4], 

while the rest of the constants are consistent with Chin 1986 [32]. 

BI .I .5 Chin 1992 [82]: 

The fracture equations in this paper are consistent with Chin 1987 (PNNL) [4], the 

diffusion constants are consistent with Chin 1986 [32], while the other constants 

vary as shown below. 

E= 11.81- 13.0434577s x 104MPa, 
T 
2 2 3.63 e= before was 

E= 11.81-14.596 x 104MPa, 
m 

+ 2 4.06 

E= 11.09 - 10.3793382s 
1 

xlO”MPa, 
T 
2 I 3.63 c= before was 

m T 

E= 11.09-11.61$ x lo4 MPa, 
m 

+ I 4.06 
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Trill = 1900K e before was 2 125K 

A, =7.4x103 *beforewas7.4x107 

A c0 = 5.34 x lo8 c== before was 5.362 x lo2 

A NH = 9.2 x lo5 % before was 9.2 x 10-l 

A GBS = 8.81~10’~ t= before was 8.85 x lo6 

A GBL =5x102 

The melting temperature of 1900K was a prediction of the theoretical melting 

temperature of alpha-phase Zircaloy based on the work of Ardell[217]. Various . 

other constants (as can be observed above) are reported inconsistently between the 

various Chin reports without any explanation except, possibly, that some 

“typographical errors” occurred. A change in the activation energy is very substantial 

since it appears in an exponential term and a justification for this change should 

probably be provided. It is not clear which of the constants reported by Chin are 

correctly reported values and which ones may be “typographical errors”. Reports 

authored or co-authored by Chin [28, 37-821 on the subject of Zircaloy fracture maps 

refer to an earlier report [83] for details on the derivation of the fracture equations 

and the assumptions made in determining the relevant constants. Unfortunately, the 

earlier report [83], which appears to contain this critical information, is no longer 

available [84]. 

It is assumed here that the values reported by Chin in 1989 [81] are correct (free 

from any typographical errors). This assumption has been made because the values 

for the constants in the 1989 paper [81] were consistent with those reported by Chin 

in 1987 [28]. Also, when evaluating the deformation and fracture equations reported 

in these two reports [28, 811, the full and reduced deformation and fracture 

equations yield consistent results when using the constants reported in the 1989 

report [81]. The two sets of equations yield inconsistent results when using the 

constants reported in the 1992 report [82], indicating that the values reported in 

1992 [82] are most likely in error. Assuming the values for the constants reported in 
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1989 [81] are correct, the values suggested by Chin can then be compared with 

those suggested by LLNL. 

81.2 Comparison and discussion of LLNL and PNNL suggested input values 

We will now discuss the effect that the differences between LLNL and PNNL have 

on the time-to-fracture equation according to diffusion controlled cavity growth. The 

general form of the fracture equation for DCCG is 

kT 1 
5 =C 

m,,6op”z Eq. (8) 

The values that LLNL [3] and PNNL [4] suggest for input into this equation are 

discussed as follows. 

B1.2.1 Atomic volume, Cl: 

PNNL 

b3 = 3.37 x 1 O-” m3/atom 

LLNL 

A.W./Np = 2.31 x 10”’ m3/atom 

Here b is the burgers vector, A.W. is the atomic weight (gm/mole), N is Avogadro’s 

number (atoms/mol) and p is the specific gravity (gm/cm”). The value chosen by 

LLNL agrees well with the solid sphere model value of 2.35x1 0”” m3/atom calculated 

using 4/3n: r” atomic divided by the atomic packing factor (0.73) when using an atomic 

radius of 0.160 nm. This term is inversely proportional to the fracture time, so the 

resulting values vary by approximately 30% (PNNL is approximately 30% more 

conservative). The authors of the LLNL [3] report, however, later [218] change their 

suggestion for the atomic volume, making it consistent with the PNNL estimation. 

B1.2.2 Grain boundary thickness, 6: 

PNNL LLNL 

50b = 1.6 x 19’m 3b=9.69x1U1’m 
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The grain boundary thickness is inversely proportional to the failure time, so PNNL 

has chosen a value that is more than an order of magnitude more conservative than 

LLNL. A value of 3b was “considered adequate” by LLNL. Although PNNL 

(reference [4] pg B.4) states that 3b “is more reasonable than the wide width 

assumed”, they chose to use 50b for conservatism. For diffusion in pure metals, 

Shewmon [219] suggests a value approximately equal to the burger’s vector, b for 

the width of the short-circuit diffusion zone in the vicinity of a grain boundary. The 

value of 3b chosen by LLNL was a factor of 16.7 less conservative than the value of 

50b chosen by PNNL. 

B1.2.3 Average cavity spacing, h: 

PNNL LLNL 

2.6 x 1U6m 10x 1D6m 

It is not clear how PNNL chose this value, but it is more conservative than the value 

chosen by LLNL. The value chosen by LLNL is based on cavity nucleation data 

reported by Keusseyan [54]. LLNL claims that “the cavity density appeared to reach 

a saturation level . . . suggesting a limited number of nucleation sites in the material.” 

LLNL, for conservatism, then assumes that the cavity spacing upon insertion into dry 

storage is equal to this “limit”. If, indeed, the cavity level did reach some saturation 

limit, or the cavity density at failure were known, this would be a conservative 

estimate. The maximum cavity density would be assumed to be present at the start 

of dry storage. This assumption does not appear to be unreasonable, as Keusseyan 

[54] showed that voids nucleate and grow from the very early stages of creep. The 

assumption that the cavity density reaches a saturation limit is, however, in 

contradiction to the data reported by Keusseyan [54]. Keusseyan states that “It 

would be interesting to verify if the grain boundary surface cavities reached a 

saturation number similar to the grain boundary corner cavities, such that the 

existence of a upper limit for the number of cavities could be established. 

Consequently the rupture life for a material could be predicted from this creep cavity 

saturation number.. . However, because of grain boundary migration, the grain 
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boundary surface configuration may change and hence preventing the creep 

cavities from reaching a saturation number. More work on the above subject is 

needed.” From Figure II-15 in Keusseyan, which appears below as Figure B-l, one 

can observe that, although corner cavities appear to reach a saturation density after 

about 10 days, no saturation level is evident for surface cavities. One may argue, 

however, that #continuous nucleation occurs, the effect of this nucleation on void 

spacing (continuous nucleation decreases void spacing) may be somewhat offset by 

void coalescence (which increases void spacing) during much of the creep life 

[12,13]. Unfortunately,. it is not clear whether this would be the case with Zircaloy 

(there is no experimental evidence supporting this for Zircaloy). 
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Figure B-l Creep cavity nucleation data for Zircaloy-2 at 350°C and 375OC [54] 
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It is also possible that voids are nucleated while in-reactor due to irradiation 

damage. It has been shown that zirconium is very resistant to radiation induced void 

formation [e.g. 220-2231, at least under the specific conditions of the respective 

experiments. Others have suggested theories as to why voids do not form under 

irradiation [see 224-2261. More, recently, however, it has been shown that cavities 

commonly form in zirconium and zirconium alloys under neutron irradiation [I 75- 

177,179,195,196]. The voids appear along defects such as vacancy dislocation 

loops that form preferentially near grain boundaries during irradiation [175-l 771. The 

cavity size has been measured after irradiation (fluences up to 1.5 x Id” n/m* at 

temperatures between 392 and 437°C) in pure zirconium [176]. Average cavity 

diameters were 30 and 90 nm (there was a bimodal distribution of cavity sizes) 

[176]. The cavity spacing was on the order of 0.1-0.2 pm [176-1771. Similar results 

were found in Zircaloy [I 76-1771, though fewer cavities were formed (although the 

cavity spacing appeared similar according to the TEM micrographs presented by 

Griffiths [176]). Irradiation induced cavities have not been reported to have been 

found on grain boundaries to date, but they exist in the vicinity of the grain boundary 

(see TEM micrographs in [176]) with spacings much smaller than those suggested 

by either LLNL or PNNL. These cavities may form close enough to the grain 

boundaries to be within the fast diffusion zone around the grain boundary (some of 

the cavities in reference 176 even appear to fall on the grain boundary-see figure 3 

of reference 176). It is also possible that after irradiation, stable voih nuclei exist on 

or next to the grain boundaries that are too small to detect (on the order of several 

nm), but will grow with stress in dry storage. Assuming a void spacing such as those 

observed after irradiation (on the order of 0.1-0.2 urn) may be a reasonable 

assumption. 

In summary, there is little creep cavitation data available, but there is no apparent 

saturation limit (minimum separation distance) according to the available data [54]. 

Irradiation, at least under certain conditions, commonly induces void formation with 

void spacing more than an order of magnitude lower than the spacing suggested by 
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either LLNL or PNNL. The values chosen by LLNL and PNNL could be 

overestimating the distance between cavities (underestimating the number of 

cavities). A smaller, more conservative estimate for the cavity spacing (possibly 0.1 

urn as suggested from irradiation data) should be chosen when using the Raj and 

Ashby model that assumes no cavity nucleation. 

The fracture time is proportional to the cube of the cavity spacing. From the values 

shown above suggested by LLNL and PNNL, PNNL is a factor of 57 more 

conservative than LLNL, but it is not known whether PNNL is sufficiently 

conservative. 

B1.2.4 Grain boundary diffusion, Dgb: 

Chin [28,81] LLNL 

3.89 x 1 O*” exp[(-175 kJ/mole)/RT] m*/sec 5.9 x 1 OT6 exp[(-131 kJ/mole)/RT] m*/sec 

The most recent equation reported by Chin [28,81] yields a slower diffusion 

coefficient than his previously reported equation of 6 x 1 9’0exp(-112/RT) m*/sec [37] 

by 1 to 3 orders of magnitude at 400°C and 2OO”C, respectively. The difference 

between Chin and LLNL is fairly significant. LLNL predicts diffusion coefficients that 

are 3 to 5 orders of magnitude faster at 400°C and 2OO”C, respectively, than the 

most recent diffusion estimate by Chin. The fracture time is inversely proportional to 

the grain boundary diffusion coefficient. Thus, using the LLNL suggested value for 

the grain boundary diffusion coefficient yields a failure time that is more than 3 

orders of magnitude shorter (more conservative) than PNNL (who use Chin’s 

estimation). LLNL chose to use the above diffusion equation rather than that of Chin 

because it is a more conservative prediction. This choice may not, however, be the 

most accurate choice. 

LLNL selected one value from the literature that they thought was conservative 

while PNNL chose another. These values were not based on true grain boundary 

diffusion experiments, but rather on bulk self-diffusion experiments. Besides the fact 
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that there is a wide range of self-diffusion coefficient values reported for zirconium, 

the method by which the grain boundary diffusion coefficient was calculated is very 

approximate (see discussion in main body of this report). Since the time that the 

PNNL and LLNL reports were written, there has been one study on grain boundary 

diffusion in zirconium [I 741. This is the only data for true grain boundary diffusion 

that we were able to locate. 

The grain boundary diffusion coefficient as reported by Veiregge and Herzig is 

4.2:::: ~10~‘~ exp 
-167 + 7 kJ/mole 

D 
RT m2 

gb = 
6 S 

where 6 is the high speed diffusion zone surrounding the grain boundary. This is the 

same 6 that was called the grain boundary width above. This factor appears in the 

diffusion equation because when measuring grain boundary diffusion, you really 

measure a flux of atoms and then assume a certain diffusion zone (or grain 

boundary width) in order to calculate the diffusion coefficient. In Equation 2 (the 

DCCG fracture equation) you must also assume a grain boundary diffusion zone, 

which is multiplied by the diffusion coefficient resulting in a flux of diffusing atoms. 

Using this value, then, eliminates 6 from the fracture equation and thereby reduces 

the uncertainty of the fracture model. 

The conservative end of the experimental range (D,“” = 1.0x1 O-‘/s m*/sec, Q,, = 160 

kJ/mole) reported by Vieregge and Herzig should be used because it is the only 

study to date on grain boundary diffusion in zirconium and the effect that irradiation 

and alloying has on diffusion in zirconium has not been clearly established. For 

reference, this conservative value, combined with the grain boundary width 

recommended by LLNL, results in a grain boundary diffusion coefficient that is 

similar to the value suggested by LLNL. 
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The current data reported by Vieregge and Herzig supersedes the zirconium self- 

diffusion data used by either PNNL or LLNL and should be used in place of the 

current choices. This results in a more conservative diffusion coefficient than 

suggested by PNNL and reduces the uncertainty of both PNNL and LLNL fracture 

models (this will be discussed in detail below). 

B1.2.5 Other constants in the fracture equation: 

PNNL LLNL 

C = 2.525 x 1O-3 c= 1.22x IO” 

The source of the constant 2.525 x 10m3 given in the fracture equation by PNNL is 

not known as the earlier report [83] in which it may have been discussed appears to 

no longer exist [84]. The LLNL constant includes the evaluation of the two functions 

,$(a) and&(a) using a cavity dihedral angle, a, of 50”. The cavity dihedral angle 

refers to the angle made by the cavity wall with the grain boundary surface. Raj and 

Ashby suggested a value of 75” as a typical value for “clean surfaces in pure 

metals”. LLNL chose a lower (more conservative) value .of 50” to account for “non- 

ideal” conditions that may exist in irradiated Zircaloy. This constant also includes the 

*I dA 
integral I- 

J (4 
evaluated using a final area fraction of decohesion limit, A,, of 0.15 

(compared to a value of 0.5 suggested by Raj and Ashby). The “combined” constant 

as evaluated by LLNL is a factor of approximately two more conservative than that 

of PNNL. 

B1.2.6 Recovery Factor 

As was stated above, when PNNL applied the DCCG failure equation, they modified 

it by multiplying by a “recovery factor” that was developed by Chin [28]. This 

“recovery factor” is used to account for the reduction in ductility of zirconium and 

zirconium alloys as a result of irradiation damage. The “recovery factor” was based 

on studies that showed that post-irradiated Zircaloy had between 200% and 1000% 

less ductility than non-irradiated Zircaloy [46-481 (typical fracture strains from 5-12% 

B-11 



compared to 25-50%). Chin states “Irradiation was assumed to reduce the ductility 

of the cladding by a factor of IO in the stress and temperature region of interest for 

dry storage” [28] because ‘I... the primary effect of irradiation is a reduction in 

ductility which leads to a reduction in the fracture time by some constant factor” [28]. 

In dry storage, however, Chin reported that some or all of this ductility is recovered 

as a result of damage recovery in Zircaloy, especially above 350°C [28]. Chin 

developed a function to calculate this “recovery factor” as a function of time and 

temperature (see Appendix C under the PNNL model for a description of this 

function). LLNL does not account for this reduced ductility in their analysis. 

The resulting predicted fracture time is increased by a factor of approximately IO for 

initial stresses below 40 MPa (initial temperatures above about 4OOOC) in the PNNL 

model. Although the “recovery factor” changes with time at temperatures above 

approximately 350°C, these changes have very little effect on the resulting fracture 

time below an initial temperature of approximately 400°C when using a power 

temperature decay profile. It is this “recovery factor”, then, that causes the difference 

in shape between the PNNL curve and the LLNL curve in Figure 2 at low stresses 

(below about 40 MPa). Again, this is because at the higher initial temperatures, 

some of the ductility is recovered, increasing the fracture time. Because LLNL does 

not consider the reduction in ductility due to irradiation, their model is a factor of 

about 10 less conservative (with respect to this one factor) for the stresses most 

relevant to dry storage (about 40-100 MPa). 

The fact that LLNL did not use this recovery factor warrants some discussion. If one 

examines the DCCG model and assumptions, one immediately notes that the model 

is NOT a function of strain. That is to say that the predicted failure time does not 

depend on the amount of strain that the metal experiences but rather only on the 

grain boundary diffusion. Because it is independent of strain, a reduced ductility 

would not directly affect the fracture time. It would seem, then, that PNNL has 

included an unwarranted conservatism in this case. 
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B 1.3 Results: 

First we will examine the “pure” DCCG failure predictions (according to Equation 2), 

combining all of the above effects (except the recovery factor which we will consider 

below). Using a constant temperature of 400°C and a constant stress of 100 MPa, 

result in predicted fracture times of 2.4 and 0.4 years according to the PNNL and 

LLNL DCCG equations, respectively. These values are calculated directly from 

Equation 2 (NOT according to the complete PNNL CSFM model that includes the 

“recovery factor”). Here LLNL is a factor of six more conservative than PNNL. The 

difference becomes larger when evaluated with a decreasing temperature profile 

because the temperature is inside an exponential term. When using the temperature 

profile suggested by PNNL [4] of 

T(K)=2.09 x 1 O3 (t)-“.2*2 

where t’is in months, and an initial stress of 100 MPa for 5 year old fuel 

(temperature at start of dry storage equal to 386”C), LLNL predicts a failure time of 

17 months while PNNL predicts that the rods would never fail by diffusion controlled 

cavity growth alone. 

From the above discussion, it is apparent that although PNNL [4] claims that the two 

(LLNL and PNNL analyses) yield consistent results (see Figure 2 above), this 

consistency seems to be a coincidence resulting from a combination of many very 

different assumptions. 

81.4 Sensitivity of current models to the fracture equation input variables 

A good discussion of the sensitivity of the current models was given by BNL [41]. In 

this report, we have taken a slightly different approach to illustrate the sensitivity by 

assessing the cumulative variability in the predicted failure time with respect to the 

various input variables reported in the literature. 
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To illustrate the sensitivity of the current models, we will show the range of failure 

times that are predicted when using the most conservative or least conservative 

reported values available in the literature for the fracture equation (Equation 2) input 

variables. This was performed for all variables in the fracture equation where the 

value was “disputed” (meaning more than one value has been reported in the 

literature). The “recovery factor” was also considered (this was used by PNNL, but 

not by LLNL). The fracture times were predicted by applying the values from tables 

B-l and B-2 below to the LLNL failure model and using the temperature decay 

model suggested by PNNL. The initial temperature was adjusted until failure was 

predicted after 40 years in dry storage. This is different than the approach taken by 

either PNNL or LLNL who appear to have used a combination of conservative and 

non-conservative values for the fracture equation variables. 

81.4.1 LLNL model evaluated using the most conservative constants 

To calculate a “most conservative” fracture time, the most conservative value was 

chosen for each of the variables where more than one value was reported in the 

literature. The most conservative values are reported in table B-l along with the 

appropriate reference. Values of other variables (not appearing in Table B-l) that 

are required when using the LLNL model were used as reported by LLNL and PNNL 

(these values were not “disputed” in the literature). 

Table B-l Most conservative input values for the LLNL fracture time prediction 

Variable Most conservative value Reference 
Q (atomic volume) 3.37 x 1 O-*’ m3 [ 1 
D,, (grain boundary 

3.4x10-l’ exp 
[:1**,62] 

diffusion coefficient)* 

6 (gb width) 1.6 x 16’m :4: 
h (cavity spacing) 2.6 x 1a6m :4: 
C (constant from Eq. 8) 1.22 x 10m3 131 
* This estimation of the grain boundary diffusion coefficient was based on the general relationship Q,, 
= 0.6Q, (as was the case for the value-suggested by LLNL) where the data rep&ted in reference ‘[62f 
represent Q, 

** Data originally reported by [62] and estimation of the coefficient term recalculated by [61] 
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Using an initial stress of 100 MPa, a maximum area fraction of decohesion of 15%, 

and a power temperature decay profile, a maximum initial temperature of 56°C 

was calculated. If the “recovery factor” [28] (used by PNNL) is incorporated into the 

LLNL model, the maximum initial temperature is lowered to 22°C. These 

temperatures are extremely low compared to the limit of 375°C recommended by 

PNNL or 368°C recommended by the current LLNL model for this initial stress. 

B1.4.2 LLNL model evaluated using the least conservative constants 

Similar to the most conservative case, the least conservative value for each variable 

was chosen from the reported values. The least conservative values chosen are 

reported in Table B-2. 

Table B-2 Least conservative input values for the LLNL fracture time prediction 

Variable Least conservative value 

Sz (atomic volume) 2.312 x 1 O-*’ m3 

Reference 

[31 
D,, (grain boundary 

3.89 x 10s6 
diffusion coefficient) 

exp 
[-175g/moz]~ [41 ~~ 7 

6 (gb width) 9.69 x 16”m [31 
h (cavity spacing) 10 x Wrn t31 
C (constant from Eq. 8) 2.525 x 10m3 PI 

Using an initial stress of 100 MPa, a maximum area fraction of decohesion of 15% 

and a power temperature decay profile, a maximum initial temperature of 653°C 

was calculated. The recovery factor would have essentially no effect at initial 

temperatures this high because the zirconium is predicted to immediately recover 

100% of the pre-irradiated ductility. Thus, there is a difference of approximately 600” 

C between the most conservative maximum temperature estimation and the least 

conservative maximum temperature estimation when the most extreme literature 

values are used for the fracture equation (Equation 2) variables. 

B-15 



Although this discussion was based on calculations using the LLNL (Raj and Ashby) 

model, the same effect would be realized if the PNNL model were utilized, as it is 

based on the same general fracture equation. 

81.4.3 Discussion 

The most critical parameter that can be changed in the above discussion is the grain 

boundary diffusion coefficient. For the most conservative case, the value chosen for 

the grain boundary diffusion coefficient was based on a study of self-diffusion [62] 

where many extrinsic effects were probably involved (e.g. short circuit diffusion or 

impurity enhanced diffusion). The extent to which these effects would also be 

involved in the case of Zircaloy is not clear. Apparently all grain boundary diffusion 

estimations were based on the approximate relationship, Q,,=O.sQ, [I 731 except the 

study performed by Vieregge and Herzig [I 741. 

B1.5 Mode/ sensitivity using the grain boundary diffusion coefficient of 

Vieregge and Herzig [174] . 

It is apparent that the current models are overly sensitive to a number of variables 

that were not well known at the time that the PNNL and LLNL reports were written. 

The most important material property that needs to be input into the LLNL model is 

the grain boundary diffusion coefficient. LLNL selected one value from the literature 

while PNNL chose another. These values were not based on true grain boundary 

diffusion experiments but rather on bulk self-diffusion experiments. Besides the fact 

that there is a wide range of self-diffusion values reported for zirconium, the method 

by which the grain boundary diffusion coefficient was calculated is very approximate. 

Since the time that the PNNL and LLNL reports were written, there has been one 

study on grain boundary diffusion in zirconium [174]. This is the only data available 

(that we know of) for true grain boundary diffusion, If we assume, then, that this 

value for grain boundary diffusion is accurate (this should be confirmed with further 

experimentation), then we can re-evaluate the sensitivity (uncertainty) of the LLNL 

model. 
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81.5.1 Combination of most and least conservative input variables 

The grain boundary diffusion coefficient as reported by Veiregge and Herzig is 

4.2:;: ~10~‘~ exp 
-167 + 7 kJ/mole 

D RT m2 
gb = 

6 S 

where 6 is the high speed diffusion zone surrounding the grain boundary. This is the 

same 6 that was called the grain boundary width above. This factor appears in the 

diffusion equation because when measuring grain boundary diffusion, you really 

measure a flux of atoms and then assume a certain diffusion zone (or grain 

boundary width) in order to calculate the diffusion coefficient. In Equation 2 (the 

DCCG fracture equation) you must also assume a grain boundary diffusion zone 

which is multiplied by the diffusion coefficient resulting in a flux of diffusing atoms. 

Using this value, then, eliminates 6 from the fracture equation and thereby reduces 

the uncertainty of the fracture model. 

We can use the same method as above to evaluate the sensitivity of the LLNL 

model to the variables in the fracture equation, assuming that this estimation is the 

correct value for the diffusion coefficient. The values for the most conservative case 

are shown in Table B-3 

Table B-3 Most conservative input values for the LLNL fracture time prediction 
based on the grain boundary diffusion coefficient of Vierrege and Herzig [I741 

1 Variable 1 Most conservative value 1 Reference 

I ( Q atomic volume) I 3.37x1 8*‘m3 I[ 1 4 I 
D,, (grain boundary 

diffusion coefficient) 
1.o1x1o-‘2 

6 exp[ - 160~moz)~ 
[I 741 

h (cavity spacing) 2.6 x 1O‘“m WI 
C (constant from Eq. 8) 1.22 x ID3 [31 
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The diffusion coefficient in table B-3 is the fastest diffusion coefficient possible within 

the range of error reported by Vieregge and Herzig. This results in a maximum 

initial temperature of361”C, which is much closer to the currently defined limits. If 

the “recovery factor” [28] (used by PNNL) is incorporated into the LLNL model, the 

maximum initial temperature is lowered to 264°C. 

Table B-4 lists the values used in making a similar calculation for the least 

conservative case based on the Vieregge and Herzig grain boundary diffusion 

study. The diffusion coefficient is the slowest possible within the range of error ’ 

reported by Vieregge and Herzig. 

Table B-4 Least conservative input values for the LLNL fracture time prediction 
based on the grain boundary diffusion coefficient of Vierrege and Herzig [174] 

Variable Least conservative value Reference 

Q (atomic volume) 2.312x1 aSrn3 [31 
D,, (grain boundary 

diffusion coefficient)* 
1.70 x lo-l3 - 174kJ /moZ 

1 

m2 [174]- 
6 exP 

RT s 

h (cavity spacing) 10x 1U6m PI 
C (constant from Eq. 8) 2.525 x 10m3 PI 

This results in a maximum initial temperature of576”C. The recovery factor has 

essentially no effect at initial temperatures this high because the zirconium is 

predicted to immediately recover 100% of the pre-irradiated ductility (using the 

recovery factor changes the initial temperature by about 1 “C). Although the 

difference between the most and least conservative cases is still large (more than 

200°C), using a known value for the grain boundary diffusion coefficient eliminates a 

large amount of the sensitivity of the model. 

B1.5.2 Variability within range of error report by Vieregge and Herzig [I741 

Calculating the most conservative and least conservative maximum allowable 

temperature when changing only the grain boundary diffusion coefficient within the 
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range of experimental error reported by Vieregge and Herzig [I741 is useful. This 

can show the lowest possible uncertainty when using the Vieregge and Herzig value 

for the grain boundary diffusion coefficient, assuming that all other variables are 

accurately known. 

When applying the power temperature decay profile suggested by PNNL (adjusting 

the coefficient to change the initial temperature) and using the input variables 

suggested by LLNL, the following maximum temperatures were calculated: 

Most conservative [D,, = 1 .O x 1 O-‘2/6 exp(-I GOkJ/RT)]; T,, = 380°C 

Least conservative [D,, = 1.7 x 10% exp(-174kJ/RT)]; T,, = 484OC 

Though there is still a 100°C range between the most and least conservative 

maximum allowable temperature, this is much smaller than the variability due to the 

uncertainty in grain boundary diffusion coefficient in the current models of several 

hundred degrees. 
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C Appendix C: Mathcad Documents Used to Evaluate the Failure 
Models 
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Mathcad Document for Figures 3, 4, 5 

a := .8727*rad Angle formed at juction of cavity and G.B. 

F b := n.sin( a)2 
2.x F.:=-. 2 
3 

- 3cos( a) + cos( a)3 > 

k ;= 1.38.1u-23.F Boltzmann’s Constant 

s2 := 3.37.10-29*m3 Atomic Volume by PNNL -- LLNL 
suggested a value of 2.312*10-29rn3 

joule ’ 
R := 8.314.- 

K.mole 
Gas Constant 

Creep temperature 

T(t) := 2.09J03.t-0’282.K 

T(t) := if(t< 1000, 2.09.103$0’282.K,T(999.9)) 

t2:=40.. 1200 plotting variable 

PNNL temp profile 

800 I I I I I 

200 I I I I I 
0 250 500 750 1000 1250 1500 

Defining a range of temperature profiles based on PNNL profile 
(changing the intial temp by changing the coefficient) 

x := 2.10355 

T(t) := ~.l()~.f’~~~.K T(60) = 663.001 K 

T *(t) := 2.07182.103C282.K T 1(60) = 653 K 

T 2(t) := 2.0401~103~t-.282 
T 1 (60) - 273.15K = 379.85 K 

.K T 2(6O) = 643.003 K 
temperature at 5 yrs in Celcius 

T 3(t) := 2.00837~103~t-‘282~K T 3(6O) = 633.002 K 
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Grain boundary diffusion coefficients (based on value suggested by LLNL) 

131.103 joule *- 
mole 

I31 .1o3 joule .- 

R.T(t) & 
mole 

D gb(t) := 5.9.10m6.e 
D gbl(t) := 5.9*10-%. 

R.Tl(t) m2 
set a- 

set 

l31 .I03 joule .- 131.103.joule 
mole mole 

D 8b2(t) := 5.9. 10s6.e R’T 2(‘) ~~ 
set 

D gb3(t) := 5.g.10m6.e R’T3(t) ?!!! 
set 

S := 9.69. IO- *‘*rn Grain Boundary Thickness (approximated by 3b) 

Hoop stress in fuel cladding 

T(t) 0 ,(t) := 100.106.Pa.- 
T(60) 

T l(t) 
0 cl(t) := 100*106.Pa.- 

T lW) 

h := 1@10m6.m 

T 2(t) 
0 e2(t) := 100*106*Pa*- 

T 2(60) 

T 3(t) 
(T e3(t) := 100.106.Pa.- 

T 3(60) 

Cavity spacing as suggested by LLNL 

defining integration function G(t) 

3 

32 F b2 a’6’0 ,(t) D gb(t) 
G(t) := -.-. 

3.n 0.5 F v kA3 yj- 

3 - 

Fb2 i-i.6.0 e2(t) D 
G 2(t) := m%-. . gb2(f) 

3.n0.5 F v kA3 T 2(t) 

3 

Fb’ i-i*63 cl(t) D 
G 1(t) := -%v. 

, gbl@) 

3.fto.5 FV k.h3 T l(t) 

3 

Fb’ i-i*69 e3(t) D 
G 3(t) := es%.--. 

. gb3(t) 

3.~“~ F V k.A3 T 3(t) 

b := 3.2.lO-“.m Burgers vector for zircaloy 

T m := 2125.K Melting temperature for zircaloy 

T(t) 11.09- 11.61*- , 10~~,Pa Elastic modulus in temperature range of interest 

Tm 
as suggested by Chin 
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The following exercise is only to verify that the damage level (integral of G(t)) should be 
0.026 after 15% area fraction of decohesion 

E( 60).b y :=- 
100 

Free surface approximation 

y = 0.2&z!!! 
m2 

r,(t) 
2.Y :zt P Determining the critical cavity radius (initial cavity radius) 

0 ,w 

r ,(60) = 4.779*10q9 m 

r ,(W2 
Ai:=---” 

A2 
Ai = 2.284~ 1O-7 Determining an initial area fraction of decohesion 

f(A) := 

(1-A) 

A 
1 

vd := -dA 
f(A) 

A val = 0.026 So the damage level that corresponds to 15% decohesion is 0.026 

G(t)*2629800.secdt = 0.02602 G 1 (t)s2629800*secdt = 0.02594 

G 2(t).2629800.secdt = 0.02603 
G 3(t).2629800asecdt = 0.01814 

tf:= 65,70.. 220 plotting variable and plotting functions 

G(t)*2629800..secdt G 1 (t).2629800.sec dt 

a2(ff) := G 2(t).2629800*secdt a3(tf) := G 3(t).2629800*secdt 
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a max = 0.05623 99%=0.05567 =60mth 
al max = 0.03923 99%=0.03884 =58mth 
a2 max = 0.02676 99%=0.02649 =57mth 
a3 max = 0.01814 99%=0.01796 =56mth 

Plot for Figure 4 

Y."Y I I I I 
0.05 4 ,;,.r.r.r.-.r--.-r~.-~.~.--.-L-ITT-~.T--~.~.T--: 

/' &,-J&J ._............... .._............................... :!. _........................... . . . 

0 50 100 150 200 250 
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Mathcad Document for Figure 6 

Defining a stress and temperature range 

x := 1.932 

T(t) := [ x.10+2J~282].K 
Temperature decay profile (PNNL), where t is in hundreths of 
a year 

T( 500) - 273 K = 335.932 K 

i := 160 

0 := i.106.Pa 

o(t) := T(t)..0 
T( 500) 

Defining the time (temp) dependent stress term 
@OO)=initial stress at time of insertion into dry storage 
(5 years) 

Constants (From Chin 1989 [73]) T(500) - 273 K = 335.932 K 

joule 
R := 8.3144.- 

mo1e.K 

k := 1.38.1()-23.F 

b := 3.23.10-“-m 

d := 5*10m6.m 

T m := 212.5.K 

gas constant 

Boltzmann’s constant 

400 

200 

T(t)- 273 K 

Burgers vector - 0 

grain size .m -200 

1.104 
melting temperature 5oo9 

E(t) := i 11.81 - 14.59.x 
Tm 

11.09 - 11.61 .T(t) 
Tm 

n := 5 power law exponent 

Q L := 250.103.~ 

Q gb := 175.103 .J!S& 

Q c := 18@103.~ 

activation energies 
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2 
D oL := 2.10-4..!E 

set 

2 
D og,, := 3.89.10-k!% 

set 
diff usivity coefficients 

2 
D oc := 2.26.10-6.z 

set 

A L := 7.4.107 

A co := 5.362.lo2 

A GBS := 8.85.106 strain rate coefficients 

A NH := 0.92 

A GBL := 5.102 

o ,(t) := 2.4-10-2.E(t) 

I:= 2.6*10-6.m 

cutoff stress (T ,(500) = 1.863.109*Pa 

average cavity spacing 

6 := 1.6*10-8-m 

‘n := 0.08 

grain bounary width (diffusion zone width) 

hole nucleation strain 

P o := 10*10e9-m 

1 o := 2-10T6qn 

< := 0.2 

Yf:= 35.Joule 
m2 

average particle diameter 

average particle spacing along gb 

=edot(gbs)/edot = contribution of gb strain to total strain 

free surface energy created by fracture 

f v := 0.025 
volume fraction of intergranular inclusions 
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Full and Reduced Deformation equations 

ED&=0 stress is always lower than the cutoff stress in dry storage 
(dislocation glide controlled creep) 

high temperature climb (full and reduced) 

& HT(500) =5.896.10-lo secml 

& HT(t) := exp + 55.75 - 14.15*(g) + in(G) + ln(E)]sei’ 

E HT(500) =5.887*10-10 secel 

E LT(t) := 50.A L*D oc.exp - 
(;*-;J .( E(t;;) {;;;;i”‘” low temperature climb 

E LT(500) = 1.43*1o-g secml 

o(t) 
E LT(t) := exp 7dn - 

. [(I E(t) 
+ 55.18 - 10.19.(G) + In(z) + ln($---)]:secml 

E LT(500) = l.42.10w9 see-’ 

grain boundary sliding (gb diffusion) 

’ GBS@) := A GBSD ogbaexp R-T(t) (2)*(-)‘(‘~‘(i$~ k.T(t) d E GBs(500) = 1 146 IO-” set-1 . * 

’ GBS@) := exp + 20.74 - 9.9036-(g) + in(G) + ln(-$--)]*sec-’ 

E GBs(500) = 1.145.10-10 set-l 

grain boundary sliding (lattice diffusion) 

E GBL(t) := A GBLmD &‘exP 
E GBL(500) = 1.899*10-‘5 secsl 

’ NHtt) := A NHeD oLeexp R T(t) (*)-(-)-(tr.(g) Nabarro-Herring creep k-T(t) d 

E NH(500) = 1.695.10-15 secpl 
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&NH(t) := exp + 18.25 - 14.15.(G) + h(g) f ln(-$$--)]*sxml 

& CO(~) := A CO’D ogbaexp m 
(“gb).(E(t)-b).(h)l.(~) ~ob~~~::::~~~:~~~:_: 

E ;7 

E co(t) := exp + 11.03 - 9.9036*(g) + in(G) + ln(E)]*sec-’ 

&dot(t) := if E ,+t)>& LT(t) ,E HT(t) ,E L#)) 

E don(t> ‘= if@ dot(t)>& GBs(t)9E dot(t)9E GBs(t)) 

E ,,(500) = 3.37.10-12 see-’ 

finding the fastest creep rate 

E dom(500) = l.42.10m9 secS1 

Reduced and Full Fracture Equations (From PNNL Report - 1987 [4]) 
Transgranular Fracture 

t flG(t) := exp(-1.797 - h(E 
dottttt(t)‘sec)) 

t f-&SW) = 1.168’10’ 

t,,(t):= &,+ - ’ - [ (4.;37) (.: 1)*“5- l~~dottttt”‘l,ec-l 

t flG( 500) = 1 .168*108 

Triple-point cracking 

t m(t) := exp 

I 
i 
-5.655 - In E ( dot+mCt”sec)) - ln($j - ‘j-$--)] 

-1 
t m(500) = l.541*108 

-& dottRt( t)- * ‘set- ’ 

t fp(500) = 1.541 .108 
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Cavitation -- Diff usional growth 

t fDc(t) := exp 4.15 - In E ( ( GBS(‘)=) + in(g)) 

t fDc(t) := 

6-D 

Cavitation -- Power law growth 
t fCp(t> := exp E donm(‘)sec 

)> 

tfDC(500) = l.142.109 

t fDC(500) = 1.141 *lo9 

t fCP(5oo) = 1.441.lo8 

tfCp(t) := t fCP(500) = 1.441 .108 

Recovery factor from Chin [28] Appendix 9 

Stepwise (as reported in [28]) 

F(t) := 7.36.10 24 1 40000K 
‘iGexp - i( )I T(t) +T(t- 1) 

2 

Continuous 

Fl(t) := 8.4.102’.365.25.24 

A, := F(500) 

i := 1.. 1500 
Ai:=Ai-, + F( i + 499) 

Al(t) := 
f 

t 

Fl(t)dt 
500 

Ri := 1 - 

R, := l- 

RI(t) := 1 0.9. 1 - 

1+ Fl(t)dt 
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Rl(i + 499) 

0.10006 

0.100052 

0.100044 

0.100036 

0.100028 

0.10002 

0.100012 

0.100004 

Damagel(t) := 
T(500) - 273K = 335.932 K 

x = 1.932 

~(500) = l.6*108 kgam-‘.sec -2 

Determining the controlling fracture mechanism (assuming that 
the shortest fracture time is the controlling mechanism and acting 
independently -- as assumed by PNNL [4]) 

Only the most relevant fracture mechanisms are compared to save 
computational time 

R, =O.l 

t f(t) := if(t fCp(O<f f~c(f> ,t fCp(f> ,t f&t)) 
R 

tfff(t> :=if(tf(t)<tfTG(t),tf(t),t~G(t)) 
5oo =O.l 

t fDc (60) = 200.215 

t mc( 140) = 3.386.104 

Damage(t) := ~(500) = l.6*108*Pa 

T(500) - 273K = 335.932 K 

Damage after 1 year Damage(600) = 1.014 

Damage after 5 years 
Damage after 40 years 

x = 1.932 
T(61) - 273 K = 829.085 K 

~(500) = l.6.108=Pa 

c-11 



tabulated results 
for 5, 40 year failure results as of 3.18.99 tabulated results 

for 1 year failure 

Tibi X 

487 10 2.411 

463 20 2.335 

424 30 2.212 

406 40 2.155 

398 50 2.13 

393 60 2.113 

389 70 2.101 

386 80 2.091 

382 90 2.079 

371 100 2.062 

371 110 2.044 

365 120 2.025 

358 130 2.002 

349 140 1.974 

341 150 1.948 

334 160 1.925 

TiOi X 

496 10 2.44 

474 20 2.31 

452 30 2.3 

415 40 2.186 

405 50 2.151 

399 60 2.132 

395 70 2.12 

392 80 2.11 

386 90 2.091 

379 100 2.074 

373 110 2.05 

367 120 2.032 

360 130 2.009 

351 140 1.98 

343 150 1.955 

336 160 1.932 
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Mathcad Document for Figures 7,8 and 9 

a := .8727.rad Angle formed at juction of cavity and G.B. 

F b := x.sin( a)2 

k := 1.38.10-23.T 

Q := 3.37*10-29*m3 

joule 
R := 8.314*- 

Kemole 

t2 := 10.. 500 

Creep temperature 

T l(t) := 2.09.103+-o’282.K 

T 2(t) := l.91~103~t-0’260~K 

T 3(t) := l.76.103.t-0’24.K 

T 4(t) := l.622~103~t-0.2~~K 

T 5(t) := l.494.103*t-0.2.K 

slope := 
T1(60)-Tl(180) 

120 

F” ( 2 - 3xos(a) + cos(a)3 ) 

Boltzmann’s Constant 

Atomic Volume by PNNL -- LLNL 
suggested a value of 2.312*10-*9rn3 

Gas Constant 

plotting variable 

T *(60) = 658.73 K T 1( 180) = 483.236 K 

T 2(6O) = 658.74 K 

T 3(6O) = 658.804 K 

T 4(6O) = 658.958 K 

T 5(6O) = 658.75 K 

defining linear temp profile 

T 6(t) := if(t< 180,746.48K - 1.46.t.K, 484K) 

T6(t) := ifCt< 180, (T l(60) +slope*60) - slope$T 1(180)] 

625 

400 
60 90 120 150 180 210 240 
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Defining diffusion coefficients for each temperature profile 

D gbl (t) := =&l&e R’T ‘(‘) .t? 
set 

D gb2(f) := 5.g.10m6.e R.T2(t) .? 

set 

13*.1()3.&f& 
mole 

D gb3(t) := 5.g-10-6se R’T3(t) -2 
set 

131 .1O3 joule .- 
mole 

D gb4(t) := 5.g.10m6.e R’T4(t) .g 

set 

131 .,()3 joule .- 
mole 

D gb5(t) := 5.g.10w6.e R’T5(‘) .& 
set 

131.1O3.joule 
mole 

D gb6(‘) := 5.g.10-6.e R’T6(t) a& 
set 

6 := 9.69.10- “m Grain Boundary Thickness (approximated by 3b) 

a := 10. 10-6m Cavity spacing as suggested by LLNL 

Defining stresses for each temperature profile 

T l(t) 
d cl(t) := 1oo~106~Pa~- 

T l(W 

T 2(t) 
d e2(t) := 100d06*Pa.- 

T ~(60) 

T 3(f) 
(T e3(t> := 100~106~Pa.- 

T 3(60) 

T 4(t) 
0 e4(t> := 100~106.Pa~-- 

T 4(60) 

T 5(t) 
0 e5(t> := 100. 106.Pad---. 

T 5(60) 

T 6(t) 
0 e6(t) := lo@lo6*P~*- 

T ,5(60) 

b := 3.2. lo- “qn Burgers vector for Zircaloy 

Defining the G(t) function for each temperature profile 

3 

Fbi 9’6’0 cl(t) D 

3 

G l(t) :=-%-es , gbl@) Fbi a*6’(r e4(t) D 

l F” 
3.nz 

k-A3 T l(t) 
G 4(t) := -??m.-. . gb4ct) 

1 F” 
3.? 

kd3 T 4(t) 

3 

i 
3 

32 Fb 
G 2(t) := -.-. 

fi*6.0 e2(f) D 
gb2(t) 

’ F” 
3.r: 

kA3 T 2(t) 
G (t) :_ 32 ,F b’+““’ e5(t),D &5(t) 

5 
* F” 

3.a 
kA3 T 5(t) 
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Fbi 0.6. 
G 3(t) := +eF. 

V kA3 T3(0 ’ A . 

3 3 

o e3tt) D gb3(t) i 
32 Fb “r 6(t) := -*-. 

fi’6tT e&) D . gb6ct) 

L F” b.1 3 

Defining integrals for each temperature function 

J 60 119 G 1 (t).2629800.sec dt = 0.0477 

J 60 127 
G 2( tj.26298OO.sec dt = 0.05244 

J 60 136 
G 3(t)*26298OO*secdt = 0.05777 

J 60 149 
G 4(‘).2629800.secdt = 0.0645 

J 60 165 
G 5(t).2629800,secdt = 0.0719 

J 60 134 
G 6(t).26298Wsecdt = 0.08421 

maxl=O.O4817; 99%=0.04769 
reached after 59 months=4.9yrs 

max2=0.05297; 99%=0.05244 
reached after 67 months=56yrs 

max=0.05836; 99%=0.05778 
reached after 76 months=6.3yrs 

max=0.06514; 99%=0.06449 
reached after 89 months=7.4 

max=0.07264; 99%=0.07191 
reached after 105 months=8.75yrs 

max=0.08504 (4Oyrs); 99%=0.08419 
reached after 74 months=6.17yrs 

The series of decreasingly concave temperature decay profile is bounded by a straight line curve 
anchored at 5 and 10 years by the temperatures given by PNNL. This was thought to be plenty 
conservative as after 10 years in storage using this linear decay profile, more than 99.95% of the 
damage has occurred in the material, even for inital temperatures as high as 525C, which is higher than 
any maximum predicted storage limit. The temperature based on the linear decay profile is higher at all 
times than the PNNL power law decay. 
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tf:= 60.. 200 defining plot variable 

defining plot functions 

tf 

I.2 1 (t f) := 
i 

G 1 (t)-2629800dt b$(ff) := 
60 j 

tf 
G 2(t).2629800dt 

60 

I 

tf 

I 

tf 

g 3 (t f) := G 3(t).2629800dt Q(q) := G 4(t).2629800dt 

60 60 

I 

tf 

g 5 (t f) := G 5(t).2629800dt g &) := G 6(t).26298OOdt 
60 

I I I I I I I 

0.09 
I- 

0.08 - 

0.05 - 

0.04 - 

0.03 
50 75 100 125 150 175 200 

plot of the initial temperature 
vs. the fracture time for each of 
the functions g(t) 
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Mathcad Document for Figures 10,ll 

a := .8727srad 

Fb := x*.&(a)2 

Angle formed at juction of cavity and G.B. 

2.x 
Fv:=-. 

3 
2 - 3*cos(a) + cos(a)3 > 

k := 1.38.10-23.$e Boltzmann’s Constant 

a ‘- 3 37. 10-29.n13 I- . 
Atomic Volume by PNNL -- LLNL 
suggested a value of 2.312*10-29rn3 

joule 
R := 8.314.- 

K.mole 

t 2 := 0.. 1200 

Gas Constant 

t 1 := 40.. 1200 plotting variables 

Creep temperature 

T lo(f) := 2.4038.10 3 -0.282.K st 

T lo( 120) = 623.116 K 
adjusted PNNL temperature profile 

T 10p(t) := 658.15K- 0.2917+K 

T lop( 120) = 623.146 K 
upper BNL profile 

T 10pL(t) := 643.15.K- 0.2917.t.K 

T IopL( 120) q 608.146 K 

lower BNL profile 

200' I I I I I 
0 200 400 600 800 1000 
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Grain boundary diffusion coefficients 

131 .1o3 joule .- 131 .1o3 joule 
mole mole 

D gblo(t) := 5.g*l(J6*e R’T1O(t) .?? D gblOp(t) := 5.9.10w6.e R’T’oP(t) .? 
set set 

6 := 9.69~ lo- ‘ohm 
Grain Boundary Thickness (approximated by 3b) 

a := 10.10-6.m Cavity spacing as suggested by LLNL 

Creep stress as a function of temperature 

c elo(t) := 100*106*Pa. 
T 100) 

T lo( 120) 
0 elOp(f) := 100.106.Pa* 

T lop(t) 

T 10,,( 120) 

o elOp( 120) = 1*108 kgC’ssec-2 (T elO( 120) = 1*108 kgK1.sec-2 

b := 3.2~10-‘0~m Burgers vector for zircaloy 

Defining the G(t) function 

3 

i 
32 Fb 

G lo(t) := I’F’ 
““’ elO(t) D gblO(t) 

3.112 
V kA3 T 100) 

Damage integrals 

J 

228 
G lo( t)*26298OO*secdt = 0.0242 

120 

G 10p(t).2629800secdt = 0.102 

F b2 fi+a 
G lOp(t) := +,. 

elOp(t),D gblOptt) 

3.nz 
V kA3 T lop(t) 

max=0.0244; 99%=0.0242 
reached after 108 months=gyrs 

max=O. 1030; 99%=0.1020 
reached after 312 months=26yrs 
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Mathcad Document for Figure 12 

a := .8727*rad Angle formed at juction of cavity and G.B. 

F b := x-sin(a)2 

F+ ( 2 - 3scos(a) + cos( Co3 ) 

k := 1.38. 10-23.F 

n ‘- .- 3 . 37. 10-29m3 

joule 
R := 8.314*- 

Kamole 

t2:= 10.. 1000 

T lo(f) := 2.54.10 3 .t -b.282.K 

T 5(t) := 2.09.103Jo.282.K 

T l5(f) := 2.85.10 3 .t -0.282.K 

Boltzmann’s Constant 

Atomic Volume by PNNL -- LLNL 
suggested a value of 2.312*10-29rn3 

Gas Constant 

plotting variable 

Creep temperature 

T lo( 120) = 658.422 K 

T 5(6O) = 658.73 K 

T 15( 180) = 658.958 K 

Plot of temperature profiles normalized to one time reference frame 

200 - 

I I I I 
0 100 200 300 400 500 

t2,t2-60,t2- 120 
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Diffusion coefficients 

131 .1o3 joule .- 
mole ‘3, .*03.jo”‘e 

A 7 

D gb5(f) := 5.9.10m6.e R’T5(‘) .< 
set 

mole 

D gblO(t) := 5.9. 10s6.e R’T loct) & 
set 

‘3’.‘03.joule 
mole 

D gb15(t) := 5.g.10w6.e R’T 15(‘) ,& 
set 

6 *- 9 69~10-‘0*m .- . 

I. := 10.10-6.m 

Grain Boundary Thickness (approximated by 3b) 

Cavity spacing as suggested by LLNL 

T 5tt) 
d e5(t> := 100*106.Pa.- 

T 5(60) 

d elo(t)‘:= 100~106~Pa~ 
T lo(t> 

T 10( 120) 

0 e15(t) := 100.106*Pa. 
T l5(t) 

T 15( 180) 

b := 3.2. 10-‘O.m Burgers vector for zircaloy 

3 

Fb2 fi.6.0 e5(t) D 
G 5(t) :=%.-a . gb5(t) 

L FV k.a3 

3.x2 
T 5(t) 

Stress as a function of temperature 

3 

32 Fb 2 Q4TJ 
G lo(t) := l.F. eldt) D , gblOcf) 

3.z 
V kA3 T lo(t) 

3 - 

Defining G(t) function for each temp 
profile 

32 Fb 2 S2?i*a 
G l5(t) := l’F’ e15(t),D gb15cf) 

3*x2 
V kd3 T l5(t) 
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Damage integrals 

J 119 
G 5(t).26298OO.secdt = 0.0477 

60 

J 237 
G 1~( t),26298OO.sec dt = 0.0943 

120 

J 356 
G 15(t)*2629800.secdt = 0.14425 

180 

max(5)=0.04817; 99%=0.04769 
reached after 59 months=5years 

max=0.09526; 99%=0.0943 
reached after 117 months=9.75yrs 

max=O. 1457; 99%=0.14425 
reached after 176 months=lljyrs 

Plotting variables 

tf5 := 65,75.. 300 tf15 := 185,195.. 420 tflO:= 125,135.. 360 

r := 0.01,0.02.. 0.05 

f(r) := r 

0 I I I I 
0 50 100 150 200 250 
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This document is a calculation of the failure time (or initial temp) 
that would be predicted if the least conservative values were 
chosen for all the constants put into the SW equations 

01 := .8727arad a = 50.002 l deg 
Angle formed at juction of cavity and G.B. 

Fb := 7C*Sin(ol)2 
Functions of the cavity dihedral 

FV := F. ( 2 - 3*cos(a) + cos(a)3 > 
angle (Raj and Ashby) 

k ;= 1.36.10-23.F Boltzmann’s Constant 

R := 3.37*10-29.m3 conservative (PNNL) 

Q n- 2 312*10-2g-m3 .- . non-conservative (LLNL’s initial suggested value) 
Gas Constant 

R := 8.3&@!!fi 
K-mole 

Creep test temperature 

6 := 1.6*10S8.m PNNL Grain Boundary Thickness (more conservative) 

6 *- 9 69-10-“-m .- . LLNL Grain Boundary Thickness (less conservative) 

x := 2.938 NRC profile 

T(t) := ~.l()~.f’~~~.K 

T( 60) - 273.15K = 652.855 K 

131 1o3 joule 
mole 

D gb(t) := 5.9.10w6-e R.T(t) -2 

set 

‘83 ,03 joule . - 
mole 

D gb(t) := 0.9-10-4.e R.T(t) & 

set 

‘fj7.‘03joule 
mole 

lo-l3 - R.-‘-(t) Ill2 
D gb(t) := 4.2y--se .- 

set 

T( 60) - 373 K = 553.005 K 

LLNL 

D gb(60) = 2.405.10- I3 m2 .s& ’ 

Least conservative (slowest) estimate based on bulk 
diffusion measurements in the literature (O.GQsd=Qgb) 

D gb(60) =4.277.10-‘5 m2sec -1 

average estimate based on gb diffusion study 

D gb(60) = 1.646.10-I3 masec-” 
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55.2.103@ 
mole 

D gb(t) := 3.4.lO-“.e R.T(t) em2 

set 

‘75.103.joule 
mole 

D gb(t) := 3.89*10S6.e R.T(t) & 

set 

Most conservative (fastest) estimate based on bulk 
diffusion measurements in the literature (O.GQsd=Qgb) 
[Borisov et al. 19581 

D gb( 60) = 2.616.10-14 m2sec -1 

PNNL (least conservative diffusion coefficient) 

D gb(60) =5.225.10 -16 m2 set-1 . 

h := 2.6*10w6.m PNNL (more conservative) 

h := 10*10-6.m LLNL (less conservative) 

T(t) 0 ,(t) := 100.106.Pa+- 
T(60) 

3 

1 OOMPa stress used for SW analysis 

G(t) := -?--. 
F bi fi*s*o ,tt> D gb(t) 

3% 0.5 F v 
k.h3 *T(t) 

b := 3.2.1O-“.m 

Integration function 

Burgers vector 

Tm := 2125.K Melting temperature 

11.09- 11.61.$? 

i 
~lO’“.Pa 

m 
Elastic modulus from PNL 

E(55)eb 
Y:= 1oo 

y =0.189-joule 
m2 

2.Y r,(t) := - 
0 ,to 

rctW2 
Ai:=---- 

h2 

Free surface energy of silver (DR. Askeland, “The Science and 
Engineering of Materials,” Brooks/Cole Engineering Division, A 
Division of Wadsworth, Inc., pg 154) 

Surface free energy 

Determination of the critical radius necessary for 
stable cavity formation 

A i = 1.36*10m7 
Determining the minimum area fraction of 
decohesion 
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r,(t) 2-Y := - 
fJ ,w Initial cavity radius or critical cavity radius 

l- 

f(A) := 
1-A 

J- A 

Area function defined by SW (this one was used for this analysis) 

A 
1 

“al := -dA 
f(A) T( 60) - 273 K = 653.005 K 

A vd = 0.026001 
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This document is a calculation of the failure time (or initial temp) 
that would be predicted if the most conservative values were 
chosen for all the constants put into the SW equations 

a := .8727*rad a = 50.002edeg Angle formed at juction of cavity and G.B. 

Fb := xkn(a)2 

F” :=y. ( 2- 3*cos(oc)+coS(cx)3 > 

Functions of the cavity dihedral 
angle (Raj and Ashby) 

k := l,3f+10-23.~ Boltzmann’s Constant 

Q := 2.312.10-29.m3 non-conservative (LLNL’s initial suggested value) 

Q *= 3 37.10-29.m3 . . conservative (PNNL) 

R := 8.31~$.k!fm 
Kamole 

Gas Constant 

6 := 9.69.10-“.m LLNL Grain Boundary Thickness (less conservative) 

6 := 1.6.1O-*.m PNNL Grain Boundary Thickness (more conservative) 

Creep test temperature 

x := .937 

T(t) := ~.l()~.f’~*~.K 

NRC profile 

T( 60) - 273.15K = 22.175 K 

I31 .1o3 joule 
mole 

T( 60) - 273 K = 22.325 K 

D gb(t) := 5.9.10e6.e R.T( t) m2 
LLNL 

L 
set D gb(60) = 3.98*10-29 m2sec -1 

175.,03* 
mole 

R.T(t) .g 
PNNL 

D gb(t) := 3.89.10s6.e 
set 

D gb( 60) = 4.328e10-37 m2.sec-’ 

183.103.joule 
mole 

D g,,(t) := 0.9*10-4.e R.T(t) m2 
Least conservative (slowest) estimate based on bulk 

.- diffusion measurements in the literature (O.GQsd=Qgb) 
set 

-1 D gb(60) =3.851~10-~~ m2.sec 
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(4.2*10-‘3) - R.T(~~‘~ m2 

D gbct) := 6 *e 

average estimate based on one gb diffusion study 
.- 
set 

D eb( 60) = 7~595*10-~~ rnasec-’ 

55.2.103s ” 
Most conservative (fastest) estimate based on bulk 

D gb(t) := 3.4~10~“*e R.T(t) m2 
‘G 

diffusion measurements in the literature (O.GQsd=Qgb) 
[Borisov et al. 19581 

D gb(60) =5.859.10m21 m2.sec -1 

h := 10*10-6.m LLNL (less conservative) 

h := 2.6*10s6-m PNNL (more conservative) 

T(t) cJ ,(t) := 100*106.Pa*- 
3x60) 

3 

1 OOMPa stress used for SW analysis 

Fb’ a+*0 ,(t> D gb(t) 
G(t) := d?-.-. 

0.5 F v 3% k-h3 *T(t) 
Integration function 

b := 3.2*1O-“.m Burgers vector 

T m := 2125.K Melting temperature 

T(t) 11.09 - 11.61.- *lOlO.Pa 
Tm 

Elastic modulus from PNL 

E(55)ab y :=- 
100 

joule 
y = 0.302 - 

m2 

Free surface energy of silver (DR. Askeland, “The Science and 
Engineering of Materials,” Brooks/Cole Engineering Division, A 
Division of Wadsworth, Inc., pg 154) 

Surface free energy 

2.Y r,(t) := - 
Q ,(t> 

Determination of the critical radius necessary for 
stable cavity formation 

r ,(W2 A i := - 
A2 A i =5S37*10-6 

Determining the minimum area fraction of 
decohesion 
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2-Y r,(t) :=- 
0 ,w Initial cavity radius or critical cavity radius 

l- 

A.A.~~ 
4*Fb 

I.\ - 
1-A 

f(A) := -.L 

& ;*ln(;) -;+A.(, -$) 

2.7 

(3 ,(55) 
1 *(l-A) 

Area function defined by SW (this one was used for this analysis) 

J 
.15 

A “,&l := LdA 
f(A) 

Ai 

A vd = 0.026349 

1 
3 

F b” n.s.0 ,(t> D g,,(t) 
G(t) := w??m.w.. 

1 F” 
3.J 

k-h3 *To 

Ava1.3.n2.F, 
= 1.23543.10-3 

3 

F & 

T( 60) = 295.325 K T(60) - 273.15K =22.175 K 

T(63) =291.29 K x = 0.937 

I 150 Failure as defined by S&W at 15% area fraction of 

G(t).2629800.lO*secdt =0.02618 
decohesion occurs at 0.026 

60 
Failure predicted with an initial temperature of 56C 
(x=1.043 
if not using recovery factor) 

Failure predicted with an initial temperature of 22C 
(x=0.937 
using recovery factor) 

multiplied by a factor of 10 to account for recovery factor for low initial temperatures 
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Mathcad Document for LLNL + Herzig most/least 
conservative 

a := .8727*rad 

F b := r&(a)* 

k := 1.38. lo-23.!$ 

0 I- 3 37G10-29*m3 I- . 

R := 8.3&tfk 
K* mole 

Angle formed at juction of cavity and G.B. 

F” := y* ( 2 - 3.cos(a) + cos(a)3 > 

Boltzmann’s Constant 

Atomic Volume by PNNL -- LLNL 
suggested a value of 2.312*10-29rn3 

Gas Constant 

Creep temperature 

T(t) := 2.09*103.t-0.282.K 

T(t) := if(t< 1000,2.09~103~~o~282~K,T(999.9)) 

PNNL temp profile 

t 2 := 40.. 1200 plotting, variable 

800 ,r 

600 / - 

200’ 
0 2.50 500 750 1000 1250 1500 

Defining a range of temperature profiles based on PNNL profile 
(changing the intial temp by changing the coefficient) 

T(t) := 2.0705~103+-‘282 .K T( 60) - 273 K = 379.584 K 

T l(t) := 2.403 103.t-.282.K T 1(60) - 273 K = 484.382 K 

if constant temp 

T(t) := 570.5 K T 1(t) := 658.K 
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6 a- 9 69. lo- %n *- . Grain Boundary Thickness (approximated by 3b) 

Grain boundary diffusion coefficients (based on Herzig and Vieregge) 

most conservative 
least conservative 

mole 

set D gbl(t) := 1-7’;o-*3.e- R’T1(t) ,$ 

Hoop stress in fuel cladding 

T(t) 0 ,(t) := loo. 106.Pa.-- 
VW 

T l(t) 
0 cl(t) := 100~106.Pa.- 

T 1(60) 

I := 10.10-6.m Cavity spacing as suggested by LLNL 

defining integration function G(t) 

3 

F b” fi’6’0 ,(t) D gb(t) 
G(t) := .d?-.-. 

3.n0.5 Fv kA3 #T(t) 

3 

Fb’ n.69 cl(t) D 
G 1(t) := .a!?-.-. . gbl(t) 

3.,“.5 Fv kA3 T 10) 

b := 3.2.10-“qn Burgers vector for zircaloy 

Tin := 2125.K Melting temperature for zircaloy 

T(t) 11.09 - 11.61~- 40’“~Pa 
Tin i 

Elastic modulus in temperature range of interest 
as suggested by Chin 
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The following exercise is only to verify that the damage level (integral of G(t)) should be 
0.026 after 15% area fraction of decohesion 

E(60).b 

“/ :=-TG-- 

y = ().&!!!!t 
m2 

27 r,(t) :=- 
0 ,(t> 

Free surface approximation 

Determining the critical cavity radius (initial cavity radius) 

r,(60) = 5.103.10-’ m 

r ,(6W2 
A i ;= - 

b2 
A i = 2.604’ 10m7 Determining an initial area fraction of decohesion 

l- 

f(A) := ‘.A- 

J- A .i.h 
2 

1 

- i* ( 

(1 -A) 

1 
A -- 
4 1 

A vd = 0.026 So the damage level that corresponds to 15% decohesion is 0.026 

I 60 540 G( t).2629800+ec dt = 0.02605 J 540 G 1 (t)*26298OO+ec dt = 0.02611 
60 

T(60) - 273 K = 297.5 K 
T,(60)-273K=385K 

Using the profile suggested by PNNL (power decay), the maximum temperature for the most 
conservative Herzig GB diffusion coefficient is 

Tmax=380C 

and the least conservative is 

Tmax=484C 
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