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Executive Summary

This document describes extensive experiments and modeling performed during the
late 1990s at Lawrence Livermore National Laboratory (LLNL) to characterize the
optical performance of flashlamp-pumped, Nd:glass amplifiers for the National Ignition

‘Facility (NIF). These analyses were undertaken to address three major aspects of

amplifier performance: gain and gain uniformity, prompt pump-induced wavefront
distortion, and long-term thermal wavefront recovery. The experiments consisted of
performance measurements made on the NIF prototype amplifier, a four-aperture-high x
two-aperture-wide multisegment amplifier with 40-cm-square apertures. This prototype
amplifier was nearly identical to the NIF amplifier design, with the same size flashlamps
and laser slabs, nearly the same reflector shapes, similar antireflective (AR) coatings on
the blastshields to improve pumping efficiency, and flowing gas to cool the flashlamps
and to accelerate thermal wavefront recovery after shots. The prototype amplifier was
tested as a one-, two-, and three-slab-long amplifier, so that the results could be
extrapolated to accurately predict the performance of the five- and eleven-slab-long NIF
amplifiers. Although the dimensions, internal positions, and shapes of the components in
the NIF production amplifiers will be slightly different from the prototype, these
differences were small, and our analyses suggest that only slight differences in
performance may be expected.

Table E.1 summarizes the NIF amplifier performance requirements and our
performance predictions. It also describes the basis for each prediction as well as
implications, caveats, and recommendations.

Our experiments and modeling predict that the NIF amplifiers will meet seven of
their twelve specific optical performance requirements. These seven requirements are
average gain coefficient, prompt pump-induced steering of the beam centroid, shot-to-
shot variations in pump-induced wavefront distortion, slab thermal distortion, slab
thermal-distortion drift one hour prior to shot, gas thermal distortions, and pump-induced
depolarization. The gain predictions presented in this report are based on 3-D ray-trace
modeling of the NIF prototype amplifier. Modeling of the NIF Title-II baseline design,
which is now underway, will be described in an addendum as soon as results become
available.

To date our analysis has not verified three of the twelve requirements. These three
requirements are drift of the beam centroid due to varying temperature gradients in the
laser slabs, mounting-stress-induced wavefront distortion, and mounting-induced
depolarization. The first of these three requirements appears to present littie performance
risk to the laser system and will be validated on the NIF first bundle. Mounting-stress-
induced wavefront distortion and depolarization pose significant potential risk to the laser
system, however. Measurements of mounting-stress-induced wavefront distortion and
depolarization using an engineering prototype slab holder were underway as this report
was being written. The results of these important tests were not available in time for
inclusion in this report, however.




Our analyses show that two of the twelve optical performance requirements, as
currently written, will not be met. These two requirements are gain uniformity and
prompt pump-induced wavefront distortion. The measure of gain uniformity used in the
NIF requirements is the peak-to-average ratio, Opear/<0t>. Our predicted value of 1.08 +
0.02 exceeds the NIF maximum allowed value of 1.05, when the flashlamps are fired at
20% of their single-shot explosion energy. However, the predicted average gain
coefficient was 5.23 %, exceeding the minimum 5 %/cm requirement by nearly 5%.
Since gain uniformity is strongly affected by amplified spontaneous emission, the
predicted peak-to-average ratio will be closer to meeting the requirement when flashlamp
energy is reduced to just meet the 5.0 %/cm requirement. We recommend that amplifier
and propagation modeling be undertaken to evaluate this case, as well as to study
tradeoffs between gain, gain uniformity, and input-fluence shapes, and that gain and gain-
uniformity requirements be revised for optimized system performance.

The predicted prompt pump-induced wavefront distortion of 5.5 +1 waves peak-to-
valley (P-V) is twice as great as its maximum 2.7-wave requirement. On the other hand,
the predicted slab thermal distortion of 0.4 + 0.25 waves is less than one-third its
maximum 2.2-wave requirement. The predicted prompt and slab thermal distortions
combined (in the worst case, 5.5 + 0.4 = 5.9 waves) is ~20% greater than the sum of the
prompt and slab thermal requirements (2.7 + 2.2 = 4.9 waves). The NIF’s wavefront-
correction system appears to have sufficient margin to correct for this modest increase in
overall distortion. We therefore plan to submit an Engineering Change Request to
rebalance the requirements for prompt and slab thermal distortions to be consistent with
our performance predictions.




Table E.1. Summary of NIF optical performance requirements and performance predictions.

valley (P-V} ratio of 8:1 to produce uniform output

fluence.

NIF's

Parameter Requirement Prediction Basis Implications Caveats Recommendation
Modeling was

3D ray-trace code

Average gain vall d:&ed by performed using Model performance using
> 5 {%icm) 5.2 £ 0.2 (%/cm) Requirement met AMPLAB's pump NIF pump cavity design (now

coefficient <o> AMPLAB cavity, rather than underway).

measurements NIF's

With larger gain variations, the input fluence

3D ray-trace code distribution must be tailored more strengly to Modeling was Use ray-trace and
Galn uniformity valid:hd by produce a uniform cutput fluence distribution. For [performed using propagation modeling to
|parameter < 1.05 1.08 + 0.02 AMPLAB example, in the limit of low-output fluence, the AMPLAB's pump evaluate gain vs gain
Clpaid <O measurements input fluence distribution must have a peak-to- cavity, rather than uniformity tradeoff as lamp

energy Is reduced.




Table E.1 (cont.). Summary of NIF optical performance requirements and performance predictions.

Parameter Reguirement Prediction Basis Implications Caveats Recommendation
Induced modef by using 3D
nduced model by using
Prompt pump- l‘t“I:Pthxl;olvable that code and adding UV and IR
Prompt pump- < 2.7 waves P-V induced model measurements were |>0Urces: Model AMPLAB
induced wavefront|of low-order 5.5 + 1.0 waves P-V [calibrated to Seo implications for slab thermal distortion below affected by flashlam mirror distortions. Use
distortion distortion AMPLAB Bumplng of P |model to evaluate feasiblity
measurements diagnostic mirrors of reducing prompt
wavefront distortion by
using adusted lamp energies
rr :m c';td pumdp_i t'\tMI: It_::gcelvahlo that
Prompt pump- nduced mode measurements were |Evaluate with improved
induced steering < 8 prad 4 prad calibrated to Requirement met P
of beam centrold AMPLAB :fl:fe:;?:gbgfﬂashlamp model for prompt distortion
measurements diagnostic mirrors
Modify 3D code to allow
Shot-to-shot
Shot-to-shot varlations Shot-to-shot energy ::r;eiznergles to be adjusted
uaity. Model prompt
varlation In measured on varlations for wavefront distortion with
prompt pump- <10% <10% diamond and X Requirement met flashlamps could be random shot-to-shot lamp
Induced wavefront configurations in greater on NIF due to energy variations, averagin
distortion AMPLAB give paraliel lamp circuit mu% over entlr; ging
upper limit multipassed beamline
< 0.05% per
Pump-induced Prompt pump-
slab, aporture <0.01% Requirement met None None
depolarization averaged induced model
I } i i | } } 1 ] ! ] i I
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Table E.1 (cont.). Summary of NIF optical performance requirements and performance predictions.
Parameter Requirement Prediction Basis implications Caveats Recommendation
Aftor 7 hours, predicted slab thermal distortion Is
< 2.2 waves P-V <30% of max allowed value and <15% as large as
of low-order Modeling gives predicted prompt pump-induced wavefront Adjust requirements to
Slab thermal distortion less g:‘ :u(:':,s waves after lower bounds, distortion. Sum of predicted prompt + thermal mlv;:gmmem predictions, after prompt
distortion than 7 hours 1540 ’r'wavos aftor AMPLAB distortion is 5.9 + 1.0 waves, 0-40% greator than and measurem emgs pump-induced distortion
after a shot {not a'hour; measurements the sum of the prompt + thermal max limits (2.2 + was not achieved action tems recommeded
to precluds 3 give upper bounds (2.7 = 4.9 waves). it appears this increase can be above have been carried out
hours} accomodated within the margin of the NIF
deformable mirror.
Thermal steering Evaluate experimentally on
of beam centroid < 8 prad None Not applicable Low risk None first bundle
~ 10% (of max
aliowed slab
Stad thermal
distortion) between 7
distortion drift AMLAB
<10% and 8 hours after Requirement met None Varify on first bundle
o::t hour prior to shot, ~20% between measurements
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< Sprad added | 0.9 + 0.4 urad added wavefront and
dw’:‘ once7 |beam divergence 7 mm' uremelnts Gas distortions not
Gas thermal h g ftor hours after shot; 3.3 |, o) modell.ng Requirement met measured using Verify focusabillity
distortions s:::s:ot to + 1.7 prad added and propagation ) chilled-gas cooling in|requirements on first bundie
preclude 3 heam divergence 3 | mo4eling. Cooling AMPLAB

hours after shot

hours after shot

with gas 1°C below
ambient.




Table E.1 (cont.). Summary of NIF optical performance requirements and performance predictions.

Parameter Requirement Prediction Basis Implications Caveats Recommendation
Mounting-strass- Perform wavefront
induced wavefront ;I:'t: waves per None Not applicable None None measurements using
distortion prototype slab holder
Mounting-stress- |< 0.05% per Perform depolarization
Induced slab, aperture None Not applicable None None measurements using
depolarization averaged prototype slab holder
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1.0 Optical Performance Requirements for the NIF
Amplifiers

The NIF amplifiers must provide sufficient gain and stored energy to meet
requirements for laser energy and power while adding minimal wavefront distortion to
‘the laser beams. Accordingly, there are formal requirements for aspects of amplifier
optical performance: gain, gain uniformity, prompt pump-induced wavefront distortion,
long-term thermal wavefront recovery, and depolarization. These requirements flow
down from the NIF functional requirements for beam energy, power, focusability, power
balance, pointing stability, and shot rate [1.1, 1.2, 1.3]. Propagation modeling has shown
that the current amplifier performance requirements are consistent with the NIF laser
meeting its performance requirements, provided other laser components perform as
required [1.4].

1.1 Formal requirements

The current requirements for the NIF amplifiers are described in the NIF Subsystem
Design Requirements, Rev D of section 3.2.1. [1.1] These requirements are:

¢ Average gain coefficient (3.2.1.1.1)—The average gain coefficient at line center
shall be greater than 5%/cm. The design shall not preclude future implementation of
multicolor operation at up to four separate 1@ wavelengths from 1.0523 — 1.0553
microns.

¢ Gain uniformity (3.2.1.1.2)—The beamline peak-to-average ratio for the small
signal-gain coefficient will be <1.05, in any aperture at the 20% explosion fraction
(nominal) pump rate.

¢ Prompt Pump-Induced Wavefront Distortion (3.2.1.1.3)—Amplifier pumping
processes shall not produce coherent pump-induced wavefront distortion that exceeds
the following values in normal multipass operation:

<0.0025 waves/slab per pass variation in optical path length across each aperture
(4 passes, peak-to-valley [P-V]) with a spatial frequency of 0.0-0.5 cycles.

<(.05 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 0.5-1.5 cycles.

<0.0125 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 1.5-12 cycles.

Horizontal or vertical steering of the beam centroid caused by pump-induced
distortions with a spatial frequency of less the 0.5 cycles shall be less than
8 urad for each aperture.




The shot-to-shot variation of the pump-induced wavefront distortion shall not
vary by more than +10%.

Recovery from Optical Distortion Due to Slab Residual Temperature
Differences (3.2.1.1.5.1)—1In less than 7 hours (not to preclude <3 hours} after each

shot, the coherent wavefront distortion caused by a temperature difference in an
amnlifiar glah chall not exceed the followine limits:

Quiipliiltivig SiGC Ouilil 13V Vitwwwie Wi LSSIEN VY Sils SL4LLi8%F.

<0.0025 waves/slab per pass variation in optical path length across each aperture
(4 passes, P-V) with a spatial frequency of 0.0-0.5 cycles.

<+0.04 waves/slab per pass (P-V) variation in the optical path length across each
aperture with a spatial frequency of 0.5-1.5 cycles.

<0.0125 waves/slab per pass variation in optical pat} len‘,"h. across each aperture
(4 passes, P-V) with a spatial frequency of 1.5-12 cycles

Horizontal or vertical st eering of the beam centroid caused by slab distortions
with a spatial frequency of less the 0.5 cycles shall be less than 8 prad for

each aperture.

The wavefront distortions specified above shall not drift more than +10%/hr for a

}J\vlluu LY ¥ LV u-r p AO 04a tht
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Recovery from Optical Distortion Due to Cavity Gas (3.2.1.1.5.2)—Optical
distortion is caused by refractive index and temperature variations in the gas that is
convectively heated by pump cavity parts after a shot. In less than seven hours after
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each shot, thlS uncorrectable beam dlvergence with spatial scale lengths of 2-20
cycles shall add less than 5 microradians to the full angle, enclosing 80% of the beam
energy, 1.05 pum. The system design should not preciude achieving this requirement

This additional uncorrectable beam divergence is the cumulative effect of
divergence from both amplifier (main and power) in a beamline.

The beam divergence allocation is in addition to all other sources of beam
divergence.

Depolarization—Pump-Induced and
pum

ump-induced depolarization shall be <0.05% apertur av eraged per sla'b.-

The stress-induced depolarization shall be limited to <0.05% aperture averaged

ner slah
¥

Wik wralate




¢ Wavefront Distortion Induced by Mounting Stresses (3.2.1.1.10)—The mounting

of the slab in its holder shall introduce no more than * 0.1 wave of distortion. This
allowance is indenendent of fabrication allowances for the laser slah
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The rate of change of the distortion shall be less than 0.2 waves/cm.

1.2 Working requirements

'nfnrﬁn

1 ™ aro
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The formal requirements for wavefront d

different spatial-frequency ranges. In practice, the NIF amplifier designers use simplifie
requirements that are approximately equivalent. These are:

. .
omplex, with specifie
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amplifier chain shall be less than 2.7 waves, peak-to-valley.
2. The slab thermal distortion produced by a multipassed NIF laser chain shall be less
than 2.2 waves, peak-to-valley.

3. Both the nromnt numn-induced distortion and slab thermal distortion shall he

. AFVIRAL ViAW AANRALLSS LS WRAAALS AL LW W WELORWLL LAVEE AW DI RAIWw LiiGl \.u-:u ARV JIIGMLL U
sufficiently low order so as to be largely correctable with the NIF deformable mirror
system.
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2. NIF Amplifier Design

The major laser component in the NIF will be the flashlamp-pumped Nd:glass
amplifiers, which must provide sufficient gain and stored energy to meet requirements for
laser energy and power while adding minimal wavefront distortion to the laser beams.
The NIF amplifiers differ from those used in previous ICF laser systems mainly in their
overall scale and packaging. Figure 2.1 shows a two-slab-long, 4 X 2 NIF amplifier
module, where the n X m designation denotes the number (height x width) of parallel
amplifying channels or beam apertures that are combined. Each 4 x 2 beam bundle uses
an eleven-slab-long main amplifier that the beam passes four times, and a five-slab-long
power amplifier that the beam passes twice. The NIF amplifiers use 40-cm-square
apertures, which are near the practical size limit imposed by laser-slab fabrication
techniques. Large aperture size reduces system costs by reducing the number of laser
beams needed to produce the required energy on target. Previously, the largest amplifiers
constructed ;were the 2 x 2 Beamlet amplifiers, which combined only four 40-cm-square
apertures [2.1].

Plenums supply cooling gas

and electricity
to flashlamps

Flashiamps ,

4.3-cm bore x 180-cm arc length
34 kJ electrical energy/ flashlamp
100 Tom Xe gas fill

7680 used in system

. Laser slabs
41cmx46 cmx 81 cm
4.2 x 10 Nd** ions/cm®
3072 used in system

" 8flashlamps per central array

6 flashlamps per side array

Figure 2.1. A two-slab-long, 4 x 2 NIF amplifier module.

Amplifiers with combined beams were first proposed by LLNL in 1978 as a way to
reduce the cost of MJ-class fusion laser systems [2.2]. Combining beams in a single
enclosure reduces costs in three ways: 1) by making amplifiers more compact, thereby
reducing the size and cost of the building; 2) by increasing pumping efficiency, thereby
reducing the size and cost of the power-conditioning system and enhancing the stored
energy density; and 3) by reducing the total number of amplifier parts. The NIF design
achieves considerable cost savings by making the NIF amplifiers larger than the Beamlet
amplifiers. Similar amplifiers will be used in the Laser Megajoule (LMJ), a 240-beam
laser system now being developed and designed by the French Commissariat a I’Energie
Atomique (CEA).
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2.1 Pump cavity

The NIF amplifiers provide optical gain at the 1.053-um wavelength by using
neodymium-doped, phosphate glass, rectangular laser slabs oriented at Brewster’s angle
with respect to the beam, to eliminate reflection losses. The slabs have absorbing glass
edge claddings to prevent internal parasitic laser oscillation. Each slab holder supports
four slabs, one stacked above the other. The central flashlamp cassettes pump slabs in
both directions, while the side flashlamp cassettes with large silver reflectors pump slabs
in one direction. Glass blastshields, placed between the flashlamps and the laser slabs,
serve three purposes: (1) they prevent acoustic waves generated by the flashlamps from
propagating into the beam path and causing wavefront distortion, (2) they provide a
contamination barrier between the flashlamp cavity and the critical slab cavity, and (3)
they form one wall of the channel used for flowing cooling gas around the flashlamps.
Figure 2.2 shows a plan view of a NIF amplifier slab column illustrating the arrangement
of the slabs, flashlamps, blastshields, and reflectors.

The NIF amplifier design is characterized by a number of important features. The
4.3-cm bore X 180-cm arc length flashlamps are energized by an electrical pulse with a
duration of 360 s. The neodymium ions in the laser slabs are optically excited by the
flashlamp light to produce a peak gain coefficient of about 5.0%/cm, averaged through all
slabs in the chain. The transverse gain uniformity is determined by the distribution of
flashlamp light across the slab and by the effect of amplified spontaneous emission
(ASE). In large slabs such as the NIF’s, which measure 4.1 cm % 45.8 cm x 80.9 cm,
ASE preferentiaily depleies the gain near the siab’s ends because this position has the
longest path length for internal amplification [2.1, 2.3, 2.4]. The peak-to-average ratio for
the gain coefficient, evaluated across the chain aperture, is = 1,08. Pump-induced
wavefront distortion can occur from disk bending produced by prompt heating of the
laser slab by flashlamp light, which is imbalanced from one side of the slab to the other.
The total prompt pump-induced wavefront distortion produced by the entire amplifier
chain is specified to be less than six waves, so that the distortions can be corrected with a
deformable mirror provided in each NIF laser chain.
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Sideflashlampcassette

Ar- Coated flector

b, Blastshield
e

Central
flashlamp
cassette

Figure 2.2. Plan view of the NIF amplifier pump cavity.

The NIF amplifiers use several features to increase efficiency. The side flashlamp
arrays use silver reflectors with involute-shaped reflectors, designed to reflect flashlamp
light toward the laser slabs while returning little flashlamp light back to the absorbing
flashlamp plasma. Compared with flat reflectors, the involute-shaped reflectors reduce
the flashlamp electrical energy required to meet the gain requirement by ~12%, overall
[2.5]. Additional reductions in flashlamp electrical energy are achieved by using sol-gel
AR coatings on both sides of the blastshields (~10%) and by preionizing the flashlamps
with weak electrical pulses delivered several hundred microseconds before the main
pulse (~10%). Preionization causes the flashlamp arc to develop more uniformly and
increases the electrical-to-optical conversion efficiency of the flashlamp plasma. Overall,
the predicted storage efficiency of the NIF amplifiers is 3.8%, which is significantly
higher than in previous ICF lasers (3.0% and 1.8% for the Beamlet and Nova amplifiers,
respectively) [2.1]. Storage efficiency is defined as the total extractable energy stored in
the laser slabs divided by the electrical energy delivered to the flashlamps. The NIF pump
cavity design also uses skewed diamond-shaped reflectors in the central flashlamp arrays,
which improve gain uniformity by directing flashlamp light to specified regions of the
laser slabs.

2.2 Thermal management

Waste pump heat causes residual thermal wavefront distortions that persist for many
hours after each shot. A principal cause of the distortions is thermal gradients in the laser
slabs set up by differences between the heating and cooling rates of the laser slab and its
edge cladding. Additional distortion is caused by convection currents set up by
temperature differences between laser slabs, blastshields, and reflectors. The slab
distortions tend to be slowly varying, low-order distortions that are largely correctable
with a deformable mirror. Gas distortions, however, have high spatial frequencies and are
more rapidly varying, making them difficult to correct.
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To accelerate the thermal recovery rate, the NIF flashlamps will be actively cooled by
flowing gas. Flashlamp cooling is effective since some 60% of the pump waste heat
resides in the flashlamp envelopes immediately after a shot. Although water cooling has
been successfully used to accelerate the shot rate of the Omega Laser at the University of
Rochester [2.6], gas cooling was chosen for the NIF to eliminate water-jacket tubes and
to leave more room for efficiency-enhancing reflectors. The NIF flashlamp cooling
system will provide gas flow rates of up to 20 cubic feet per minute per flashlamp, with
the gas flow direction alternating between flashlamp cassettes as shown in Figure 2.3.
The inlet temperature of the cooling gas will be controlled over a +5°C range centered
about the ambient temperature with +0.3°C accuracy.

The thermal wavefront distortion in the laser slabs is specified to be less than 2.2
waves, and the gas distortions are specified to add less than 5Surad to the full beam
divergence. Flowing room-temperature gas over the flashlamps is expected to achieve
these conditions in less than seven hours after each shot. With a one-hour period set aside
for beam realignment after the amplifiers have thermally recovered, we expect to achieve
an eight-hour period between laser shots. More rapid thermal recovery of the amplifiers
appears feasible by slightly chilling the flashlamp cooling gas, however.
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Flashlamps
Figure 2.3, By alternating the direction of cooling-gas flow through the flashlamp cassettes, cooling-

gas connections can be made at the top of the amplifier, which simplifies the amplifier mechanical
design.
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2.3 Mechanical design

The large scale of the NIF amplifiers requires new mechanical designs that allow
convenient assembly and maintenance. Accordingly, the NIF amplifiers use a modular
design in which the most critical components, including the flashlamps, laser slabs, and
reflectors, are mounted in line-replaceable units or cassettes that can be readily inserted
or removed without disturbing their neighbors [2.7] (see Figure 2.4).

Installation and removal of flashlamp cassettes and four-high slab cassettes are
accomplished by using sealed maintenance carts that access the bottom of the amplifiers.
The cassettes are inserted and removed from their enclosure, called the frame assembly
unit, which is supported by top plates mounted to an overhead support structure.
Plenums distribute electricity and cooling gas to the flashlamps from the top through
holes in the top plate.

Assembly of these amplifiers begins in an off-line cleanroom, where the frame
assembly units are cleaned and the top plates and blastshields with AR coatings are
installed. A flashlamp-light-resistant polymer is used to bond the blastshields to a metal
frame, and silicone inflatable seals are used to seal the metal frame to the inside of the
frame assembly unit. These seals reduce leak rates between the flashlamp cavity and the
slab cavity. After the blastshields have been installed, frame assembly units are bolted
together to form five- and eleven-slab-long units that are transported to the laser bay
where they are mounted to an overhead support structure by their top plates.

Plenums

Top plates

Frame Assembly
Units
Blastshields

Side flashlamp
Cassette

Slab Cassette

Central
Fiashlamp
Cassette

Figure 2.4. The NIF amplifiers use a modular design.
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The laser slabs, reflectors, and metal parts that comprise the slab cassettes are spray-
cleaned and assembled in an elevated, class-100 clean room. High cleanliness levels must
be maintained, since small particles resting on the laser slabs cause damage when heated
by flashlamp and laser light. Current specifications call for the laser slabs and metal
surfaces to be maintained at cleanliness levels of 50 and 100, respectively, which
correspond to particle-size distributions in which there are only one 50- or 100-micron
particle per square foot of surface area, respectively [2.8]. Following assembly, the slab
cassettes are lowered into a specialized clean cart. Once the cart has been moved to the
laser bay, it docks to the bottom of a frame assembly unit and establishes a hermetic seal
to maintain cleanliness. After the top cover of the cart and the bottom cover of the frame
assembly unit have been pressed together to trap residual particles, the cover pair is
moved to the side to open a passageway for the slab cassette to be raised into the frame
assembly unit. Rollers mounted in the corners of the cassette guide the cassette during
insertion and prevent metal-on-metal rubbing, which would generate particles. A fail-safe
mechanism in the cart activates latches that hold the slab cassette in place. Slab cassettes
can be removed for occasional refurbishment by reversing this installation process.
Figure 2.5 shows a prototype slab cassette cart, which has successfully completed some
50 slab-cassette transfers in our laboratory. Similar carts will be used to install and
remove the NIF flashlamp cassettes and blastshields.

Figure 2.5. Our prototype slab cassette cart shown inserting a slab cassette into the NIF prototype
amplifier.
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3. Description of NIF Prototype Amplifier and Experiments

3.1 Description of prototype amplifier and comparison with the NIF
Title II baseline amplifier design

This section describes the NIF prototype amplifier that was built and tested in the
Amplifier Module Prototype Laboratory (AMPLAB) at LLNL during 1997-98. Because
the NIF design team used the prototype amplifier as the starting point for the NIF Title II
design described in the previous section, the two designs are very similar. Consequently,
this section emphasizes comparisons between the two designs while providing additional
details about the prototype.

Figure 3.1 shows plan views for the three-slab-long sections the NIF prototype
amplifier (AMPLAB) and the NIF Title II baseline design. Despite their similar
appearances, the two designs have slight differences in component dimensions and
relative positions, arising from decisions to improve the Title II design relative to the
prototype. The most significant differences are described below.
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(b) NIF Title 11 baseline design

Figure 3.1, Plan views for three-slab-long sections of (a) the NIF prototype amplifier (AMPLAB) and
{b) the NIF Tiile 11 baseline amplifier design. Dimensions are in mm.
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Overall, the NIF Title II design is less compact than the NIF prototype amplifier. The
Title II design uses 5-mm insertion clearances between the slab cassettes and the frame
assembly units, while the prototype amplifier used 3-mm insertion clearances. Larger
insertion clearances reduce the risk of the slab cassette rubbing against the frame
assembly unit during insertion and allow fabrication tolerances to be relaxed to reduce
costs. The Title II design also uses 10-mm-thick blastshields, while the prototype uses
6-mm-thick blastshields. Thicker blastshields are used in the Title II design to reduce
fracture risk, as the blastshields must hold off a pressure difference between the slab
cavity and the flashlamp cavity when turbulent gas is used to coo!l the flashlamps. The
Title II design uses two- and three-slab-long frame assembly units, while the prototype
design uses only one-slab-long frame assembly units. Consequently, the separation
between slab centers in the direction of the beam alternates between 801,75 ¢cm and 770
cm in the Title IT design, while this separation was fixed at 774.7 ¢cm in the prototype
amplifier. Relative to the prototype amplifier, the Title Il design has a 1.8-cm greater
average separation between the flashlamps and the laser-slab center in the horizontal
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slabs in the direction parallel to the beam.

In the Title II design, flat silver reflectors that are coplanar with the large triangular
reflectors in the top and bottom of the pump cavity are installed in the gaps between
* adjacent frame assembly units. The prototype amplifier had no such reflectors, and
presumably most of the light falling in the gaps was lost after falling on low-reflectance
aluminum or getting trapped under the large triangular reflectors. The Title II design also
has similar although smaller gaps between slab cassettes within each frame assembly unit
that are not currently covered by reflectors, however Overall, the total area of the holes
and slots through which light is lost is 4300 cm? in the Title Il design, compared with
3720 cm? in the prototype amplifier. Gain modeling treating the pump cavity as a
hohlraum shows this difference in total hole area and gives the Title II design a ~1.6%
greater average gain coefficient than the prototype amplifier, other factors being equal

[3.1].

In the Title II design, the flashlamps are centered in the central and side flashlamp
arrays. In the prototype amplifier, the flashlamps are offset in the direction of the beam
by ~1 cm. Centering the flashlamps eliminates the need to design and manufacture two
mirror-image variants of side flashlamp cassettes and top-hat plenums, allowing one
design to be used for each of these parts. The top-hat plenums are affected because they
provide the quick-disconnect high-voltage connections to the flashlamp cassettes. Ray-
trace modeling shows the 1-cm shift causes only slight effects on gain and gain
uniformity [3.2].

Whereas the slab masks in the prototype amplifier were ~1/16-in.-thick textured
stainless steel, the slab masks in the Title II design are 1-cm-thick aluminum with
tapering to reduce slab shadowing (see Figure 3.2). The purpose of the thicker masks in
the Title IT design is to reduce the risk of point-loading the corners of the slabs, a problem
that became apparent during the prototype-amplifier tests. The Title II masks are bare,
machined aluminum, while the prototype amplifier masks were silvered. Three-
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dimensional (3D) ray-trace code calculations are planned to determine the effect of the
mask differences on optical performance.

Figure 3.2. The slab masks in the NIF baseline design are ~1 cm thick, with triangular cross sections
for the top, bottom, and sides to reduce the shadowing of flashlamp light by the masks. The baseline
design reduces costs by using masks of bare aluminum without silver.

The largest and most important reflectors in the amplifiers are the reflectors in the
flashlamp cassettes and the triangular-shaped reflectors in the top and bottom of the slab
cavity. The Title IT design uses protectively coated silver for these reflectors, while the
prototype amplifier used bare electrochemically deposited silver.

The least important reflectors in the amplifiers are the reflectors that have a small
surface area and which reflect only a small fraction of the pump light arriving at the laser
slabs. All such reflectors used electrochemically deposited silver in the prototype
amplifier. However, the Title II design uses lower-reflectance surfaces to reduce costs.
For example, the “clamshell” reflectors at the top and bottom of the flashlamp cassettes
use Everbrite 88, an anodized aluminum surface that has a stable average reflectance of
about 80%, averaged over the 400- to 1000-mm neodymium pump bands. Also, as
described above, the slab masks have uncoated, machined-aluminum surfaces. Modeling
is planned to determine the effect of these cost-saving compromises.

Reflectance measurements performed on reflectors removed from the prototype
amplifier showed evidence of significant tarnishing. Measurements made near normal
incidence at 670 nm with a hand-held reflectometer showed 89-93% reflectance,
compared with 96-97% reflectance for fresh electrochemically-deposited silver.

19



The Title II design uses Schott B-270 blastshields with improved, two-layer, sol-gel
antireflective coatings, while the prototype amplifier used Pilkington SW float glass
blastshields with single-layer sol-gel antireflective coatings. Figure 3.3 shows trans-
mission measurements made on small samples that are representative of the blastshields
used in the Title II and prototype amplifier designs. Initially, the average transmission of
the Title-II-type sample was about 3% greater than the prototype amplifier-type sample.
However, after 5000 shots, the Title-II-type sample had about 3% lower average
transmission than the prototype-amplifier-type sample. As the prototype amplifier
blastshields received fewer than 500 shots during the amplifier testing, it seems likely
that the blastshield transmission remained close to the initial values throughout the tests.
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Figure 3.3. Measured normal-incidence transmission for a single-layer sol-gel, AR coating on 6-mm-
thick SW float glass, representative of the NIF prototype amplifier blastshields; and a two-layer sol-
gel, AR coating on 10-mm-thick B-270 glass, representative of the NIF baseline design. Exposure to

5000 flashlamp shots reduced the average transmission of the latter by about 6%. Measurement
uncertainties are ~+1%.

Both the Title II and the prototype amplifier designs use diamond-shaped reflectors
between the flashlamps in the central array to reduce lamp-to-lamp transfer and to
increase pumping efficiency. The diamond-shaped-reflector surfaces were constructed
from chords connecting points on an ellipse, with foci at the centerline of the flashlamp
and a target point on the slab. Modeling shows that replacing sections of the ellipse with
straight chords to reduce fabrication costs has only a small effect on the pump
distribution [3.3].

Both the Title II and prototype amplifier designs use side-array reflectors with
surfaces defined by both ellipses and involutes. The regions of the reflector that had
direct line of sight to specific target points on the slab were ellipses, constructed using the
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centerline of the flashlamp and a target point on the slab as foci. The regions of the side-
array reflector without a direct line of sight to the target point were involutes, which
improve pumping efficiency by reflecting flashlamp light in the general direction of the
slab without passing through the absorbing flashlamp plasma. Figures 5.21 and 5.22, in
the section on Prompt Pump-Induced Wavefront Measurements and Modeling, show plan
views of the prototype and Title II designs, respectively, with lines drawn indicating
locations of target points on the slabs.

The Title II and prototype amplifier designs used similar slab dimensions and
pumped-area dimensions, as shown in Table 3.1.

Table 3.1. Title IT and prototype amplifier slab and pumped-area dimensions.

thickness Twidth
(mm) (mm) (mm) (mm) (mm)
NIF prototype
amplifier (LLNL |808.85 457.47 40.0 +0.0/ | 773.11
slabs) + 0.5 + 0.5 -1.0 + 0.25 400 + 0.25
NIF prototype
amplifier (CEA 808.00 458.00 773.11
slabs) + 0.5 + 0.5 40.0 + 0.2 |+ 0.25 400 + 0.25
NIF baseline 808.50 458.00 41.0 764.11
Ldesign +0/-1.0 +0/-1.0 +0/-1.0 |+ 0.05 401 + 0.05

3.2 Large-aperture diagnostic system (LADS)

3.2.1 Overview

We and our colleagues from the French CEA designed and built an optical diagnostic
system to perform time-resolved gain and wavefront measurements over the entire
aperture of our prototype amplifier. Measurements were performed using a pulsed,
injection seeded, single-longitudinal mode, Nd: YLF probe laser operating at 1.053 Km.
This laser produced 40-mJ, 20-ns-long pulses at a repetition rate of 13 Hz. The probe-
laser beam was expanded and image relayed by a series of telescopes. After passing
through the amplifier once, the beam was reflected by a mirror, then passed back through
the amplifier and telescopes a second time. After returning from the amplifier, a beam
splitter reflected a portion of the beam to scientific-grade charged coupled device (CCD)
cameras for gain and wavefront measurements. Figure 3.4 shows a schematic diagram of
our equipment.

Amplifier gain distributions were determined by calculating the ratio of the images
produced by two CCD cameras (GR and GP in Figure 3.4) that recorded the laser beam
intensity distribution before and after the beam passed through the amplifier. Measured
background contributions from the flashlamp light and amplified spontaneous emission
were subtracted from the gain camera image. A correction factor for passive transmission
losses was determined by firing the probe laser without firing the amplifier flashlamps.
Cross hair images were used to ensure proper registration of the gain and reference
camera images.
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Amplifiers

Interferometer

Figure 3.4, Large-aperture diagnostic system schematic.

Wavefront distributions were generated using a modified Twyman-Green
interferometer. The reference beam was generated by injecting a sample of the probe
beam into a ~25-m-long single-mode optical fiber (FR) cut so that its optical length
approximately matched the probe-laser path length. To increase the fringe contrast ratio,
a half-wave plate and a polarizer were used to attenuate the probe laser to match the
intensity of the reference beam. Two cameras were used to record interferograms on
successive pulses of the 13-Hz probe laser. Wavefront distributions were calculated from
the interferograms by performing a discrete Fourier transform on the raw CCD cameras,
extracting the phase information from a predetermined region of the Fourier spectrum,
relocating the extracted signal to the origin, and performing an inverse Fourier transform.
Prompt pump-induced wavefront distortion was determined by subtracting the wavefront
measured at the time of peak gain from the wavefront measured 75 ms earlier. The
calibration of the interferometer was checked by measuring the wavefront with and
without a known lens inserted in the beam path. From this check, we estimate the
accuracy for relative wavefront measurements to be + 0.02 waves rms.

The remainder of this section provides more detailed information about the hardware
and design of the LADS system. For descriptions of analysis techniques and -
measurement results, the reader is referred to Section 4 for gain data, to Section 5 for
prompt pump-induced wavefront data, and to Section 6 for thermal recovery data.

3.2.2 Detailed descriptions

Probe laser

The pulsed probe laser was built by Quantel for the French CEA. This probe laser
used two flashlamp-pumped Nd: YLF rods, one for an oscillator and one for an amplifier.
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The flashlamps and pump cavities were water cooled to enable continual 13-Hz
operation. TEMg, transverse-mode operation was obtained by placing a round aperture in
the oscillator cavity and by using diffuse reflectors in the flashiamp cavities to achieve a
uniform pumping of the laser rods. Single-frequency operation was achieved by seeding
the oscillator with the output from a diode-pumped Nd:YLF microlaser with an internal
Fabry-Perot etalon. The laser oscillator was Q-switched with a Pockels cell and an
intracavity polarizer. To ensure single-longitudinal-mode operation, a closed feedback
loop tuned the oscillator cavity length for minimum pulse build-up time by adjusting the
oscillator cavity length with a piezo-electric actuator on the back-mirror. A second
Pockels cell switch and polarizer combination at the output was used to reject the off-
wavelength hole burning after pulse. Table 3.2 gives measured performance parameters
and a brief description of the measurement method.

Table 3.2. Performance characteristics of the custom-made Quantel pulsed Nd:YLF laser.

Performance characteristic Value Measurement method or tool

Average output energy 40 to 80 m] Calorimeter

Pulselength 17 to 25 ns Fast photodiode/ oscilloscope

Beam diameter 3.6 mmat1/e? Spiricon beamn analyzer
intensity points

Beam divergence Diffraction limited Spiricon beam analyzer

Pointing stability + 15 prad at the Spiricon beam analyzer
output of laser
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output energy

Output fluence distribution (Gaussian Spiricon beamn analyzer

Wavelength 1.053 um By Quantel

Beam expansion and image relaying

Referring to Figure 3.4, a series of four telescopes magnified the 3.6-mm-diam probe
laser beam produced by the Quantel laser by a factor of 240 before the beam was double
passed through the prototype amplifier. Telescope TO was a Newtonian telescope with 2x
magnification, which relayed an image of the probe laser beam waist to the principal
object plane (POP). Cross hairs, apertures, and reticles were inserted at the POP to aid
alignment. Telescope T1 was a Galilean telescope with 6x magnification, which relayed
the image from the POP to beamsplitter B2 as well as to the reference gain camera, GR.
T2, a Galilean telescope, and T3, a Newtonian telescope, had 5.38x and 3.5x
magnification, respectively, and together relayed the image from beamsplitter B2 to
mirror M1. Telescope T2 was on a linear translation stage so that the image plane at
beamsplitter B2 could be relayed to mirror M1 regardless of which of the eight amplifier
apertures was being probed. Depending on the aperture, the optical path length from
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beamsplitter B2 to mirror M1 varied from 24 to 30 m. The probe beam, which had a
Gaussian intensity distribution, overfilled the 40-cm-square amplifier aperture and was
clipped at ~50% of the peak intensity at the middle of the edges and at ~25% of the peak
intensity at the comers.

After passing through the prototype ampliﬁer once, the beam was reflected by mirror
M1 and passed through the prototype amplifier a second time. Telescopes T3 and T2 de-
magnified the beam and relayed the image back to beamsplitter B2. In turn, the image at
B2 was relayed to the gain camera, GP, by diagnostic telescope DT1; to the two
interferometer cameras, 0 and @1, by diagnostic telescope DT2; and to the Hartmann
sensor, H, by diagnostic telescope DT3. Both DT1 and DT?2 had unity magnification,
while telescope DT3 had 2.5x demagnification.

To avoid air breakdown, telescopes T1 and T2 were vacuum telescopes. To reduce
contributions to the camera-image signais by flashiamp light and amplified spontaneous
emission (ASE) from the amplifier, a pinhole filter with a diameter of ~100 times the
diffraction-limited spot size was inserted in T2. This filter limited the spatial resolution of
the gain and wavefront measurements to ~4mm in the plane of the amplifier.

Beam propagation calculations were performed with Super-Oslo to design the
aspheric lenses used in the telescopes. The calculations showed that the lenses would add
less than three waves of static distortion to the beam.

Large turning mirrors and their mounts

The four largest turning mirrors, M1, M2, M3, and M4, deserve special attention due
to their potential for affecting probe-beam wavefront and pointing stability. Mirrors M2
and M3 were oriented at 45° with respect to horizontal, and both mirrors were affected by
gravity sag. Since mirror M2 faced upwards while M3 faced downwards, each mirror’s
sag was partially compensated for by the sag of the other. This compensation was
imperfect, however, as the tilt angles of M2 and M3 were orthogonal in the horizontal
plane (see Figure 3.4). Calculations showed the combined gravity sag of the two double-
passed mirrors would produce ~3 waves of mostly astigmatic distortion, which accounts
for most of the measured static wavefront distortion in the LADS system. To reduce
gravity sag, 10-cm-thick substrates were used for the 45-degree mirrors, while an 8-cm-
thick substrate was used for the vertically oriented, normal-incidence mirror M1, All four
mirror surfaces had a finishing error reguirement of less than one-sixth wave distortion
peak-to-valley, while the reflectance at the operating angles was required to be >99% at

V¥

1.053 pm.

Figure 3.5 shows the mirror mount for M3. Similar rotating mounts were used to
support the other three large mirrors. The tilt angle was adjusted using a stepping motor.
The mirror mounts were boited to linear translation stages, which in turn were bolted to
the mirror tower enclosures. The translation stages for M2 and M3 had large enough
range so that any one of the eight prototype amplifier apertures could be accessed by the
probe beam.
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Figure 3.5. Mirror mount used to support mirror M3.

The mecnamcal stability of the mirrors and their mounts was especially important,
since demagnification of the beam by the telescopes caused beam pomtmg variations
generated by the large mirror vibrations to be 20 times larger at the gain and wavefront
cameras. The mirror-tower enclosure, translation stages, and mirror mounts were
designed using finite-element analysis, which showed that each mirror would meet its
requirement of adding < 2 prad of beam steering due to random vibrations. This analysis
used driving terms estimated from vibration spectra measured in AMPLAB.

Gain cameras and images
A major objective of our amphﬁer development effort is to develop accurate models

for predicting the average gain coefficient and gain distributions produced by the NIF
amplifiers. Due to the similarity of the AMPILAB prototype amplifier to the NIF

amplifiers (see Sections 2 and 4), measured gain distributions could themselves serve as
predictors for NIF amplifier performance. Accordingly, we set out to measure the ga'_n
coefficients of the AMPLAB prototype amplifier with an accuracy and precision of +1%.

This level of uncertainty in the data was Judged appropriate for both deriving NIF
predictions from AMPLAB data and the benchrnarkmg of our codes.

At the outset, the error associated with the
could be separated into two basic components:
instrumental noise component was tractable and i
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and flashlamp light and, (3) the amplifier gain being measured. The error engendered by
. these physical measurement limits propagates through the mathematical operations for

comnuting the gain coefficient from several images. At the end of our instrumeantal e
tl B b B 4 Rb bllw Wil UL VUL Z4I0WL LI.I..LLULLLCIJ- UlLUl

ana1y31s (not mcludmg beam quality error), a sunple formula for the intrinsic relative
error € in the gain coefficient was derived,
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where, 0 is the shot noise component, G is the large gain, x is the measured (optical)
signal to background ratio; Pasg and Pgr are signal contributions from amplified-
spontaneous emission and flashlamp optical background signals, respectively; and Io is
the probe laser input signal. The interaction of these parameters originally dictated our
selection of LADS components critical to minimizing the measurement error. We
selected the pinhole in T2 and the laser energy to minimize the quantity inside the square
root in formula (3.1) Of course, the pinhole in T2 limited the amount of optical
background (estimated from first principles) reaching the gain CCD (GP in Figure 3.4)
but it also limited the spatial resolution. A spatial resolution of 4 mm was considered
sufficient for our purposes; thus a pinhole 100 times the diffraction limit was selected for
telescope T2. The optical background amounted to about 0.1% to 0.4% of the signal
levels depending on the gain being measured and the position in the aperture. In the limit
of large I (i.e., a strong probe laser relative to the optical background), € is given by the
ratio of the shot noise 3 to the natural log of the amplifier gain measured. Using the
expected value for the amplifier gain, we chose the CCD electron wells to be as deep as
the state of the art allowed (350,000 electrons per pixel). The relative shot noise error (6)
was about 1 part in 500 for pixels near the center of the image (where the electron wells
nearly saturated) and it varied to 1 part in 250 at the corner of the images where the
intensity was about 1/4 that at the center. Because the extent of each pixel corresponded
to about 0.4 mm of the amplifier aperture, further reductions in this intrinsic error were
obtained by numerically collecting 10 x 10-pixel regions without impacting the spatial
resolution. The shot noise error calculated when the 10 x10 “bins” were used resulted
then in a 3 of | part in 1500 at the center and 1 part in 750 at the corners of the aperture,

Gain calibration

As a check of the gain measurement, calibrated neutral density filters (NDFs) were
inserted in the probe beam path. The NDFs were selected to approximately match the
inverse of the gain levels being measured so that the signal levels in the CCDs were
similar to those observed during the gain measurements. The calibration of the NDFs
was done using pyroelectric detectors used for bulk gain measurements (not shown in
Figure 3.4 but in positions equivalent to the gain cameras GR and GP). The manuals for
these pyroelectric detectors specified an error of 0.1% for a single-pulse measurement.
The average of 100 laser pulses was used to calibrate the NDF filters. The measurement
of the ND filters using the CCD gain cameras agreed with the calibration measurements
to within 0.25%.
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Interferometer

[nterferometer measurements were carried out simultaneous to gain measurements.
Interference fringes were obtained by combining the probe beam’s near field image with
a nearly perfect reference wavefront derived from a polarization maintaining single mode
fiber. Two 1024 x 1024 scientific cameras situated at conjugate relay planes collected
the interference fringes. The two cameras could be triggered independently. We were
able to observe (after data processing) the wavefront change in consecutive laser pulses
spaced at integral multiples of 75 ms (the pulse-to-pulse spacing). Two components
contributed to wavefront errors in our NIF-prototype amplifiers: (1) a slowly changing
“material” component associated with temperature gradients in the slabs; and (2) a
rapidly changing, stochastic component associated with temperature gradients and
movement of the gas within the beam tubes and amplifiers assemblies.

For prompt wavefront distortion measurements, the wavefront measured 75 ms before
the time of peak gain was subtracted from the wavefront measured at the time of peak
gain. The 75-ms delay was found to be sufficiently small to “freeze” gas motion, and an
error of + 0.02 waves rms was typical. Phase error increased at longer delays, consistent
with gas motion effects. In thermal recovery experiments before and after a shot and at
regular (one-hour to three-hour) intervals, interferogram pairs were obtained with delays
between the two cameras of 0 seconds, 75 ms, 1 second, and 10 seconds. In addition, sets
of 20 interferograms spaced 10 seconds apart were collected. These sets of 20 were
averaged for better statistics, and the average was compared to its components to obtain
experimental P-V and rms measures. These numbers were found to correlate with
temperature and/or gas motion effects during thermal recovery. The rms and P-V were
also sensitive to external causes out of our control, for example diurnal cycles during hot
days and AMPLAB VIP tours that on occasion increased measurably the hot air in and
around the amplifier after the use of show and tell flood-lights!

Referring to Figure 3.4, the probe image at PIP was relayed to the modified Twyman-
Green interferometer by the one-to-one diagnostic telescope DT2. At the output of DT2,
a half-wave plate followed by a cube polarizer acted as an intensity control to balance the
probe laser signal with the much weaker reference signal that emerged from the output
end of fiber reference (FR). The probe image was combined with the reference
wavefront at the beam combiner (BC). The reference wavefront was produced as
follows: a coherent sample of the input beam was collected behind the turning mirror MO.
To avoid damaging the input face of the fiber FR, the energy of this sample was further
diminished with neutral density filters (not shown) to a level of ~20 WJ. A half wave
plate (not shown) was used to align the polarization to the input of fiber FR. A 20x
microscope objective focused the beam and overfilled the 6-um core of FR. An xyz
stage was used to locate the input end of FR at focus. The length of fiber FR was chosen
to provide the necessary delay corresponding to the probe beam time of flight to and from
the back mirror M1. The overlap in time of the arrival of reference and probe signals at
BC was verified (and the fiber length adjusted as necessary) with a fast photodiode. At
the output end of fiber FR, a 20-cm focal length lens was used to collect the single mode
beam that emerged. A shear plate was initially used to collimate the reference beam. A
half wave plate following the collimating lens was used to align the polarization to
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coincide with the probe beam polarization. A Glan-Thompson polarizer was
momentarily inserted for this purpose. The output energy of the fiber was found to be
adequate for the scientific cameras. The nonlinear interaction of the 20-ns, single-
lrcqucnby xascr pLuSE: WlL[llIl tﬂe L‘f-IIl-lUHg IlDGl' core 111111[6(1 the 01.1'[le[ of the noer The
input vs output characteristics were measured for a few input energies. The output of the
fiber did not scale linearly with the input (see Table 3.3). Based on the nonlinear

coefficients for fused silica, we estimated that stimulated Bruillion scattering and to a

lesser extent Raman scatterino limited the outnut, At an outnut of ~6 [N, T tha rafarancs
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fiber provided reliable, long-term operation.

Table 3.3. Input vs output characteristics for the 24-m-long reference fiber.

Input () Cutput (u])
5 28
10 4.5
' 20 6.3
30 7.3 {(damage after ~ days)
>30 Immediate damage

Calibration of the interferometer was verified by measuring the wavefront of a lens

with a known wavefront. This lens was inserted in the beam returning from the amplifier
at a nogition near beamsnlitter B2, The measured wavefront added bv the lens agreed to

e R i s e N Aaw LASRS I WRVDLI VLI B8 V) =i lia el B ~

w1th1n ~2 to 5% with independent measurements performed using a Zygo interferometer
(see Figure 3.6).
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Figure 3.6. Measurements of a lens by a commercial Zygo interferometer, a Hartmann-Shack
wavefront sensor and our modified Twyman-Green interferometer, were consistent within ~ 5%.

3.3 Test configurations

Various amplifier configurations were tested by inserting flashlamp cassettes and slab
cassettes into selected locations in the framework. For example, inserting slab cassettes
and flashlamp cassettes into the middle frame assembly unit, while leaving the two end
frame assembly units unoccupied, produced a two-slab-wide, one-slab-long “V”
amplifier configuration . Inserting slab cassettes and flashlamp cassettes into two adjacent
frame assembly units, while leaving the remaining end frame assembly unit unoccupied,
produced the two-slab-long “diamond” and “X* amplifier configurations. The “V”,
“diamond”, and “X” configurations are named for the shapes formed by the laser slabs
(see Figure 3.7).

Vv Diamond X 3 -slab - long

o0

00

Figure 3.7. We have tested several prototype amplifier in the diamond, X, and 3-slab-long
configurations.

Testing a 4 X 2, three-slab-long amplifier was problematic, however. For budgetary
reasons, the AMPLAB power-conditioning system was only large enough to drive a
maximum of 48 flashlamps, 12 less than the full complement of 60 flashlamps. To
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reduce costs further, only four side flashlamp cassettes, two fewer than the six needed to
outfit a full 4 x 2, three-slab-long amplifier, were purchased. The three-slab-long

a_mphf_er was therafore tested \mﬂ"l all thres cide flachlamn cagcattas miceing An An iila

e oo
Land laiviwaiss W swivwie S BRI LA DAY LI GLALE WO OMLLWD LLLIGOLLIE, Wil Vil oldie

(optical inactive side). We installed absorbing architectural glass (Greylight) dummy
slabs on the side of the amplifier missing the flashlamps to reduce the intensity of the
light reflected back to the active side through the central flashlamp array. To determine

the degree to which the missing flashlamps affected performance, gain and wavefront

measurements were performed on one-slab-wide analogs of the two-slab-long “diamond”
and “X” configurations. These were formed by removing the slab cassettes at the ends of
the 3-slab- long amplifier one at a time. As discussed in sections 4 and 5, the results

ohratrmd anler ornall A ffasamame 14 wmanoriemd mole o Y .

S00WeQ OnLy Small QINCIences in measured gcuu and prompt pump- induced WaVClrUHI
distortion relative to measurements made previously on fully energized “diamond” and *
“X’" amplifiers.
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Optical performance was measured only on the side of the amplifier with the full
complement of flashlamps. Schott LG-770 laser slabs were installed in the three lower

apertures, while a combination of Hoya LHG-8 and L.G-770 slabs were installed in the
top aperture.

3.4 Power conditioning system

3.4.1 Design

Although the AMPLAB power-conditioning system used a different architecture than
the NIF power-conditioning system, it was designed to produce flashlamp input pulse
energies and pulselengths close to those anticipated for the NIF. The power-conditioning
system consisted of six modules, with each module using a common main switch and a
common prejonization circuit to energize up to four series pairs of flashlamps (see Figure
3.8). The main switches used two Thompson 8900-series ignitrons connected in series to
reduce the prefire rate, while the preionization switches used a single Thompson “A”

ignitron. The main circuit capacitance and inductance for each lamp pair were 310 puF
and 28 pH inductors, respectively, with additional inductance and resistance contributed
by the 40 to 50-m-long custom made cables that connected the inductors to the

hlas had maaenrad ~a - A ¥ A Tof £119
flashlamps. These cables had measured capacitance, inductance, and resistance of 112

pF/m, 177 nH/m, and 1.0 mohm/m, respectively. Each preionization circuit used a single
50 uF capacitor to drive all four lamp circuits. System components were chosen to
operate reliably at capacitor charging voltages up to 27 kV.
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Figure 3.8. Schematic diagram of the AMPLAB power-conditioning circuit.

The voltage and current measurements were performed with the amplifier in the
three-slab-long configuration, with side flashlamp cassettes activated on one side of the
amplifier only. Figure 3.9 shows a plan view of the amplifier with labels showing the
correspondence between flashlamp circuits and flashlamp positions. Power-conditioning
modules were assigned numbers 1 through 6, while the individual flashlamp pairs within
a module were assigned letters A through D. A one-to-one correspondence between
power-conditioning modules and flashlamp cassettes was maintained. Accordingly, the
modules connected to the six-lamp side flashlamp cassettes had only three active circuits
(A through C), while modules connected to the four-lamp central flashlamp cassettes had
four active circuits. Measurements were performed on only twenty of the twenty-one
flashlamp pairs, however, because the flashlamps in one pair (circuit 1B) failed to fire
during the voltage and current measurements. This circuit functioned normally during the

optical performance tests, however. W
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Figure 3.9. A plan view of the amplifier with labels showing the correspondence between flashlamp
circuits and flashlamp positions.
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3.4.2 Flashlamp Electrical Measurements
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3.4.3 Calibrations and error estimates

Relative uncertainties for voltage- and current-measuring channels were estimated
from the root-sum-square (rss) of the relative uncertainties of the components (i.e.,
probes, attenuators, and oscilloscopes), which were provided by manufacturers. See
Table 3.4. Resulting uncertainties for voltage, current, and power measurements were
+4.7%, £2.3%, and +/5.3%, respectively.

Table 3.4. Model numbers, calibration constants, and manufacturers’ estimated relative
measurement uncertainty for the high-voltage probes, current probes, attenuators, and

oscilloscopes. Corresponding uncertainties for voltage, current, and power measurements are
+4.7%, £2.3%, and +/5.3%, respectively.

| High-voltage probe |Tektronix P8015A |1000:1 0.03

Current probe Pearson 301X 200 ANV 0.01

Oscilloscope:

signal amplitude | Tektronix TDS644 |variable 0.015

Oscilloscope:

timebase Tektronix TDS644 |variable 0.0001
Tektronlx 011-

Attenuator 0069-02 10:1 0.01
Tektronix 011~

Attenuator 0080-02 5 0.01

We tested the voltage probes by connecting all eight to the same lamp pair and
determining the average voltage produced by each probe over three shots. The standard
deviation of the signals produced by the eight probes was 1.2%, about one-third the
experimental uncertainty estimated from the rss of the component uncertainties. The
current probes were tested in a slightly different manner, as it was impractical to install
more than two current probes on the same flashlamp-pair circuit. Rather, a single current
probe, which was randomly selected from the group of available probes, was moved from
circuit to circuit, for the three-shot tests. The signals produced by the moving reference
probe were compared with the signals produced by the resident probes, using ratios of the
probe signals averaged over a 200 ps-long period approximately centered at the time of
peak current. The average ratio of the reference probe signal to resident probe signals was
1.0058 with a standard deviation of 0.75%, also about one-third the rss estimate. The
narrow clustering of both the voltage and current probes suggests that uncertainties
provided by the manufacturers are conservative with respect to probe-to-probe variations.
However, our test does not rule out a possible systematic bias in the probe calibrations.

The calibration constants were adjusted to improve experimental accuracy.

Specifically, the calibration constants of the individual voltage-measurement channels
(i.e., probe and oscilloscope) were adjusted to agree with the average of the other eight
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channels. Similarly, the calibration constants for the twenty current-measurement
channels were adjusted to agree with the group average.

3.4.4 Results

The electrical energies delivered during the main pulses were converted into the

explosion fraction, fx, which was calculated from measured delivered energy Eqq using
the formulas

Edel
F= Ex
and
Ey=20.000 D«J‘g

where E, is the single-shot explosion energy for a flashlamp operating in the open in
Joules, L is the flashlamp arc length in centimeters, D is the flashlamp bore diameter in
centimeters, and T is the 10% of peak power pulse width in seconds. The above
expression for single-shot explosion energy normally applies when 7 is the calculated
3(LC)" pulselength. Measurements performed on flashlamps circuits near critical
damping have shown, however, that the full-width tenth-max (FWTM) pulselength for
the input power pulse is within a few percent of the calculated 3(LC)*" pulselength.
Accordingly, explosion fractions were estimated using measured FWTM pulselengths.

Table 3.5 summarizes the measurement results for the main electrical pulses. At
charging voltages of 21.05, 24.30, and 26.00 kV, the average main-pulse electrical
energies were 26.3, 34.7, and 39.4 kJ, respectively, corresponding to flashlamp explosion
fractions of 0.149, 0.200, and 0.229. The bank-to-lamp transfer efficiency was
approximately 71%, which is low compared with the 85% transfer efficiency previously
achieved on the Nova laser and anticipated for the NIF. As is typical for such flashlamp
circuits, the FWTM pulselength decreased slightly as the charge voltage was increased.
Measured values at the 20.3, 23.5, and 25.2 kV charge voltages were 392, 377, and 370
Lis, respectively.
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Table 3.5. Summary of main-pulse measurements performed on 20 flashlamp circuits. Each
entry represents the average value measured over three shots.

21.05kV

Pulselenath
(us)
376
382
384
377
382
383
384
375
374
379

The pulse characteristics achieved at the middle charge voltage, 24.30 kV, were close
to the NIF power-conditioning specifications. Specifically, the average FWTM
pulselength was 377 us, ~5% greater than the NIF’s specified 360 us, while the average
main-pulse energy was 34.7 kJ, ~2% greater than the NIF’s specified 34 kJ. The average
flashlamp explosion fraction was 0.200, the same as the NIF’s specification. Recall that
the experimental error for power and energy measurements was +5.3%. Figure 3.11
shows the current , voltage, power, and impedance parameter measured on a single shot
for a typical flashlamp circuit (circuit 2D on shot A80531020).

The standard deviation for lamp-to-lamp energy variations for the twenty flashlamp
pairs was about 4%. Most of this lamp-to-lamp variation was caused by differences
between flashlamp cassettes, due to module-to-module variations in the output voltages
of the high-voltage power supplies. Differences in lamp energy within the same cassette
averaged ~1.2%, and were due to varying circuit capacitance, cable lengths, and
flashlamp impedance. The average standard deviation due to shot-to-shot variations for
the twenty lamp pairs was ~0.7%.
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Figure 3.11. Measured (a) current, (b) voltage, (c) power, and (d) impedance parameter for an f, =
0.2 shot,
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4. Gain Data and Modeling

4.1 Gain Data Reduction

The gain profiles measured on the NIF prototype amplifier in AMPLAB were
calculated from the CCD camera images provided by the large-aperture diagnostic
system, which is described in Section 3.2. A total of seven images were required for each
gain profile calculation. First, a cross hair was placed in the input beam, and its image on
both the input and output cameras (GR and GP in Figure 3.5) was used to register the
pixels on the two cameras to each other. Next, pre-shot images of the probe beam on the
input camera (identified as signal A,) and the output camera (signal B,) were taken
without firing the flashlamps. These images were used to normalize the camera outputs
at zero gain. To remove the signal seen by the output camera coming from ASE and
flashlamp light, a background image (signal By,) was acquired at the time of peak gain
where the flashlamps were fired, but the probe beam was blocked. Finally, a shot was
taken with the probe beam passing through the amplifier at peak gain, and its images on
both the input {A;) and output (Bs) cameras were extracted.

Once all the images were correctly registered using the cross hair data, the gain
profile (G) was calculated via the expression

B —-B )4
=( J'As b)BP (4'1)

P

G

The profile of the average gain coefficient ¢ can then be expressed in terms of the
logarithm of the gain:

_ log(G)
o NN,L (4.2)

where N is the number of passes through the amplifier, N; is the number of slabs, and L
is the length of the beam path in the slab. A typical gain coefficient profile (for the C
aperture in AMPLAB, 3-long configuration, explosion fraction 20%) obtained from the
camera images in this way is presented in Figure 4.1.

It is clear from this figure that the raw AMPLAB gain data has high frequency noise
in the form of diffraction patterns and interference fringes coming from imperfections in
the optics. This noise had to be removed before it could be compared to the predictions
of our model. However, we discovered that standard techniques to remove it such as

Fourier filtering would not work, since they also distorted the gain roll-off at the edges of
the aperture.
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ABOSO5004 05/06/98 1 Thru 6 C LG770 20 3~long

Figure 4.1. Unprocessed gain coefficient profile for AMPLAB in the 3-long configuration,
C-aperture, f, = 0.20, calculated directly from the CCD camera images.

To solve this problem, we developed a modified boxcar-averaging technique that
eliminated most of the noise without reducing the gain droop at the edges. The algorithm
is illustrated schematically in Figure 4.2. The smoothed value for the gain coefficient
(0 ) at any point was obtained by averaging over a rectangular region centered on that

point:

1 M N

a. .= (o 4 .
M TIEN D), 2, e

(4.3)

In the center of the aperture, the limits M and N were fixed at a constant value Nj.
As an edge was approached, the corresponding limit was reduced so that we continued to
average over an area centered on the point of interest. The value of the smoothing
parameter NO was set at 10, (corresponding to 0.8% of the full aperture) based on a
somewhat subjective examination of all of the gain data, which indicated that a lower
value did not smooth the gain profile enough, and a larger value smoothed it too much.
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Figure 4.2. Schematic illustration of the modified boxcar-smoothing technique used to remove the
high-frequency noise from the experimental gain profiles. Size of the averaging areas has been
exaggerated for the purpose of illustration.

Figure 4.3 displays the smoothed version of the gain profile presented in Figure
4.1. A comparison of these two images demonstrates that our smoothing algorithm does
indeed remove the noise without signiﬁcantly affecting the gain roll-off at the edges of
tha amarira Thia mmavy ka ara anagtlby 1lliioteatad § P xrrlagn ~r

ine aperture. inis may o€ more Sasiy i illustrated in rlgu.lc 4, '-r, which shows the
comparison between the raw and smoothed data in both horizontal and vertical line-outs.

We also obtained more accurate estimates for the experimental gain profiles in the
amplifier by averaging over all of the shots that were taken for a given setup. As an
example, six different measurements of the gain were taken for the C aperture in
AMPLAB in the 3-long configuration at an explosion fraction of 20%. Figure 4.5 shows
the average of the smoothed gain proﬂles in this case. A comparison with Figure 4.3
shows that the multishot averaging further reduces the Spaudl noise in the gdin pIUInc
We also used this data to estimate the uncertainty in the experimental measurements by
calculating a point-by-point standard deviation for the gain coefficient. The results of
this analysis for the 3-long configuration are presented in Figure 4.6. The random nature
of this plot suggests that a significant portion of the error may be attributable to noise that
is not removed by our smoothing technique. However, the area average does give us
some estimate of the overall uncertainty in the measurement, which we can use in our
comparison with the model predictions As an example for the 3- long conﬂguration we

[ld.VC U.lb(.ul.lSSGG 111 lﬂlb bC(.a(.lOﬂ LﬂC UVCI'BU rcmuve CIToT 11'1 Ule experlmemal Vﬂlue IOI' T.D.C
aperture-averaged gain coefficient is about 1.5%.
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Figure 4.3. Smoothed version of the gain coefficient profile data in Figure 4.1 (AMPLAB in the
3-long configuration, C-aperture, f; = 0.20).

tadramiatarsn, ) e =100 Verpseint-neom y = O 4 Vaideant-sonn, § = 18 e
T T T T T T T T T

i
y=0cm
1 %
z M
g 3

k H

s 3 RS :

- - _'E-, bl ” - = -(’—a L] > ¥ - _‘E_) " o

Vi tleaittor, v e =10 ¢m Nartledi—tedn, ¥ w0 etn wieglaeet ¥ m 10 on
7 T T T by T 7| T T

N e R

10 7 I
e e z
§ ¥ i
! 3F - i 3 e i i d
" x=-10cm 3 ’ x=0cm E ’F x=+10cm
T 21 painl smoothing F E
%% =5 = mn . % 5 5 0 ) ~ = = 5 ,.

Figure 4.4. Direct comparison of the raw and smoothed gain coefficient profiles in Figures 4.1 and
4.3. Top row: horizontal line outs at y =-10, 0, and +10 cm; Bottom row: Vertical line outs at x =-
10,0, and +10 cm. -
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Figure 4.5. Average of six smoothed gain coefficient profiles for AMPLAB in the 3-long
configuration, C-aperture, f, = 0.20.
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Figure 4.6. Standard deviation of six smoothed gain coefficient profiles for AMPLAB in the 3-long
configuration, C-aperture, f; = 0.20,
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4.2 3-D Gain Model

Our 3-D gain model for the prediction of the gain performance is a collaborative
effort involving contributions coming from workers at both LLNL and CEA in France.
Both the physical assumptions made in the model and the calculational techniques used
in the computer programs that implement it have been described in detail in earlier
publications [4.1,4.2], and in numerous internal reviews. Therefore, in this document we
will provide only a brief outline of the details of the model.

The first step in predicting the gain performance is to calculate the pump rate of the
inversion generated by the flashlamp light in the laser slabs. In our 3-D model, we do
this using a reverse ray-trace technique, which sends out rays from the point of interest in
the slab and determines the amount that any light sources seen by that ray contribute to
the pump rate. The ray-trace model tracks the change in the spectral content of each ray
as it interacts with the various surfaces and media present in the amplifier cavity. Fresnel
reflection and refraction at dielectric interfaces are treated by splitting each ray into
separate reflected and refracted rays when it hits a dielectric surface.

Our empirical model for the optical properties of xenon flashlamps is used to predict
both the emission and absorption of the xenon plasma [4.3]. The model uses
experimentally determined values for the absorption and reflectance of all of cavity
components, including laser slabs, reflectors, and blastshields.

The latest version of the 3-D code also models the detailed spectral effects of a
single-layer AR-coating on glass surfaces. However, preliminary calculations by the
French for the AMPLAB geometry indicate that the only consequences of implementing
this feature are that the overall gain coefficient goes up by about 5% (consistent with our
experimental observations of the gain seen with and without AR-coatings on blastshields)
with no significant change in the profile, while the run-time goes up by a factor of 3 to 4.
For these reasons, we chose not to implement this feature for the calculations in this
report due to time constraints. Instead, we accounted for the presence of the AR-coating

on the blastshields by multiplying the predicted gain profiles for uncoated blastshields by
a factor of 1.05.

Once the pump distribution in the slab as a function of the flashlamp loading has been
determined, we calculate the peak gain coefficient by numerically solving the differential
equation for the stored energy density at each point in the slab as a function of time. In
addition to radiative and nonradiative spontaneous decay processes, the model also tracks
the spatially and temporally dependent ASE decay rate throughout the volume of the
laser slabs. To accurately calculate this ASE decay rate, we have to use a nonuniform
grid of points through the thickness of the slab, with more points near the surface where
the gain coefficient and the ASE decay rate is the highest.

All of the model calculations are carried out on a dedicated cluster of 28 Unix

workstations. The computational load is distributed over the cluster using a public
domain package (PVM) for networked parallel computing. A typical calculation of the
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pump rates for a grid containing 4950 points (30 horizontal x 15 vertical x 11 deep) to a
computational accuracy of about 1% takes about 12 hours of computing time on the

cluster. The calculation of the peak gain coefficient distribution takes an additional six
hours to complete.

4.3 Comparison of gain measurements to the 3D model predictions

Gain profiles have been obtained in AMPLAB over a broad range of amplifier
configurations, as illustrated in Table 4.1. Gain measurements were performed in the
four apertures on one side of the central flashlamp array, which were labeled A, B, C, and
D, from top to bottom. While the gain was not measured for every possible
configuration, there is sufficient data to answer the questions required to validate the 3-D
model for use in predicting the gain performance of the NIF amplifier. Before we begin
with the comparisons of the gain measurements to the model predictions, we will use the
experimental data to check two important assumptions about the amplifier physics. We
will then proceed with a set of comparisons to demonstrate the ability of the 3-D model to

predict the gain profile for all the slab positions, apertures, glass types, and explosion
fractions of interest.
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Table 4.1. Summary of AMPLAB gain measurements and modeling comparisons.

0.2

Diamond -
two slabs wide

A80209004,
A80209010

4.43

4.41

4.33, 4.34

A80113003,
A80113005

4.73

4.62

4,27, 4.28

Diamond -
one slab wide

A80507002,
A80507004,
A80507008

4.73

4.77

4.19, 4.20

X - two slabs
wide

AB0219002,
A80219008

4.52

4.48

4.30, 4.31

AB0220002,
A80220004 (?)

4.83

4.12

AB0223002,
AB0223008 (?)

4.8

4.11

A80224003,
AB80303002,
AB0304002,
AB0305002,
AB0306002,
A8031004,

A80317002

4.68

4.8

4.7, 4.25

X - one-slab
wide

A80406002,
AB0406004,
A80406008,
AB80406008,
A80508002

4.7

4.8

4.15, 4.18

AB0319002,
AB0319004,
A80319006

4.7

4.8

4.8, 4.25

3-slab-long

AB0505002,
AB0506002,
AB0506004,
AB80515002,
A80519003,
A80521008

4.3.1 Validation of the assumptions made in building the amplifier model

Two assumptions about the amplifier physics were built into the 3-D model. The
model assumes first that the amount of pump light that leaks through the central array
from one side of the amplifier to the other is negligible. The second assumption is that
the horizontal centerline is a reflection plane of symmetry for the pumping profiles.

internal lb

SIdns

combinations
of the above
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We can test the first assumption by looking at a comparison of one-wide vs. two-wide
gain measurements. Figure 4.7 shows the smoothed and averaged gain profile for the D
aperture in the two-wide X-configuration at a flashlamp explosion fraction of 20%, which
had an aperture-averaged gain coeffiecent, <e<>, of 4.68%/cm. Figure 4.8 shows the
smoothed and averaged gain profile for the corresponding one-wide configuration for
which <ee> was 4.7%/cm, about 0.5% greater than the two-wide average. Figure 4.9
shows the absolute value of the difference between these two profiles, which show no
systematic difference between the two distributions. Figure 4.10 gives the point-by-point
value of the standard deviation for the average profile for the two-wide, for which <Ace>
was 0.18%/cm, about 9 times greater than the difference between one- and two-wide
gain distribution. The random nature of the difference between the two gain profiles and
the fact that its magnitude is less than the error in just one of them implies that they are
equal to within the experimental uncertainty, validating our first assumption.

We can test our second assumption, symmetry about the horizontal centerline, by
comparing the gain profile in the C aperture to a flipped version of that in the B aperture.
Figure 4.11 shows the average gain profile for the C aperture in the 2-wide X-
configuration at an explosion fraction of 20%, for which <e<> was 4.80%/cm. Figure
4.12 gives the corresponding average gain profile for the B aperture flipped about the
x-axis, for which <e<> was 4.83%/cm. Figure 4.13 shows the absolute value of the
difference between the C aperture profile and the flipped B aperture, which has a random
distribution. Figure 4.14 shows the point-by-point value of the standard deviation for the
average profile for the flipped B aperture, which has an aperture-averaged value of
0.15%/cm, about 5 times greater than the difference between the aperture B and C.
Again, the random nature of the difference between the two gain profiles and the fact that
its magnitude is slightly less than the error in just one of them implies that they are equal
to within the experimental uncertainty, validating our second assumption.

4.3.2 Comparison of the measurements and model predictions for both end and
interior slabs

X Configuration (C aperture)

We begin with the gain profile in the C aperture in the one-wide X-configuration at
an explosion fraction of 20%. Smoothing and averaging the experimental data produces
the gain profile shown in Figure 4.15. It is important to note that this level of
performance, with <es> = 4.80%cm, was obtained with slightly tarnished silver reflectors
that had an average reflectance of ~31% at 670 nm, compared with ~96% for pristine
silver. This degradation factor was used in all of the 3-D modeling simulations for
AMPLAB.
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Figure 4.7. Smoothed and averaged gain profile for the D aperture in the two-wide X-configuration
at a flashlamp explosion fraction of 20%.
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Figure 4.8. Smoothed and averaged gain profile for the D aperture in the 1-wide, X-configuration at
a flashlamp explosion fraction of 20%.
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Figure 4.9. Absolute value of the difference between the two-Wide and one-Wide gain profiles in the
D aperture in the X-configuration at a flashlamp explosion fraction of 20%.
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Figure 4.10. Point-by point standard deviation for the averaged gain profile in the D aperture in the
two-wide X-configuration at a flashlamp explosion fraction of 20%.
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Figure 4.11. Smoothed and averaged gain profile for the C aperture in the two-wide X-configuration
at a flashlamp explosion fraction of 20%.
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Figure 4.12. Smoothed and averaged gain profile for the B aperture in the two-wide X-configuration
at a flashlamp explosion fraction of 20%, flipped about the x-axis.

48



2-wide, ¥, € = B(llipped), 0.20, LC-770

y (cm)

Goin coelf (% /om)

0.08

0.00 =51

[+
<a» = —0.033% fem * (era)

Figure 4.13. Absolute value of the difference between the C and flipped B aperture gain profiles in
the X-configuration at a flashlamp explosion fraction of 20%.
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Figure 4.14. Point-by point standard deviation for the flipped averaged gain profile in the B aperture
in the two-wide X-configuration at a flashlamp explosion fraction of 20%.
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The 3-D model prediction for the gain profile for this configuration is presented in
Figure 4.16. The predicted value of <e> was 4.70%/cm, ~2% lower than the measured
value. In comparing the measured and predicted gain profiles in this case and those that
follow, it is important to note that the model plots are restricted to a range of + 18.5 cm,
so they do not show any indication of the measured roll-off at the top and bottom of the
aperture.” We can get a better indication of the agreement between the measured and
predicted profiles by looking at line-out comparisons, presented in Figure 4.17. For
comparison, Figure 4.18 gives the standard deviation, <Ae>, in the experimental
measurement, which was 0.06%/cm (relative error of 1.3%). We see that for this case,
the model agrees with the experiment to within the ~ 2% experimental over most of the

aperture, but it slightly under-estimates the roll-off at the edges of the beam, where the
relative local difference between the two curves rises to 6%.

Diamond configuration (C aperture)

A similar comparison between the measured and predicted gain for the C aperture in
the diamond configuration is presented in Figures 4.19 through 4.21. Again, the
measurement and model predictions agree to within the experimental error (+ 1.5%
relative error, averaged over the entire profile) over most of the aperture, but there are

211 el 120D L2 e H2 M A ¥y e madwan

local regions where ‘the difference rises to as much as 6%.

Interior slabs (D aperture)

We can derive an experimental estimate for the gain profile in a interior slab (o) in
the D aperture by combining the average gain profiles for the X-configuration (o) and
diamond-configuration {0lg) with that of the 3-long configuration (0i3) derived in
Section 4.1 above using the relationship:

o; =30 0y — Oy
(4.4)

The results of this computation are presented in Figure 4.22. The model prediction
for a central slab in the D aperture is presented in Figure 4.23, and line-out comparisons
of the two profiles are plotted in Figure 4.24. The relative error in the experimental
profile is 0.04%/cm, about 3 times larger than it is in the directly observed profiles as a

consequence of the manipulation of equation 4.4. There is good agreement between the
model and experiment over most of the aperture; in a few small regions the relative
difference rises to about 8%, some of which can be directly attributed to noise in the
experimental signal.

" This is not a limitation of the model, but a result of the choice of grid coordinates chosen during the initial
modeling runs for this report. Later runs made with the full 20-cm coordinate range do not show the roll-
off at the top and bottom of the aperture, however.
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Figure 4.15. Smoothed and averaged gain profile in the C aperture in the one-wide X-configuration
at a flashlamp explosion fraction of 20%.
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Figure 4.16. 3-D model prediction for the gain profile for the C aperture in the X-configuration at a
flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are + 18.5 cm).
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Figure 4.17. Line-out comparisons of the measured (light line) and predicted (bold line) gain-
coefficient profiles for the C aperture in the X configuration, for which full-aperture gain
distributions are presented in Figures 4.16 and 4.17. Top row: horizontal line-outs at y =-10, 0, and
+10 cm; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.
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Figure 4.18. Point-by-point standard deviation for the average gain profile in the C aperture in the
one-wide X-configuration at a flashlamp explosion fraction of 20%.
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Figure 4.19. Smoothed and averaged gain profile in the C aperture in the one-wide diamond
configuration at a flashlamp explosion fraction of 20%.
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Figure 4.20. 3-D model prediction for the gain profile for the C aperture in the diamond
configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are £ 18.5 e¢m).
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Figure 4.21. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the C aperture in the X configuration, for which full-aperture gain
distribution are presented in Figures 4.20 and 4.21. Top row: horizontal line-outs at y =-10, 0, and
+10 cm; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.
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Figure 4.22. Experimental estimate for the gain profile in the C aperture of the interior slab for the
one-wide configuration at a flashlamp explosion fraction of 20%.
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Figure 4.23. 3-D model prediction for the gain profile for the C aperture in an interior slab at a
flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are + 18.5 cm).
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Figure 4.24. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the C aperture interior slab, for which full-aperture gain distribution are

presented in Figures 4.23 and 4.24. Top row: horizontal line-outs at y =-10, 0, and +10 c¢m; Bottom
row: Vertical line-outs at x =-10, 0 and +10 cm
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4.3.3 Comparison of the measurements and model predictions for the D (bottom)
aperture

X Configuration

The next step is to see how well the model tracks the changes in the gain profile when
we move from the C aperture near the center of the amplifier to the D aperture near the
bottom reflector. The smoothed and shot-averaged experimental gain profile for the D
aperture in the one-wide and two-wide versions of the X configuration at an explosion
fraction of 20% are shown in Figures 4.7 and 4.8. The model prediction for this
configuration is presented in Figure 4.25. Line-out comparisons of the measurement and
prediction are plotted in Figure 4.26. The agreement between the mode! and the
measurement is better than the experimental error (Figure 4.10) except in a few small
regions, which appear to be the result of noise in the experimental signal. Notice that the
model accurately predicts the slope of the vertical line-outs due to the presence of the
reflector at the bottom of the aperture,

3

Diamond Configuration

The average experimental gain profile for this aperture and explosion fraction in the
Diamond configuration is displayed in Figure 4.27. The model prediction is shown in
Figure 4.28. Line-out comparisons of the two profiles are plotted in Figure 4.29. The
model prediction is about 7% lower than the measurement along the vertical centerline of
the aperture, but a portion of this discrepancy may come from experimental error which
is larger (<Ae<> = 0.08%/cm) than the cases discussed above due to averaging over a

smaller number of shots.

4.3.4 Comparison of the measurements and model predictions for LHG-8 glass in
the A (top) aperture

All of the measurements and calculations discussed so far have been for slabs in the
lower 3 apertures (B, C, and D), which were filled with LG-770 laser glass, We now
examine how well the model matches the experiment for the A aperture, which was
populated with LHG-8 laser glass.

X Configuration

The smoothed and shot-averaged experimental gain profile for the A aperture in the
two-wide X configuration at an explosion fraction of 20% is shown in Figure 4.30. It is
obvious from this figure that there is a large amount of noise in the experimental signal
that could not be removed by the smoothing and averaging technique. This is because the
two shots available for averaging in this configuration had similarly shaped, large-scale
distortions. The model prediction for the gain profile is presented in Figure 4.31. Line-out
comparisons of the measurement and prediction are plotted in Figure 4.32. In this case,
the large distortions in the measured profile only allow us to say that the model and
measurement for the average gain coefficient over the aperture agree to within the

experimental error.
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Figure 4.25. 3-D model prediction for the gain profile for the D aperture in the X configuration at a
flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are + 18.5 cm).
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Figure 4.26. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the D aperture in the X configuration, for which full-aperture gain
distribution are presented in Figures 4.8 and 4.26. Top row: horizontal line-outs at y =-10, 0, and
+10 em; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.
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Figure 4.27. Smoothed and averaged gain profile for the D aperture in the two-wide Diamond
configuration at a flashlamp explosion fraction of 20%.
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Figure 4.28. 3-D model prediction for the gain profile for the D aperture in the

Diamond configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are £
18.5 cm). ;
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Figure 4.29. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the D aperture in the diamond configuration, for which full-aperture gain
distribution are presented in Figures 4.8 and 4.26. Top row: horizontal line-outs at y =-10, 0, and

+10 cnmi; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.

Figure 4.30. Smoothed and averaged gain profile for the A aperture in the two-wide X configuration
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at a flashlamp explosion fraction of 20%.
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Figure 4.31. 3-D model prediction for the gain profile for the A aperture in the two-wide X
configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are + 18.5 cm).
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Figure 4.32. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the A aperture in the X configuration, for which full-aperture gain
distribution are presented in Figures 4.31 and 4.32. Top row: horizontal line-outs at y =-10, 0, and
+10 cm; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.
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X Configuration

The situation is better for the gain profiles for the A aperture in the Diamond
configuration at an explosion fraction of 20%. The average experimental gain profile is
displayed in Figure 4.33. The model prediction for the gain is presented in Figure 4.34.
Line-out comparisons of two profiles are plotted in Figure 4.35. There is good agreement
between the model over most of the aperture, and the regions in which the two curves
differ significantly can be identified as those in which the error in the average of the
experimental gain profiles is large.

4.3.5 Comparison of the measurements and model predictions for different
explosion fractions

The last thing that we have to check is that the model correctly predicts the gain
profile at different explosion fractions. The smoothed experimental gain profile for the D
aperture in the two-wide X configuration at an explosion fraction of 15% is presented in
Figure 4.36 (there is no averaging because there were no configurations for which there is
more than one gain data file at an explosion fraction of 15%). The model prediction for
the gain profile is displayed in Figure 4.37. Line-out comparisons between the two
profiles are plotted in Figure 4.38. The model appears to underestimate the gain in this
case by about 8%, but we have no data to assess the statistical relevance of this
discrepancy.

The smoothed and averaged gain profile for the D aperture in the two-wide X
configuration at an explosion fraction of 23% is shown in Figure 4.39. The model
prediction for the gain profile for this configuration is presented in Figure 4.40. Line-out
comparisons between the measurement and the model predictions are shown in
Figure 4.41. While there is good agreement between the model and the measurement over
most of the aperture, the model appears to underestimate the roll-off in the gain on the
weak side by about 8%. This may be an indication that we are slightly underestimating
the ASE decay rate, but part of the disagreement may also come from the fact that the
error in the measured profile is highest in this region of the aperture.

4.3.6 Conclusions

The comparisons illustrated above demonstrate that the 3-D model can be used to
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performance. From this analysis, we estimate that 3-D model predictions have errors of
+5% for local values of the gain coefficient at specific locations in the aperture and errors
of 2% for the aperture-averaged gain coefficient.
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Figure 4.33. Smoothed and averaged gain profile for the A aperture in the two-wide diamond
configuration at a flashlamp explosion fraction of 20%.
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Figure 4.34. 3-D model prediction for the gain profile for the A aperture in the two-wide diamond
configuration at a flashlamp explosion fraction of 20% (N.B.: y-axis limits in this plot are = 18.5 cm).
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Figure 4.35. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the A aperture in the diamond configuration, for which full-aperture gain
distribution are presented ofiles in Figures 4.34 and 4.35. Top row: horizontal line-outs at y =-10,
0, and +10 cm; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.
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Figure 4.36. Smoothed gain profile for the D aperture in the two-wide X configuration at a flashlamp
explosion fraction of 15%.
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Figure 4,37. 3-D model prediction for the gain profile for the D aperture in the two-wide X
configuration at a flashlamp explosion fraction of 15% (N.B.: y-axis limits in this plot are = 18.5 cm).
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Figure 4.38. Line-out comparisons of the measured (light line) and predicted (bold line) gain
coefficient profiles for the D aperture in the X configuration at a flashlamp explosion fraction of 0.15,
for which full-aperture gain distribution are presented in Figures 4.37 and 4.38. Top row: horizontal
line-outs at y =-10, 0, and +10 cm; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.
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Figure 4.39. Smoothed and averaged gain profile for the D aperture in the two-wide X configuration
at a flashlamp explosion fraction of 23%.
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Figure 4.40. 3-D model prediction for the gain profile for the D aperture in the two-wide X
configuration at a flashlamp explosion fraction of 23% (N.B.: y-axis limits in this plot are + 18.5 c¢m).
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Figure 4.41. Line-out comparisons of the measured (light line) and predicted (bold line) gain-
coefficient profiles for the D aperture in the X configuration at a flashlamp explosion fraction of 0.23,
for which full-aperture gain distribution are presented in Figures 4.40 and 4.41. Top row: horizontal
line-outs at y = -10, 0, and +10 cm; Bottom row: Vertical line-outs at x =-10, 0 and +10 cm.

4.4 Gain Predictions

The NIF amplifiers will contain features that were not present in our earlier
amplifiers. Among these are:
Two-layer AR coatings on the blast shield.
Protected silver reflectors.
Lower-absorption blast shield glass.
Triangular-shaped (an possibly non-silver plated) slab masks.

Our 3-D amplifier code must be modified to model some of these changes. For others, we
do not currently have optical information needed to maintain model accuracy. For these
reasons, we are not quite ready to do a new calculation that could accurately be labeled a

“NIF amplifier simulation.”

Instead, we think that the best indicator right now of the NIF performance is an
extrapolation of the AMPLAB data using the model with improved silver reflectors (96%
reflectivity at 670 nm, as opposed to 91% in AMPLAB) that are more representative of

what we will have in the NIF nmpliﬁm—q
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We used the 3-D code with the increased reflectivity to calculate new gain profiles for the
slabs in the C aperture at an explosion fraction of 20 %. We extrapolated the calculated
profiles out to the vertical edges of the aperture at + 20 cm by assuming that there is a
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12.5% roll-off over the last 1.33 cm. This value for the gain roll-off was arrived at by
fitting the model to the profiles measured in AMPLAB. The quality of the fit is illustrated
in the agreement between the vertical line-outs in the bottom row of Figure 4.42.

The extrapolated AMPLAB gain profiles with 96% (670 nm) reflectors for the X,
diamond, and interior slab positions in the C aperture at an explosion fraction of 20% are
presented in Figures 4.43 through 4.45. As one would expect, the improved reflectivity
increases the average gain coefficient. Using these gain profiles, the beam-averaged gain
coefficient for a NIF chain composed of equal numbers of LG-770 and LHG-8 glass slabs
is 5.23% cm™'. The increased reflectivity also improves the gain uniformity, as the
beam-averaged peak-to-average ratio decreases to 1.07. We attribute this result to the
fact that the shaped reflectors are specifically designed to direct light to the edges of the
slab to reduce the roll-off in the gain caused by ASE. The fact that the peak-to-average

ratio decreases with increased reflectivity simply shows us that the reflectors are indeed
serving to improve the gain uniformity.

Chain-averaged gain distributions are presented in Section 7, Implications for NIF
Performance.

"\»:‘mnh'-mrl. L RN - ‘ Hu;-':u-m-m-‘. 3o oM e uu;-'m.-l.n-.c-:.‘ 12 sMem

& L} L

3 3 L]
L, £, i,
z e A
X c .
£ 5 s
2 2 3

? 2 2|

y =-10cm 1 ' y=10 1 ' y=+10cm

G, T e T o

Nerival-won, w m - W) e Yari rol=gron. w e = W1 Varlieal=appn, « = = W) ren
7 T asas ~T LABRASREASS § T—rT T u T

s \ s!F'w —a‘ sk E
i, 1k ] & N
[ 3 z
i I 1 & ]
¥ : N 3

o E + of R

x=-10cm y=20

! 13 ] WL x=+10cm

[Digmonrd, T, O-Z0, TG=7 /U
—a '5;) I ) i ) i ™ - o L o r -

Figure 4,42, Line-out comparisons of the measured (light line) and predicted [with extrapolation out
to 20 cm| (bold line) gain coefficient profiles in AMPLAB for the C aperture, Diamond
configuration, at an explosion fraction of 20%. Top row: horizontal line-outs at y =-10, 0, and +10
c¢m; Bottom row: Vertical line-outs at x = -10, 0 and +10 cm.
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Figure 4.43. 3-D model prediction for the gain profile for the C aperture in an X-type end slab at a
flashlamp explosion fraction of 20% with 96% (@650 nm) reflectors (N.B.: the data beyond +20 cm
in the vertical direction is an artifact of the plotting process).
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Figure 4.44. 3-D model prediction for the gain profile for the C aperture in an Diamond-type end
slab at a flashlamp explosion fraction of 20% with 96% (@650 nm) reflectors (N.B.: the data beyond
£20 cm in the vertical direction is an artifact of the plotting process).
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Figure 4.45. 3-D model prediction for the gain profile for the C aperture, interior slab at a flashlamp
explosion fraction of 20% with 96% (@650 nm) reflectors (N.B.: the data beyond +20 cm in the
vertical direction is an artifact of the plotting process).
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3. Prompt Pump-Induced Wavefront Measurements
and Modeling

This section contains prompt pump-induced wavefront distortion studies, which
includes measurements made in AMPLAB, modeling, comparison of model predictions
with measurements, and predictions for the NIF laser.

5.1 Mechanism

The NIF laser design uses 4 x 2 multisegment amplifiers in which four-slab-high
columns of laser slabs, oriented at the Brewster angle with respect to the laser beam, are
pumped by central flashlamp arrays on one side and by side flashlamp arrays on the
other side. The flashlamp pump rate is nonuniform, with the regions of the slab that are
nearest the flashlamps being pumped more strongly than the regions that are farther
away. Because a fraction of the flashlamp pump light absorbed by the slab is converted
into thermal energy, the resulting thermal expansion causes the laser slab to warp into a
characteristic “S” shape [5.1] (see Figure 5.1). This slab warping occurs on a time scale
comparable to the duration of the flashlamp pump pulse and causes distortion of the
laser-beam wavefront. Additional wavefront distortion is produced by refractive index

variations caused hv numn-induced temnerature variationg and stregs. Because the clah 1
ariations caused pur
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oriented at the Brewster s angle and most of the slab warping occurs in the horizontal

plane, the phase gradients are larger in the horizontal direction than in the vertical
direction.

Flashlamps
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— i e————————————————————— Y, T e e e o = = =
Surface
distortions

Brewster-angle
slah

Figure 5.1, Plan view of multisegment amplifier showing geometry of Brewster angle laser slabs.
Surface distortions (greatly exaggerated) caused by uneven pumping.

5.2 Data analysis method

As described in Section 3.2, prompt pump-induced wavefront distortion produced by
the AMPLAB prototype amplifier was determined by subtracting the phase distribution
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measured at the time of peak gain with one camera from the phase distribution measured
~ ~75 ms before the flashlamps were fired with another camera. Phase distributions were
laser and a Twyman-Green interferometer. The probe laser beam was double-passed
through the prototype amplifier, while the reference beam was generated using a
polarization-preserving, single-mode optical fiber. Two separate CCD cameras were used

to record interferograms produced on successive pulses of the probe laser, which operated
at a repetition rate of 13 Hz.

Unlike traditional interferograms, which have only a few fringes across the aperture,
the interferograms produced in AMPLAB typically had approximately 80 fringes, which
were generated by tilting the reference beam relative to the probe beam. Thus, the phase
information resided in a high-frequency carrier signal that could be readily separated from
the typical low-frequency amplitude variations using a Fourier {ransform method [5.2,
5.3]. The algorithm used to analyze the AMPLAB interferograms performed a discrete
Fourier transform on the raw CCD camera images, extracted the phase information from a
predetermined region of the Fourier spectrum, relocated the extracted signal to the origin,
and performed an inverse Fourier transform to generate the phase distribution.

The algorithm function returns values between —m and =, producing 27 discontinuities
in phagse that are nonphysical. These discontinuities are unwrapped into continuous
phase space using a routine written by Henesian [5.4].

Recall that the prompt pump-induced wavefront distortion was determined from the
difference between phase disiributions inferred from the interferograms recorded on two
separate cameras. One camera recorded the interferogram at peak gain, while the other
recorded the interferogram ~75 ms (1/13 Hz) before the flashlamps were fired. Since both
cameras were affected by the 8—-10 waves (mainly curvature) of static distortion in the
LADS optics, the measured prompt pump-induced wavefront distortion was extremely
sensitive to registration errors between the two camera images. With assistance from Paul
Renard, we developed an algorithm that accurately located and aligned the two images and
corrected for magnification differences. Rotation errors were sufficiently small that no
correction for them was required. Our technique did not require any auxiliary images,
such as cross-hair images or zero-delay corrections. The registration error of 1-2 pixels
that was achieved corresponded to a wavefront error of ~0.01 waves (P-V).

We also investigated various techniques that minimized the amount of edge distortion
introduced by the calculation. We tried various windowing techniques and found that
most reasonable windows produced about the same results. However, the AMPLAB
data was anaiyzed using a Von Hann (a cos®x} window [3.3].
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5.3 AMPLAB measurement results

The prompt pump-induced wavefront measurements made in AMPLAB on diamond,
X, and 3-slab-long amplifier configurations form a self-consistent and relatively complete
set from which we were able to determine the prompt pump-induced wavefront
distortion of the interior slab. All measurements in this set were taken in the third
aperture from the top of the amplifier (i.e., the “C” aperture), which was outfitted with
LG-770 laser glass. The flashlamps were fired at an explosion fraction of 0.20, the
expected normal operating point for the NIF flashlamps. Three shots were taken for each
condition.

Figures 5.2 and 5.3 show 3D representations of the phase distortion measured on the
diamond and X configurations, respectively. The results have been averaged over three
shots and normalized on a per-slab-pass basis. Fitting the data to a sixth-order
polynomial removed high-frequency structure believed to be noise from optical defects,
without removing important phase information.

Figure 5.4 shows the phase distortion for the interior slab, ¢;, which was inferred from
the data using the formula

1 1
¢; =03 —Z(% +0,),
(5.1)

where ¢ 4, ¢« , and ¢3 are the prompt pump-induced wavefront distortion (phase)
measured on the diamond, X, and 3-slab-long configurations, respectively.
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Figure 5.2. Measured phase distortion (and 6" order polynomial fit) for diamond configuration
(per slab/per pass).
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Figure 5.3. Measured phase distortion (and 6" order polynomial fit) for X configuration (per
slab/per pass).

P

The data show the expected general pattern produced by slab warping, with the phase
retarded near the sides of the aperture relative to the middle, and with phase gradients
larger in the horizontal direction than the vertical direction. Edge distortion, caused by the
thermal expansion of the edge claddings as they absorb flashlamp light and ASE, is not
evident in the data. Table 5.1 summarizes the results of these measurements, showing the
P-V value (for the sixth-order polynomial fits) and the rms gradient for the diamond, X,
and interior slab configurations.

Table 5.1. Measured results summary

Configuration P-V distortion Aperture-averaged rms Data files
(waves/slab/pass) gradient (nm/cm)

Diamond 22+.01 12.4 0508C2/D2, 0508C4/D4,
0508C6/D6

X 29+.01 14.6 0507C2/D2, 0507C4/D4,
0507C6/D6

Interior 18+.02 7.9 0505C2/Dz2, 0506C2/D2,
0506C4/D4 (3-slab-long
data)

Measurements made at an explosion fraction of 0.23 were not statistically different
from those made at an explosion fraction of 0.20. These data exhibited an elevated level of
background interference and were not formally included in the analysis set.

Additional measurements taken with the amplifier in the two-slab-wide X

configuration showed wavefront distortion similar to the one-slab-wide X configuration.
Differences in the distortions were small but statistically significant and presented
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themselves as saddle-shaped functions whose magnitude was twice that of the estimated
experimental error.
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Figure 5.4. Measured phase distortion (and 6" order polynomial fit) for interior configuration (per
slab/per basis). Interior slab “measurement” was inferred from 3-log, diamond, and X
measurements using Eq. 5.1.

5.4 Pump-induced wavefront distortion model

This section describes the model we currently use to calculate prompt pump-induced
wavefront distortion of flashlamp-pumped, Brewster-angle slab amplifiers.

Overview

To calculate the wavefront distortion produced by flashlamp pumping processes, we
used a suite of computer codes: Ampmodel [5.5], a 2D ray-trace code used to calculate
the distribution of flashlamp pump light over the faces of the laser slabs; TOPAZ3D
[5.6], to calculate the temperature distribution within the laser slab from pump
distributions generated by Ampmodel; NIKE3D [5.7], to calculate the displacements and
stresses from the temperature field given by TOPAZ3D; and OPL [5.8], which calculates
the OPDs given the results from NIKE3D. The codes NIKE3D and TOPAZ3D are
3-dimensional finite-element analysis codes that have been in use at LLNL for over ten
years. The optics code OPL is an in-house code based on the BREW code developed by
Said Doss and Robert Gelinas.

Temperature calculations

We used a semi-empirical approach to calculate slab temperature rise, in which the
thermal power density (in units of W/cm?) is approximated with the calculated local
Nd-pumping rate multiplied by a scaling factor. The scaling factor was adjusted to give
the best agreement between predicted and measured prompt pump-induced wavefront
distributions. This “scaling” approach empirically handles several effects that could
significantly affect the distribution of thermal power: depumping by amplified
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spontaneous ernission, redistribution of energy by emission and reabsorption of 880-nm
fluorescence, absorption of ultraviolet and infrared radiation emitted by the flashlamps

and possible absorption of flashlamp light by excited Nd ions. Further, the Nd pumping-

rate calculation did not expressly account for blue-shifting of the flashlamp emission as
flashlamp electrical input power is increased. Thus, our method tends to underestimate
wavefront distortion as flashlamp explosion fration is increased, or as flashlamp
pulselength is decreased.

Appendix A provides a more detailed description of our method for calculating slab
temperature rise.

Determination of displacements and stresses

The results of the slab temperature calculations were used in the code NIKE3D to
calculate the resulting displacements and stresses. The displacements were smali, on the
order of 1um and well within the linear elastic regime. Further, the temperature rise of the
slab was only of order one degree Celsius. Therefore, we used a thermoelastic model with

v tnemasmasatien tralinan Fae Dalosqaa am ¥ oy

room temperature values for Poisson’s Ratio, ¥ Ut.‘ulg s Modulus, and the thermal
expansion coefficient [5.9, 5.10].

Another important input to the NIKE3D code calculations was the boundary
conditions. In the NIF prototype and production amplifiers, slabs rest on corrugated
metal strips called Marcel springs. To simulate contact between the slab and the Marcel
spring, the bottom nodes of the slab were merged to the top nodes of a strip of metal one
element (2.5 mm) thick, while the bottom nodes of the metal strip were held fixed. The
sides and top of the slab were allowed to move freely.

NIKE3D calculated the displacements and stresses as a function of time during the
course of the pump pulse. Typically, the code was run only up to the time of peak gain,

which is the time the probe beam was propagated through the prototype amplifier for
most wavefront measurements,

Determination of optical path differences (OPDs)

To calculate the optical path length L for rays passing through the slab, we used the
code OPL, which integrated the equation

L= [ n(x,y,z) ds, (5.2)

where n is the spatially varying refractive index and s is the distance along the ray path.

There are two main sources of OPDs: (1) variations in path length caused by mechanical

motion of the slab and (2) variations in path length caused by refractive index changes.
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The variations in path length caused by slab mechanical motion were estimated from
the spatially varying displacements calculated in NIKE3D. Specifically, points x, y, and z
on the slab were translated according to the rules

X = x+ulx,y,zt),

Yy =y +v(xy.z), (5.3)
z — 2 + w(X,y,Z,t),
where u, v, and w were the displacements calculated with NIKE3D.

Two effects were taken into account to calculate the spatially varying refractive
index: (1) the variation of refractive index with temperature and (2) the variation of
refractive index with stress (stress-optic effect), i.e.,

n(x,y,z) = ng + (dn/dTAT(x,y,z) + (dn/do)Ac(x,y,z), 5.4)

where we have symbolically written the change in refractive index due to stress as
(dn/dg), and AT and Ac are functions of time.

The sequence of events in calculating the OPD is as follows. The OPL code reads in
the finite-element geometry from the NIKE3D output (plot) file. Each hexahedron finite
element in the mesh is then broken up into six four-node tetrahedra. After OPL generates
a connectivity matrix for these tetrahedra, Eq. (5.4) is used to calculate the refractive index
at each node in the mesh. The refractive index is linearized within each tetrahedron
according to

nx,y,zy=a+bx+cy +dz. (5.5)

The four unknowns in Eq. (5.5) are uniquely determined by the values of the
refractive index at the four nodes of a given tetrahedron. With the refractive index
linearized as in Eq. (5.5), we can then analytically solve the Eikonal equation [5.11} for
the ray path within a tetrahedron

d( d?]
— . :V
ds nds "

A S

(5.6)

where s is the distance along the ray path, and r is the position vector of the ray. The
connectivity matrix is used to determine which tetrahedra the ray enters and consequently
the nodes at which the refractive index needs to be evaluated to calculate the unknowns in
Eq. (5.5). We then track the ray as it propagates through the tetrahedra along the ray
path, summing the optical path length as the ray propagates.
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In addition to calculating the optical path length, we can also calculate the
depolarization a ray experiences as it propagates through the slab. We do this by
calculating the Jones matrix [5.12] for each tetrahedron, which is assumed to act as a linear
retarder. The final amount of retardation (and hence depolarization) is given by the
product of all the individual Jones matrices for a given ray path.

Example: AMPLAB diamond configuration

Figure 5.5a shows the calculated OPD for the NIF prototype amplifier in the diamond
configuration, while Figures 5.5b, 5.5¢, and 5.5d show the individual contributions from
mechanical deformation, refractive index variations due to temperature variations, and
refractive index variations due to stress, respectively. Comparison of Fig. 5.5a with
Fig.5.5b shows that mechanical deformation accounts for nearly all the calculated
wavefront distortion. Figures 5.5¢ and 5.5d confirm that refractive index variations due to
temperature and stress are relatively minor contributors to the overall OPD.

Fig. 5.6 shows the P to S depolarization (on a per-slab basis) for the AMPLAB
diamond configuration. As expected, the greatest amount of depolarization occurs in the
corners, where the two pieces of edge cladding meet; it is there where the greatest amount
of stress occurs. Note the similarity of the stress distribution in Fig. 5.5d and
depolarization distribution in Fig. 5.6. The overall depolarization is small, well within its
specification of less than 0.05% averaged over the aperture.

“'&‘ A, -

s 0 | I it =0
T :

T -e;‘-)’!!b\- i

% ol I /”;[Qf?’ jﬁ- :
2 Wil 2

£ .‘ gim' 5

! A
e
(a) (b)

Figure 5.5 (a) and (b). OPD calculated for the AMPLAB diamond configuration, f; = 0.2: (a) all
effects, (b) displacement effects only.
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Figure 5.5 (cont.). OPD calculated for the AMPLAB diamond configuration, f; = 0.2: (¢) dn/dT
effects only and (d) stress effects only.
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Figure 5.6 Depolarization calculated for the AMPLAB diamond configuration, f; = 0.2.
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Error analysis

In this section, we will estimate the error in our calculation of the OPD due to
uncertainty in the flashlamp light distribution. For the amplifier conditions considered in
this report, the dominant contribution to the OPD is the mechanical deformation of the
laser slab (cf. Figures 5.5a and 5.5b). Consequently, we have analyzed the uncertainties
associated with mechanical motion.

For simplicity, assume the laser slab is a simply supported thin plate, with the thin
dimension along the z-axis. We will neglect any time dependence in this analysis. It may
be shown that the equation for w, the displacement in the z-direction, is given by

V2u(x,y) = _(Ml("_y))

l1-v
(3.7
where the thermal moment, defined as
My(x,y)=0oF j:(z ~h/2)T(x,y,z)dz
(5.8)

is the source function for the displacement [5.13]. In Eqgs. 5.7 and 5.8, v is Poisson’s
Ratio, o is the thermal expansion coefficient, E is Young’s modulus, and h is the slab
thickness.

Singe little thermal diffusion occurs during the pump pulse, the driving term T(X,y,z)
in Eq. 5.12 was approximated during the same spatial distribution as the Nd pumping rate
as described above. Therefore, the thermal moment My is proportional to the difference in
Nd-pumping rate from one side of the laser slab to the other. Consequently, small
uncertainties in the values of the Nd-pumping rate on the two sides can lead to large
uncertainties in the calculated values for thermal moment, deformation, and wavefront

distortion.

To estimate the error caused by uncertainties in the pump profile, we make use of the
fact that the phase front is proportional to the gradient of the displacement. From Eq.
(5.7), we see that this quantity is simply the integral of the thermal moment, given by Eq.
(5.8). If we assume that the pump profiles can vary by +-5%, it can be shown that the
variation in the P-V value for the phase front can be as much as +-25%. Additional
uncertainty arises from physics that is missing from the model, including ASE decay,

fluorescence redistribution, ultraviolet and infrared absorption, and flashlamp spectral
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5.5 Comparison of model predictions with AMPLAB measurements

This section presents for comparison both model predictions with wavefront
measurements made on the NIF prototype amplifier in AMPLAB. Unless noted
otherwise, the AMPLAB measurements were performed in the third aperture from the
top (the “C” aperture) with the flashlamps fired at an explosion fraction of 0.2. Also, all
model predictions were made using the same value of the parameter A, used to scale the
thermal power density.

Figures 5.7-5.9 show 3D plots of the predicted and measured wavefronts for the
diamond, X, and interior slabs respectively. The predicted wavefronts have nearly the
same shapes as the measured wavefronts, which were fit to sixth-order polynomials as
described above. A 3D plot of the differences between the measured and calculated
wavefronts are shown in Figures 5.10 and 5.11 for the diamond and X configurations
respectively. The rms aperture-averaged difference is .012 waves for the diamond
configuration and .021 waves for the X configuration, less than 8% of the P-V value in the
aperture.

Diamond configuration
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Figure 5.7. Measured (upper left) and calculated (lower right) wavefront for the AMPLAB diamond
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81



X configuration

© cole

o ‘—..a-"’f:;d_
ot e-ror - 0.J07035!5 wewvas' ST

Y=Y upotux QE288ESU2S woves

:

F=Y cpprye Q250707 wovas
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Horizontal and vertical line-outs allow differences between predictions and
measurements to be seen more readily than in 3D plots. Figures 5.12 (a), (b), (¢), and (d)
show predicted and measured phase fronts vs horizontal position for the diamond, X,
3-slab-long, and interior configurations, respectively. In Figure 5.13 (a), (b), and (c), we
show the results for the predicted and measured phase fronts vs vertical position for the
diamond, X, and interior configurations respectively. In all four cases, the predictions
agree with the measurements within the experimental error, which was estimated from the
aperture-averaged rms variation evaluated over three shots. A summary of the measured
and calculated results is shown in Table 5.2.

Table 5.2. AMPLAB Measured/Calculated Summary

Configuration Measured P-V Calculated P-V wavefront
wavefront distortion distortion (for <LG-770)
(waves/slab/pass) (waves/slab/pass)
Diamond 22+ .03 21%.03
X 29+.03 27+ .04
Interior 18 £.03 .16+.02
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Figure 5.12. Measured and calculated wavefront, horizontal component—AMPLAB: (a) diamond
configuration, (b) X configuration. Error bar shows typical error for measurement.
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Figure 5.12 (cont.). Measured and calculated wavefront, horizontal component—AMPLAB:
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and X results.

AMPLAB - Diamond Config.

AMPLAB - X Config.

0. 12T T T 0. 2 [T T T T T
~~ L. C - N e
= Measured S Measured
® 0.08° Calcul at ed ] ® 0.8 | — calculated ]
17} - - %} L b
é : é‘ L ;
- [T, 1 ~ T
% 0.04: 7 : % 0.04: Wﬂf&ﬁ% ]
AW e 3o Awﬂ,\,
9] (1 | 5] 0 4
> >
= - - = L i
o -0.04[ ¥ o 0.4 J
£ I fx— 0.2 ] £ [ fx- 0.2 ]
-0.08 __’ = —_ -0.8 : t.=t¢ ]
Peak Gain J L Peak Gan J
-0.12 sl e eboaa lown s bovanlabaanalraas 012 en b ad el s L Lanace bo v biaa
-20 -15 -10 -5 0 5 10 15 20 -20 -15 -10 -5 0 5 10 15 20
Vert. pos. (cm) Vert. pos. (cm)
(a) (®)

Figure 5.13. Measured can calculated wavefront vs vertical position—AMPLAB (a) diamond
configuration and (b) X configuration. Line-outs taken at horizontal midplane.
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Figure 5.13 (cuﬁt.). Measured can calculated wavefront vs vertical position—AMPLAB (c) interior
configuration. Line-outs taken at horizontal midplane.

We also compared the model predictions with wavefront measurements made at
various times (100, 200, 300, and 500 us) after the time of peak gain. See Figures 5.14
(a)—(e). This series of graphs shows the growth of wavefront distortion as the slabs
continue to expand and distort after the flashlamp pulse. The wavefront distortion (P-V)
was about three times greater 500 s after peak gain than at peak gain. The shape change
reflects the fact that several vibrational modes with different fundamental frequencies
were excited.

The model predictions are in good agreement with the measurements over the entire
time studied.
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Figure 5.14 (cont.). Measured and calculated wavefront vs. horizontal position for the AMPLAB
diamond configuration: measurements taken at (d) ) t = tpeax gain + 0.3 s and (&) t = tyeak gain + 0.5 ms.

5.6 Comparison of model predictions with Beamlet measurements

Wegner et al. used a full-aperture radial shear interferometer to measure prompt
pump-induced wavefront distortion produced by the entire Beamlet multipassed chain
[5.15]. Figures 5.15 and 5.16 show horizontal and vertical line-outs, respectively, for the
predicted and measured phase. The modeling took into account the Beamlet amplifier
reflector shapes, numbers of flashlamps, flashlamp bore diameter, flashlamp pulselength
(except for blue-shifting, as described above), and laser-glass proportion. The source-term
scaling factor “A” (see Appendix A) used for the Beamlet predictions was set at the same
value used for AMPLAB modeling. The P-V magniturde of the predicted wavefront is
consistent with the measured wavefront when the estimated £0.1-wave experimental
uncertainty is taken into account. It is noteworthy that the AMPLAB and Beamlet data
can be modeled using the same scaling factor, offering greater confidence in its magnitude.
However, it is perplexing why the predicted and measured wavefronts have significant
differences for Beamlet, while there are such small differences for AMPLAB. Errorsin
the predicted pump profiles could account for a large fraction of the discrepancy. Another
notion is that measurements were affected by surface distortions induced by flashlamp
light.
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5.7 Predictions for NIF

With the model calibrated to the AMPLAB measurements, we predicted the prompt
pump-induced wavefront distortion for a NIF laser beam. We ran our models for both
LHG-8 and LG-770 laser glass using NIF baseline flashlamp energy, flashlamp
pulselength, and reflector geometries. The difference in performance between the two
glasses is small: a system composed entirely of LG-770 would have a P-V wavefront
distortion about 10% greater than a system composed entirely of LHG-8. This difference
is due to the different material constants between LHG-8 and LG-770 [5.10].

Figures 5.17 (a) and (b) show the predicted wavefront distortion for the diamond and
X configuration, respectively. The results shown are on a per slab/pass basis. In Figures
5.18 (a) and (b), we show the results for the interior configuration and for the entire
system (50/50 mix of LHG-8 and LG-770 laser glasses). The system wavefront was
calculated for the 11-0-5 (baseline) configuration taking into account the image flip in
going from the booster amplifiers to the cavity amplifiers.
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Figure 5.17. NIF wavefront predictions at f, = 0.2 for LG-770, for laser glass: (a) diamond
configuration and (b) X configuration.
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Figure 5.18. NIF wavefront predictions at f, = 0.2, (a) interior configuration (LG-770 laser glass)
and (b) system (50/50 LHG-8/LG-770 laser glass).

In Figures 5.19 and 5.20, we show the predicted wavefront vs horizontal position at
the vertical midplane, corresponding to the results shown in Figures 5.17 and 5.18. For
comparison, the calculated AMPLAB results are plotted as well. The wavefronts are
similar in P-V, but there are slight differences in shape, especially near the side array (on
the left side of the plot in the figure). These differences can be traced to the differences in
pump cavity design between the NIF and AMPLAB. Figures 5.21 and 5.22 show a plan
view of the pump cavity for AMPLAB and NIF respectively. As indicated on Figure
5.22, the central and side flashlamp arrays for the NIF are displaced by 1 cm in the
direction parallel to the beam. Further, the target points (indicated by lines emanating
from the flashlamps) are different for the NIF geometry, especially for the central array.
These differences result in different reflector shapes and consequently slightly different
pump profiles, (see Figure 5.23). Figure 5.24 shows the predicted wavefront vs vertical
position at the horizontal midplane. The wavefront is slightly asymmetric about the
midplane due to the fact that the slab sets on one of its faces and consequently not all
surfaces are free. This effect was noticed in the Beamlet results [cf. Figure 5.16] and was
taken into account in our model by adjusting the boundary conditions, as described above.
The wavefront distortion is approximately 6.0 waves for the horizontal lineout and 1.0
waves for the vertical line-out not taking into account vignetting and beam size.
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glasses: (a) diamond configuration and (b) X configuration. Also shown for comparison are the
AMPLAB calculations.
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Figure 5.24. NIF wavefront predictions, vertical line-out at horizontal midplane for two laser
glasses: (a) diamond configuration; (b) X configuration; (c) interior slab; and (d) NIF laser chain.
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We used PROP92 to sum the distortion of the slabs in a NIF beamline while taking
_into account the change in the position of the beam in the aperture from pass to pass. The
results of this calculation in Figures 5.25 (a)—(d) show, respectively, a surface plot of the
system wavefront distortion, the corresponding contour plot, and horizontal and vertical

line-outs [5.20]. Over the 35.6 cm X 35.6 cm beam area defined by the half-intensity
points, the wavefront distortion is 5.5 waves P-V. We estimate the uncertainty in this
prediction for NIF to be £1.0 waves, or £20%. This error estimate represents the sum (in
quadrature) of the two most significant sources of error: the & 12% uncertainty in
measured wavefront distortion of interior slabs in AMPLAB, and an additional £15%
uncertainty in the model extrapolation from AMPLAB to the NIF.
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Figure 5.25. Predicted proitipt wavefront distortions for the NIF beamline with 50/50 mix of
LHG-8 and LG-770: (a) surface plot, (b) contour plot, (¢) horizontal line-out at vertical midplane,
and (d) vertical line-out at horizontal midplant.

The calculations presented above were for the topmost slab in a column of four. To
investigate the effects of slab loading, we performed a calculation for the lowest slab in a
column of four. In this case, the top surface of the slab is loaded by the weight of the
other three slabs. The results of this calculation are shown in Figure 5.29 (a), which
shows the static wavefront distortion contribution. The additional distortion caused by
the weight of the other slabs is negligible and results in essentially a wedge of at most .006
waves. Figure 5.29 (b) shows the additional depolarization as a result of the loading,
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which was less than .00015% at every point in the aperture. The above calculations were
performed for the case of a uniformly distributed load. If the load is not uniformly
distributed, i.e., there is point loading or loading over a small area, then significantly more
wavefront distortion and depolarization can occur.
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Figure 5.26 (a) and (b). Effects of a static, uniformly distributed three-slab load (a) wavefront and
(b) depolarization.

Compliance with NIF amplifier optical performance requirements

As presently written, the optical performance requirements for the NIF amplifiers are
as shown in Table 5.3.

Table 5.3. Optical performance requirments for the NIF amplifiers.

A OPD across aperture - waves/slab/pass frequency bin
< 0.025 0.0 - 0.5 cycles

< 0.05 0.5 - 1.5 cycles

< 0.0125 1.5-12 cycles

To see if we meet the NIF requirements, we did a simple two-term Fourier
decomposition of the horizontal wavefront component shown in Figure 5.23. If one
writes

oc % a, sin{w, 2 + % b cos{:.Q)g
O 2 (”% n=1" g (5.9)

then the values for the various constants are as shown in Table 5.4.
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Table 5.4. Values for constants in Eq. (5.9).

n a, b, w, Q, # of cycles | # of cycles
across across
{(waves/slab | (waves/slab aperture aperture
/pass) /pass) for @, for O
1 .05 054 244 161 1.5 1.0
0013 .008 584 .36 3.7 2.3

We see that the n = 1 component contains frequencies that fall into the 0.5-1.5 cycle
bin. The total contribution to the wavefront from this region is .104 waves/slab/pass,
roughly twice the specification. In the frequency range 1.5-12 cycles, the total
contribution to the wavefront is .0093 waves/slab/pass, within the specification of .0125
waves/slab/pass.

5.8 Summary and conclusions for prompt pump-induced wavefront distortion

We have presented the results of detailed analysis and modeling of the AMPLAB
data. We have concentrated on the C aperture (LG-770 laser glass) at an explosion

fraction of 0.2, when the slab data is available. Table 5.2 above summarizes our analysis
of the AMPLARB data,

We have also presented a description of our prompt pump-induced wavefront model.
We have found that the model, to within a scaling factor, accurately matches the
AMPLAB experimental data in all configurations and at various selected times ranging
from the time of peak gain to 0.5 ms after peak gain. Using the model, we predict that
each NIF beamline will have 5.5 £ 1.0 waves (P-V) of low-order wavefront distortion,

with about five times greater phase variation in the horizontal direction than in the vertical
direction.
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6 Thermal Recovery Measurements and Modeling

Characterization of thermal recovery of the NIF amplifiers has involved detailed
numerical modeling and AMPLAB experiments. All efforts were geared toward ensuring
that the NIF amplifiers would achieve thermal recovery within seven hours, and have the
potential for a three-hour recovery required to meet the desired increased shot-rate
condition. In the sections of this chapter, the NIF thermal recovery mechanisms and
requirements are reviewed, the numerical models and experiments are described, and the
projection of NIF optical performance is presented.

6.1 Thermal recovery mechanisms and requirements

In the NIF, the principal mechanism for extracting waste heat from the laser slabs is
convective cooling in the flashlamp cassettes. Gas flow at ambient temperature and
pressure is used to extract the waste heat from the flashlamps and blastshields, thereby
creating a cold barrier to radiatively extract the slab waste heat. The flashlamp cassette
flow arrangement is shown in Figure 6.1, which depicts the down-up flow geometry. Gas
injected at the tops of alternating cassettes flows down the flashlamps. After flowing
across to the neighboring cassettes, the gas flows upward over a second set of flashlamps
and is exhausted through the top. The NIF baseline flow rate is 20-cfm local flow rate per
lamp, as documented in Ref. 6.1. Since the gas is effectively double passed in the down-
up geometry, the NIF cooling requirement is 10 cfm per actual lamp.

supply ethust supply
l I

F .v._w..f-bj_-«_.- THHITHHT a-.«-u-m-..-..‘-r e

Figure 6.1. Depiction of the cooling flow arrangement in the NIF flashlamp cassettes, The supply and
exhaust ports alternate, so that the gas is “double-passed” through the cassettes.

Historically we have grouped optical distortions into two categories: (1) distortions in
the laser slabs due to temperature gradients, and (2) distortions in the gas columns within
and neighboring the amplifier that are due to temperature-difference-driven convection
currents. The recovery requirements for each category are as follows:
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Gas column

distortions: The NIF design requirement is that the added beam
divergence due to thermal-recovery-driven convection
currents shall not exceed 5 pirad at the end of the recovery
period.

Slah distortions: The thermal-gradient-driven optical distortion in the slabs

shall not exceed 0.04 waves/slab/pass (P-V) at the end of
the recovery period. For this coherently additive distortion,
this translates to 2.2 waves for the 54 “effective” slabs in
the multipass NIF architecture.

For the NIF baseline shot rate of one shot every eight hours, the requirement is that
the above optical distortion limits be achieved within seven hours after the start of
recovery. For the accelerated shot rate of one shot every four hours, the thermal recovery
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constraint is reduced to three hours. Both time limits are pred1cated on allowing one hour

for final alignment where the cooling system is turned off to eliminate flow-induced
vibration disturbances.

6.2 Numerical models

Two thermal models have been developed to characterize the thermal and optical

behavior of the AMPLAB prototype amplifier module and the NIF amplifiers. Belowis a

detailed description of each of the model sets.

Lumped-mass thermal model

The lumped mass model treats the amplifier as a set of discrete entities, as described
in Figure 6.2. The main entities are laser slabs, central cassette blastshield, side cassette
blastshield, central cassette flashlamps, side cassette flashlamps, and flashlamp cassette
reﬂectors Radiative heat transfer is the onIy allowed mechanism for removing the slab
waste heat. This I-ﬂOU.C.l, which is described in Ref. 6. 1, treats each of the entiiles as a
lumped mass, with analytically prescribed radiation exchange factors and analytically
prescribed forced convection heat transfer coefficients dictating the heat transfer
processes in the flashlamp cassettes. The purpose of this model is to describe the overall
global temperature behavior of the system, primarily as a check on the detailed three-
dimensional model described in the next section. Since the entities represent lumped
masses, this model is incapable of characterizing the temperature distribution within an
entity A characterization of the energy exchange processes incorporated into this model
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flashlamp cassette, upstream cassette effects are included by incorporating the thermal
mass and energy of the lamps, blastshields, and reflectors of the upstream cassette. In this
manner, we account for the heating of the gas in an upstream cassette prior to reaching
the cassette of interest.
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blastshield flashlamps

Figure 6.2. The major amplifier elements applied in the lumped-mass model. Each entity represents
the lumping of thie masses of all amplifier elements in that category. :

Three-dimensional thermo/mechanical/optical Model

This model actually consists of a sequence of four (4) computer codes [6.2, 6.3, 6.4,
and 6.5]. This model includes details of the amplifier geometry, including reflector
shapes, discrete flashlamps, slab holder frame, and the slab masks. Additionally, details
of the slab, including the edge cladding, are incorporated into the model.

The first step in the calculation sequence is the evaluation of the radiation exchange
factors, using a Monte-Carlo algorithm [6.2]. The finite-element mesh generated for the
heat transfer calculation is used in this calculation. Then the temperature distribution in
the system for the entire recovery cycle duration is calculated, using a finite-element heat
transfer computer program [6.3]. The heat transfer calculation starts with specified
temperatures, based at this time on experimental data. The temperature distribution is
then used as input to a finite-element mechanics calculation to evaluate deformation and
stress in the laser slabs [6.4]. The final step in the calculation sequence is to use the
calculated temperature, deformation, and stress distributions in a ray-trace algorithm to
evaluate the optical path length (OPL) variations across the aperture [6.5]. The effects of
dn/dT, displacement, and stress are included in the OPL evaluation.

As noted above, in this model sequence the radiation exchange factors are evaluated
in detail. Because this model does not contain details of the fluid transport processes in
the flashlamp cassettes, analytically derived heat transfer coefficients are prescribed for
each surface in contact with the flashlamp cooling fluid. This model provides details of
the temperature, displacement and stress distributions within the slab as well as
temperature distributions on all other entities in the system. The only constraints on
spatial fidelity are memory limitations placed by the computer platforms. Additional
details of this model are provided in Ref. 6.6.
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Figure 6.3. An entity and energy flow diagram for the lumped mass model. Note that the effect of the
upstream elements on the cooling fluid is included in detail.

Model geometry variations

There are a number of geometry and optical element differences between NIF and
AMPLAB that required incorporation into the models. These are depicted in Figure
6.4. In AMPLAB the thermal cassette was a combination of 34-mm- and 40-mm-
thick slabs, whereas for both the optical side of AMPLAB and the NIF, the slab
thickness was 40 mm. Additionally, the side cassette reflector on the thermal side of

AMPLAB was flat, while all other side cassette reflectors (both AMPLAB and NIF)
used the “involute™ shape.

In AMPLAB, the optical and thermal measurements were made in a 2-slab-long
configuration. Thus, all slabs in this case are end slabs. That is, they are all exposed to the
beamtubes. In the NIF, however, the main amplifier has nine interior slabs, and the power
amplifer has three interior slabs. To accommodate this geometry variation in the model,
as shown in Figure 6.4b, radiation surface properties were varied. For interior slabs, both
end planes were treated as symmetry boundaries (perfect reflectors). For end slab

conditions, one end plane was treated as a “black” surface to simulate the effect of the
adjacent long beamtube.

102




1

~vevrvveva INVOlUte” reflector

06 088D
9 (a)
“Optical”
side Slabs: 4@ 40 mm thick
“Thermal” Slabs: 2 @ 40 mm thick
side 2 @ 34 mm thick
[ e o e s ]
e e 00 0 O
“Flat” reflector
(b)

Interior slabs: Mirror {symmetry) plane
< End slabs: “Black” surface

0 QO
e

N\

B Sl IO DA DO

/

E

Mirror (symmetry) plane A

Figure 6.4. Depiction of geometry and boundary condition differences used in the model
calculations. (a) geometry differences between “optical” and “thermal” sides of AMPLAB and (b)
boundary conditions applied to the end planes to simulate interior and end slabs of the amplifier.

6.3 AMPLAB temperature measurements
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instrumentatlon of AMPLAB to measure temperatures in the amplifier cavity. AMPLAB
is a facility designed to test the optical and thermal performance of the NIF amplifiers. It
consists of a NIF-like, two-slab-wide configuration, but is only two slabs long in the
nntmal nrnnao‘ahnn direction. The four slabs in each cassette are labeled A B,C and D
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frorn the top. In one slab cassette, in what is termed the thermal measurement Slde (see
Figure 6.5a) three slabs were instrumented with temperature measuring devices (A, C,

and D, as shown in Figure 6.5b). The associated side cassette blastshield and a side
cassette flashlamp were similarly instrumented.
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Figure 6.5. Schematics of the instrumented AMPLAB slab cassette. One slab unit was instrumented
with thermocouples to measure temperatures in the slabs during the thermal recovery cycle. (a)
plan-view schematic of the AMPLAB experimental configuration. (b) slab position nomenclature ,
and slab thickness in the instrumented cassette.

A total of 59 type-E thermocouples and one fiber-optic probe were placed in the
slabs. Typical locations of the thermocouples and fiber probe are shown in Figure 6.6a.
The thermocouples were placed in 1-mm diameter holes drilled through the slab, with the
junction at the mid-thickness of the slab (see Figure 6.6b). The fiber probe was placed in
a blind hole drilled halfway through the slab. Four thermocouples were in contact with
the flashlamp side of the blastshield, and four thermocouples and one fiber probe were in
contact with one side cassette flashlamp. Thermocouples were selected (over thermisters)
since they do not provide an added heat source that could alter the temperature reading in
the low thermal conductivity glass slabs, It was estimated that the thermocouple
uncertainty was less than +0.05°C . This instrumented cassette contained a combination

of 34-mm-thick and 40-mm-thick slabs. All other slabs in the facility were 40 mm thick,
which is the NIF thickness specification.

(a) Thermocouple (b)

Thermocouple locations . \
P \ \junction

L/

Fiber probe position /
on slab “C”

Fi"gure 6.6. Details of thermocouple placement in the slabs of the instrumented cassette. (a) Typical
locations of the thermocouples in slabs “A”, “B”, and “C”, and (b) depiction of the thermecouple
location in the through-hole,
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Because of high electrical currents in the flashlamps, the thermocouples were
.disconnected from the data acquisition system during the flashlamp firing. The
thermocouples were reconnected from 3 to 5 minutes after the flashlamp firing, which
allowed sufficient time to assess the integrity of the lamps. This also corresponded to the
time when the flashlamp cooling system was turned on. This delay in activation of the
cooling system is similar to that projected for the NIF.

The starting temperatures for the thermal recovery model calculations were taken
directly from AMPLAB measurements. Figure 6.7 shows fiber probe measurements of
the slab temperature for three successive firings of the flashlamps. For these shots, the
amplifier was in the diamond configuration. With each firing of the lamps, the probe tip
was preferentially heated. This over-driving of the probe temperature required about six
minutes to decay out. The approach for extrapolating back to shot time to correct for the
prompt probe heating is shown in Figure 6.7. In this instance, the slab temperature rise
was nominally 0.65°C. A similar approach was used to obtain starting temperatures for
the flashlamps and blastshields. In the case of the flashlamps, however, this projection

approach is less accurate because of the large radiative losses that occur due to the high
lamp temperature.

3.0

Temperature rise (°C)
(=]
1

.0_51 s ] . 1 L ] L ] . ] N ] .
-0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0

Time (hours)

Figure 6.7. Slab temperature rise as measured by the fiber probe, over three successive shots. Also
shown is the projection of the temperature back to shot time to correct for the prompt heating of the
probe. Flashlamp cooling was absent in these tests. The amplifier was in the diamond configuration.

" Table 6.1 summarizes the starting temperature conditions applied in both the lumped-
mass model and the three-dimensional model, where flashlamp, edge cladding,
blastshield, and slab temperatures are given for AMPLAB slabs and NIF end and interior
slabs. Several key features are noted. The first feature is the starting temperature
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differences for the AMPLAB 34-mm- and 40-mm-thick slabs. It was determined that
simple thickness scaling was appropriate since the slabs are optically thick to the
flashlamp light. That is to say, the temperature difference between the 34-mm- and 40-
mm-thick slabs was 15% (40 mm/34 mm). Additionally, the interior slab temperature was
11% greater than the end slabs due to pumping differences. Finally, the flashlamps in the
AMPLAB thermal side cassette were judged to be 4°C hotter than the flashlamps in the
optical side cassette because of differences in the reflector designs.

Table 6.1. Initial temperature conditions used in the AMPLAB and NIF thermal

recovery calculations.

Starting temperature rise (°C)
AMPLAB NIF end NIF
ceniral
NIF and , ’_ Side cassette flashlamps 15 15 15
AMPLAB Edge claddings 1.2/3 12/3 1.3/33
“Optical” side {horizontal / vertical)
Slabs 0.65 0.65 0.72
— Central cassette flashlamps 15 15 15
Blastshields 2 2 2
Slabs 34 mm: 0.76
AMPLAB 40 momn: 0.65
“Thermal” Edge claddings 12/3
side (horizontal / vertical) {40 mm case)
Side cassette flashlamps 19

Figure 6.8 gives representative temperature distributions across the “A” and “D”
apertures for a shot at 20% flashlamp explosion fraction followed by forced gas cooling
of the flashlamps with ambient-temperature air. Several key observations are:

1.

2.

Recovery is clearly evident through the reduction in temperature during the first
eight hours after the shot.

Strong coupling between the edge cladding and the slab masks is evidenced by
the rapid reduction in temperatures at the edges of the slab. Note that the initial
edge-cladding average temperature rise on the vertical edge cladding elements
was roughly 3°C.

An asymmetry is evident in both slabs, but more prominently in slab “D™. In
both figures, the right edge of the aperture is nearest the central cassette, which
was more aggressively cooled than the side cassette. This likely accounts for the
asymmetry.

The residual temperature after 10 hours is indicative of a slightly warmer than
ambient flashlamp cooling gas. In this particular experiment, a chiller was used

to establish the cooling gas temperature, thus providing the potential for a slight
temperature offset.
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Figure 6.8. Experimentally measured temperature profiles across the long dimension of the laser
slab. All times are measured from shot time. Note that both slabs were 34 mm thick, and the
amplifier was in the diamond configurzation. (a) Slab A temperature distributions and (b) slab D
temperature distributions.

6.4 Comparison of AMPLAB temperature measurements with model predictions

Since the flashlamps are the hottest element in the amplifier, and thus represent the
dominant source of residual heat that could be transported to the laser slabs, it is
important that the convection coefficient values applied to the flashlamps be correct. In
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the AMPLAB tests, the temperature of a side cassette flashlamp was measured using both

~ thermocouples and a fiber probe. Figure 6.9 gives the comparison of model predictions to
the measured temperatures. There is excellent agreement between the two experimental
measurements, thus giving high confidence in the experimental values. Because the
thermocouples were disconnected during the flashlamp firing, the first six minutes of
thermocouple data were lost in this case. Also, because the fiber probe was exposed to
flashlamp light, it was overdriven and required several minutes to equilibrate with the
slab, again resulting in the loss of early time data. Because of this early-time loss of data,
the starting temperature for the flashlamps used in the calculation was obtained from
uncooled data using the projection approach discussed earlier (see Figure 6.7). Returning
once again to Figure 6.9, there is reasonably good agreement between the measured
temperature and the model prediction. At times less than 0.6 hours, there is at most a 20%
difference, with the model results being conservative. These differences are likely due to
slight discrepancies in the heat transfer coefficient as well as to inaccuracies in upstream
component effects on the cooling fluid. However, this generally good agreement gives us
confidence in the cooling parameters associated with the cooling gas flow.
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Figure 6.9. Comparison of the caiculated and measured flashlamp temperature for an AMPLAB
ambient cooled recovery case. Measured values using both thermocouples and the fiber probe are
shown.

Figs. 6.10 and 6.11 address the issue of thermal contact at the slab edges. This is
particularly important since the measured edge cladding average starting temperature was
as large as 3°C, while the neighboring slab temperature is only roughly 0.65°C. This edge
effect was evidenced in the data of Figure 6.8. Without proper removal of this waste heat
from the edge cladding, this temperature difference can greatly contribute to the overall
slab distortions. Figure 6.10a depicts the geometry near the edges of the slab, where the
edge cladding is thermally coupled to the cassette frame and mask structure by
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conduction through thin air gaps. Figure 6.10b shows the initial temperature distribution
_in the edge cladding and slab due to pumping and ASE absorption, calculated using the
absorption coefficient for 1.05-pum radiation. This geometry and initial temperature
condition were applied in two-dimensional heat transfer [6.7] simulations to determine
the appropriate value for the air-filled gap thermal resistance. Results are presented in
Figure 6.11, where the experimentally measured edge cladding temperature is compared
to numerical predictions for two values of the air gap resistance. These results indicate
that a gap conductance of 30 W/m?-K, which corresponds to a 1-mm-thick air gap, most
closely matches the experimental data. The higher conductance value corresponds to a
0.33-mm thick air gap, and is clearly incorrect. It is important to note that from
examination of the assembly drawings of the thermal cassette components, the gap would
be projected to be from 0.5 to 1 mm thick, which is consistent with the thermal results.
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Figure 6.10. The geometry and edge cladding temperature profile used in the calculations to
quantify the air-filled gap thermal impedance,
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Figure 6.11. Comparison of calculated and measured temperature at the mid-point of the side edge
cladding.
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Part of the purpose of developing two numerical models was for model validation
purposes. Figure 6.12 compares predicted average slab temperatures for both interior and
end slabs using the lumped-mass model and the full three-dimensional thermal model. In
this calculation set the starting slab temperature was specified as 0.65°C above ambient
for both slab types. Clearly there is excellent agreement between the two vastly different
models. This gives us good confidence in the simple algebraic relationships that were
used to specify the radiation exchange factors in the lumped-mass model, as well as the
confidence in the Monte-Carlo calculations used to develop the exchange factors for the
3-D thermal model.
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Figure 6.12. Comparison of slab average temperature obtained using the two numerical madels. Both
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Figures 6.13 and 6.14 compare model results with experimentally measured slab
temperatures for two different cooling cycles. Figure 6.13 gives results for the ambient
cooled case for both the 34-mm- and 40-mm-thick slabs. In this instance, results from the
lumped-mass model are used since it properly accounts for the effect of upstream cassette
components. Clearly evident is the excellent agreement between model and experiment
after the first hour of recovery. Also evident, however, is as much as a 20% difference
seen in the early stages of the recovery process. This early-time disagreement has not
been resolved, with possible sources being incorrect values for the blastshield starting
temperature, incorrect blastshield and slab emissivities, or errors in the experimental data.
This discrepancy may be explored further in follow-on work.

An example of chilled-gas recovery is given in Figure 6.14. In this instance, the
cooling gas inlet temperature was reduced by 0.5°C for the first 2.6 hours of recovery,
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between model and experimental results. Again the agreement is excellent except for the
first hour of recovery. Also shown on this figure is the corresponding ambient cooled
model profile. It is seen that with a mere 0.5°C reduction in the cooling fluid temperature,
recovery is decreased by as much as 2 hours. This enhancement is due to the nearly
doubling of the radiation exchange temperature difference during much of the recovery
cycle. Because of this enhancement, chilled-gas cooling is a baseline feature of the NIF
design.

1.2

Vv Model: 34mm thick slab

1.0 / Model: 40mm thick slab |

0.8 Measured: 40m m]

thick slab

Average temperature
rise above ambient

thiqk slab

0.0 . .
0 2 4 6 8
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Figure 6.13. Comparison of model predictions of the slab average temperature rise to AMPLAB
measured values. Results are given for both 3dmm thick and 40mm thick slabs.

To allow use of uncooled AMPLAB data, the lumped-mass model was extended to
accommodate stagnant cooling conditions. Natural convection coupling of energy from
the flashlamps to the blastshield and reflectors was incorporated. Because of the absence
of parasitic side-wall losses in the thermal model, this model adjustment is most accurate
for end-slab geometries where radiation from the glass elements to the beamtube
structure is the primary system energy loss mechanism. Figure 6.15 gives a comparison
of model results to experimentally measured slab average temperatures for the amplifier
diamond configuration. The agreement is reasonably good during the entire recovery
cycle. Clearly evident, however, is stratification in the system due to the buoyantly driven
convection currents in the flashlamp and slab cavities. During the early stages of
recovery, there is a clear increase in temperature in going from the bottom aperture (“D”)
to the top aperture (“A”). This is likely to be primarily due to stratification in the
flashiamp cassettes, which leads to top-to-bottom variations in the blastshield
temperature. '
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Figure 6.14. Temperature recovery of the AMPLAB slabs using chilled cooling gas in the flashlamp
cassette. (a) Temperature and flow velocity profiles used in the numerical simulations of chilled gas
cooling. This is the nominal profile used in the AMPLAB experiment. (b) comparison of calculated
and measured slab temperatures.

6.5 Laser slab wavefront recovery

Sample model results of the three-dimensional thermo/mechanical/optical calculation
suite are given in Figures 6.16 through 6.18. Figure 6.16 shows the temperature
distribution on one of the large faces of the laser slab, after 8 hours of cooling with
ambient temperature gas after a shot. The central iso-line is for a temperature 0.1075°C
above ambient. The iso-line increments are 0.0025°C. The hottest temperatures are along
the top and bottom edge claddings that are not as thermally well heat-sunk as the side
regions. The left-to-right temperature asymmetry is due to the orientation of the slab with
respect to the blastshields. One end of the face is more closely coupled to the facing
blastshield than the other end. The corresponding slab distortion is shown in Figure 6.17.
Because of cooling rate differences between the central and side cassettes, the slab is
warped into the shape shown. The final step in the sequence is the evaluation of the
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optical distortions. Figure 6.18 shows the tilt-corrected phase distribution across the
aperture. The tilt-corrected quantity is of interest in this investigation since the thermal
recovery criteria addressed in Section 6.1 relates to deformable mirror limits, which are
associated with non-tilt components of the total wavefront error. Note that the optical
distortion is low order, thus amenable to deformable mirror correction.
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Figure 6.15. Comparison of measured and calculated slab temperatures for the case of passive
cooling of the flashlamp cassettes. Because the lumped-mass model lacks spatial detail, the
differences between the top and bottom slabs could not be modeled. In the experiments, the A and D

slabs were 34 mm thick, while the B slab was 40 mm thick.
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Figure 6.16. Temperature contours on one face of the laser slab. The contours are spaced at an
increment of 0.0025°C. Note the left-to-right asymmetry in the tem perature field due to the

orientation of the slab with respect to the blastshields.
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Figure 6.17. The deformed central slab as viewed from the central flashlamp cassette. Deformations
are multiplied by 10° in order to produce this image.

Figure 6.18. Representative distortion phase distribution resulting from temperature gradients and
mechanical distortion of an interior slab.

In the early stages of measuring wavefront recovery in AMPLARB, thermal recovery
trends were difficult to quantify because of system variations that dominated the thermal
contributions. To overcome these difficulties, the flashlamps were fired four times within
12 minutes to enhance the optical distortions. Measurements were made for both cooled
and uncooled recovery conditions in both the “A” and “C” apertures. A comparison of
model and measured results was then made. Results are presented in Figure 6.19. The
data is for ambient gas-cooled recovery of aperture “A”. The slab distortions are
experimentally extracted from the data in a fashion depicted in Figure 6.20. Prior to the
flashlamp firing, and at one-hour increments thereafter, sets of 20 interferograms were
taken. Within each set, the resulting wavefronts were averaged, with the intent of
reducing the gas contributions by nominally the root of the number of samples. These
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averages were then subtracted to extract the change in low-order optical aberrations that
we associate with the laser slabs. There were significant magnitude and shape differences
between the measured and calculated wavefronts, due likely to the remaining gas motion
effects in the measured values as well as possible experimental contributions from other
optical elements in the system. For that reason we select to simply represent the optical
distortion in terms of the P-V magnitude. Referring back to Figure 6.19, it was necessary
to multiply the model P-V magnitude prediction by a factor of 3 to bring it into
agreement with the measured P-V magnitude.

0.25 —r————
£ s = 06/15/98 AMPLAB Data
£ 0.20 - ’\\\ (adj. and tilt corrected)
,.g 4 Y Calculation (case 13)
et :.; 0.154 ‘l\ ----3x calculation
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Figure 6.19. The comparison of AMPLAB-measured slab distortions to calculated distortions for a
4-shot case. The model results were found to differ by a factor of 3 from the measured.
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Figure 6.20. Characterization of the wavefront acquisition and processing approach used to extract
slab and gas distortion information in AMPLAB.
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We have performed mesh and boundary condition sensitivity studies on the numerical
model and found no credible numerical source for these discrepancies. [6.6] With
~ insulated slab edges, we could drive the optical distortions to near the measured value,
but as discussed earlier this is not a credible condition in light of the thin air gaps
between the slab and masks. As mentioned above, a more likely source is in the
experimental measurements. Since average wavefronts that compose the difference may
be taken several hours apart, imbedded in this measurement are thermal effects on the
end mirrors and other optical elements in the system. For example, consider Figure 6.21,
which gives the measured optical distortions for aperture “A” cooled and uncooled
recovery and aperture “C” cooled recovery. Focusing on the aperture “A” results, there is
a common decay rate after about the first hour of recovery. This indicates the potential
for dominance of something else in the system that is not thermally affected by the
presence of the cooling flow. Further numerical and experimental investigation is
required to fully identify and quantify these contributions.
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Figure 6.21. Peak-to-valley wavefront distortion for cooled and uncooled tests in apertures A and C.
Note the common late-time decay rate in the two aperture A tests, which denotes a thermal effect not
associated with the cooling gas that has an important effect in the system.

0.1

With this uncertainty in mind, predictions of the tilt-corrected P-V slab phase
distortion for the NIF are presented in Figure 6.22. The numerical results are bounded by
an aggressive assumption, in which we assume the numerical model results are correct,
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and a conservative assumption in which we apply the 3x multiplier discussed above.

_Applying these assumptions, the predicted P-V slab distortion for the entire multipassed

beamline is 0.4 + 0.2 waves after 7 hours, and 1.5 + 0.7 waves after 3 hours. It | is clear
that with respect to a 7-hour recovery, there is adequate margin to feel confident that slab
optical distortions will be acceptable at the end of the thermal recovery period. However,
for an accelerated shot-rate scenario, which requires recovery in three hours, the
conservative assumption-based estimates are marginal.
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the frequency converter (1-ns, high-power pulse). In actuality, of course, this noise
would be added in a distributed fashion in the amplifiers during the multiple NIF passes.

. Since the specification considers only the 80% spot size, however, which is largely

dictated by long-scale aberrations that remain principally as phase in the well-relayed
NIF laser, it is largely irrelevant to the spot size whether such noise is added in a
distributed fashion along the beam paths or at the end of the chain. The files were also
low-pass frequency filtered at 100 prad before being added to the beam to simulate the
effect of pinholes (this made little difference to the results). The adaptive optic model in
PROP92 [6.8] was also applied against the beam after addition of the file, under the
aggressive assumption that the adaptive optic loop is fast enough to correct the air
turbulence. This correction made little difference to the spot size, however, due to the
fairly small scale lengths of the phase noise. Finally, a scaling factor was included to
scale the amplitude of the phase up and down from the values in the AMPLAB
measurements.
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Figure 6.24. Rms values of the phase distortion for the individual wavefronts taken in each data set.
Also shown is the average of the 20 wavefronts in each set,
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Figure 6.25. Power Spectral Density (PSD) curve for the three measured files. This figure shows a
1-D collapse of the 2-D PSD at six different angles for each of the three measurements. This repre-
sentation is preliminary, in that a detailed analysis has not been done of the spectral range of validity.

Figure 6.26 shows the spot size as a function of the phase scaling factor for the three
cases, including both filter and adaptive optic corrections. These results indicate that if
the AMPLAB measurements are scaled up by a factor of 3 to 5, the 5-prad limit is
exceeded. Based on the minimum multiplier, this translates to a NIF system gas phase
distortion allowance of nominally 0.1 waves rms. What is lacking to this point, however,
is quantification of this phase-amplitude scaling factor, particularly as it relates to
calculated and observed temperatures in the system. Quantification of the relationship
between temperature and phase distortion is a necessary step since system temperatures
are easily calculated and measured.
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Figure 6.26. Increase in 80% full-angle spot size with scale factor for the three AMPLAB
measurements. The scale factor acts as a multiplier on the data rms phase distortion of ~0.34 waves.
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To develop this relationship, we consider gas motion optical data taken on both
AMPLAB and Beamlet . In Beamlet data taken in 1996, it was observed that the focal
spot size correlated well with two temperature quantities: (1) an “internal” temperature
dlﬂ‘erence that most likely controls convective ﬂows in the mtemal cavities in the
amplifier chain and (2) an “end” temperature difference that likely controls convective

flow in the beamtubes. This is depicted in Figure 6.27. This same observation was noted

'in AMPLAB data, as shown in Figure 6.28. Again, the gas phase distortions correlate

well with the slab temperature rise, which in this instance represents the “end”
temperature difference. This is appropriate since the AMPLAB configuration is only two
slabs long, and thus, is likely to be dominated by beamtube disturbances. The offset
problem at low temperature values is likely due to system effects outside the domain of
thermal recovery.

It must be emphasized that both the AMPLAB and Beamlet gas distortion data are
integrated optical effects of their respective systems, individually providing little
information about scaling. The scaling link is provided through a simple construct model
that employs the available data to specify adjustable parameters. The goal of this model
construct is to relate system convection current driving temperature differences to a
system rms phase distortion, and then through Figure 6.26, to the added beam divergence.
The model is based on the premise that gas distortions can be separated into interior and
end contributions as depicted in Figure 6.29. Furthermore, from the observations noted
earlier, the distortions scale linearly with characteristic temperature differences. Thus we
may say that

¢; =K; AT,

o —K. AT (6.1)

where ¢ is the local phase distortion, K is the proportionality constant, and AT is the
temperature difference. The “i” and “e” subscripts denote the interior and end regions
TESpECu‘VELy In Dq UJ 1 ) WwE pi‘(‘r'v‘luc for different temperature differences in the interior
and end regions. For cases where the flashlamps are cooled with ambient temperature
gas, we expect the temperature differences to be equivalent after the first hour of
recovery However, in an uncooled case, calculations and experimental data indicate that
there will be a equilibration of the interior temperatures at an elevated value, maintaining
an end temperature difference, In the application of Eq. (6.1}, it is hypothesized that the
proportionality constants are the same for AMPLAB and the NIF, because the geometry
heights are the same, but different for Beamlet. In Beamlet, the amplifier cavities are two

glalag +211 Thirg w1x:a of lata thaot
SidUd Lall. 111ua, weo Dl.llJl.l.laLG uliat

‘ b

K=Ky =K, =St
Ke,b

Ke=K,p= Ke,a = B

6.2)
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where the additional subscripts “n”, “a”, and “b” are used to denote NIF, AMPLAB, and
Beamlet respectively. The [ factor is used to account for the Beamlet scaling differences.

For example, a 3 factor of 0.5 assumes that the NIF system is twice as sensitive to
temperature differences as the Beamlet system, which has been previously assumed.
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Figure 6.27. Temperature correlation observed in the Beamlet focal spot data (a) correlation with an
end-cavity driving temperature difference—the difference between the slab temperature and
ambient (the hbeamtube) temperature and (b) correlation with an interior-cavity driving temperature
difference—the difference between the vertical surface temperatures (average temperature of laser
slabs and blastshields) and the top reflector temperature.
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Figure 6.28. Temperature correlation observed in the AMPLARB gas distortion data.
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Interior Interior
End End
Interior interior

Figure 6.29. A depiction of the two region types incorporated in the simple gas-distortion-scaling
model. AMPLAB consisted of 1 interior and 2 end regions. The NIF main amplifier consists of 9
interior and 2 end regions.

Given these assumptions, model equations were constructed for the total system
optical distortion, assuming the proper coherent and incoherent additions. Measured
AMPLAB and Beamlet distortions were then used to extract the model constants.

For AMPLAB, which was two slabs long and double passed, a single interior region
was present in addition to the two end regions. The model equation for the system phase
distortion (®), accounting incoherent and coherent contributions in the end and interior

regions, is
2 2
2
@2 =2(2-9,,) + (2-0; )
End rggions Interior cavity

(6.3)

In Eq. (6.3), the factor of 2 multiplier inside the parenthesis accounts for the 2 pass
coherent addition, while multipliers outside the parenthesis account for incoherent
addition of multiple regions. Substituting Eqgs. (6.1) and (6.2) into Eq. (6.3)

®2 =8-K2(aT, ) +4-K¥(T; )"
6.4)

For Beamlet, which employed a 11 slab long 4 pass main amplifter and a 5 slab long
single pass power amplifier, the model construct is

02 =2(4-0,, ) +10(2-0,, )0+ 20, ) + 401,)
- ;N ~ S

v v ——
Main Amp. Main Amp. Power Amp. Power Amp.
end regions  interiorreg. endregions  interior reg.

=34.p2 -Kg(ATe’b)z +164-p2 -I~<%(AT,-,,,)2
(6.5)

The NIF system employs an 11 slab long 4 pass main amplifier, and a 5 slab long
double passed power amplifier. In this instance the construct is
2 2 2 2
@2 =249, ,) +10(4:9; ,) +2(2-0,,) + ‘4(2‘¢i,n)
Main Kmp. MainvAmp. PowerYAmp. Power Amp.
end regions  interiorreg. endregions  interior reg.

=40- Kg(ATe,ﬂ)z +176- Kiz(ATir")z

(6.6)
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Rematning as parameters in these equations, besides temperature differences are the
region temperature correlation parameters, K. and K, and the height scaling parameter B.
To extract values for the temperature correlation parameters, a single set of Beamlet and

AMPLAB data was employed so that Eqs. (6.4) and (6.5) could be simultaneously solved
for the parameter values. The data employed follows:

[ ATi,b =05C

Beamlet: { ATp=3.5C 6.7
l d, = 0.248 waves
[ ATiz=05C

AMPLAB: 1§ AT.,=3.5C (6.8)

[ @, =0.102 waves

The Beamlet data consists of measured system optical distortion and measured
temperature differences, taken on 02/07/97 (shot number B7020721). On this particular
Beamlet sequence, the flashlamps were fired twice with the data taken approximately
5 hours after the first system shot. The AMPLAB optical distortion data was from the
06/12/98 4-shot data set, and selected at a time that produced an end temperature
difference (AT.) equivaient io the Beamiet data. This 4-shot uncooled case was seiected
because of the enhanced signal resulting from the hotter temperature state, as well as the
elimination of spurious gas motion disturbances that would be present if the cooling fans
were engaged. Since thermocouples were not in place for this particular data set, the
temperatures were obtained using the iumped-mass model. The value AT, given in
Eq. (6.8) is a slight adjustment from the calculated value, and was required to get a
solution from the coupled equations. It is likely fortuitous that it is equivalent to the
Beamlet data set value. Further details of the model, and values for the temperature
correlation parameters are given in Ref. 6.9. One observation, addressed in detail in
Ref. 6.9, is that the mathematical result of a B factor of 0.5 is a heavier weighting of
interior regions that with a [ factor of unity is applied.

Results of the model, as applied to AMPLAB measured distortions are given in
Figures 6.30 and 6.31. The corresponding temperature predictions from the lump-mass
model are given in Figure 6.32. Consider first Figure 6.30, which is for passive flashlamp
cooling (temperatures given in Figure 6.32a). Results agree equally well for B factors of
0.5 and 1.0. Referring to Figure 6.32a, note the long decay time for the passive flashlamp
cooling case. This demonstrates the importance of flashlamp cooling on amplifier thermal
recovery. The origin of the “dip” in the § = 0.5 curve at 1.5 hours is seen in the Figure
6.32a temperatures. As mentioned earlier, the interior cavities are weighted heavier with
this value of B than with a value of unity. The observed behavior is due to the crossover
of the blastshield and slab temperatures, which form the interior cavity temperature
difference.
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Figure 6.30, Caomparison of projection model predictions to the AMPLAB data for passive flashlamp
cooling. Beth height scaled and unscaled predictions are given.
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Figure 6.31. Comparison of projection model results to AMPLAB data for active flashlamp cooling.
Predictions are presented for both the height scaled and unscaled cases. The corrected AMPLAB
data attempts to correct for cooling system effects caused by the leaky blastshields.
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Figure 6.32. Calculated slab and blastshield temperatures for 1-shot and 4-shot cases. (a) passive

flashlamp cassette cooling. (b) active flashlamp cassette cooling.
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Consider now Figure 6.31, which is for active flashlamp cooling with ambient
temperature gas. In this instance, the phase distortion data is corrected to account for

system effects due to the leaky blastshield seals, and it is likely to not be as accurate as

for the uncooled case. The correction consisted of a root-sum-squared (rss) subtraction of
the gas system component that was quantiﬁed from baseline data with fans both on and

off. It is important to note that the agreement is much better for a P factor of 1.0, which
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With model constants now determined, Eq. (6.6) was employed to project system

non Aiot e £ dhna NTE fAansne v
phase distortions for the NIF, focusing on the 0.1 wave rms limit established through the

system propagation studies (see Figure 6.26). The calculated NIF system temperatures
are given in Figure 6.33 for both ambient gas cooling and chilled gas cooling. The
corresponding gas distortions, as extracted using Eq. (6.6) are given in Figure 6.34..

s 1dan Fiear T4 A 22 hinh o i i
Consider first Figure 6.33, which gives predicted slab temperatures. The chilled-gas

cooling cycle employed 1°C chilled gas for 2.5 hours, followed by immediate warming to
ambient. This clearly shows from the temperature profiles the potential to achieve the 3-
hour recovery required for the accelerated shot rate scenario.
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Figure 6.33. Calculated slab temperatures for the NIF amplifiers for the cases of ambient and chilled
gas cooling. Predictions are given for both the interior and end slabs.

Now consider Figure 6.34. In spite of the good agreement in the AMPLAB data with
a B factor of 0.5, both P values are employed in an effort to bound the problem. We
denote the B = 0.5 line as conservative, and the § = 1 line as aggressive. The NIF gas
distortion limit of 0.1 waves rms, which was based on a NIF system propagation
calculation, is noted on the figure. These results indicate some uncertainty at achieving
the NIF distortion limit in 7 hours if the conservative assumptions are employed. Finally,

127




for the entire chain is 0.9 + 0.4 prad after 7 hours, and 3.3 &+ 1.7 purad after 3 hours. Note

that chilled-gas cooling is a recovery option that

distortion level with chilled-gas cooling three
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cooling can be used to accelerate the recovery rate to meet the NIF
requirements. Model results indicate that modest chilling of the cooling gas
has the potential to meet the 3-hour recovery requirement for the accelerated
shot-rate scenario.

It is important to remember that chilled-gas recovery has not been optically

validated. Temperatures were measured on AMPLAB tests, but the
corresponding optical measurements were not made to provide concrete
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7. Implications for NIF Performance

The implications of AMPLAB gain files for NIF performance predictions were
considered for the two cases of (1) measured AMPLAB gains and (2) predicted
AMPLAB gains (per the 3-D ray trace code), assuming higher reflectivity reflectors than

‘actually used. As these cases have slightly differing gains and gain roll-offs, they require
different front-end energies and injection-pulse spatial shapes to compensate for the gain.
These results show that for the NWET mission of the NIF, the output energy
requirement of the regenerative amplifier in the front end is approximately two times
higher for the measured {poorer reflectivity) case than for the calculated, high-reflectivity
case: 3.0 vs 1.6 mJ. These are within the regen output capability of ~10 mJ. At injection
to the main cavity, these numbers become 1.1 and 0.87 J. This may imply the range over
which the NIF may need to perform if the reflectors in that system start out with high
reflectivity, but degrade with age. No other distinguishing differences were found

between these cases for NIF system performance.

Analysis

These cases were studied using a PROP92 model of the NIF. This model was similar

tn thaot 11gad 1 ~Athar otiidiag 77 avrant that all alaveatiana Al no Anting Fieiahin
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were eliminated to simplify analysis. It also assumed that the NIF was composed of
AMPLAB slabs, which are 1 mm thinner than NIF slabs. The simulation represents the
NWET mission of the NIF (13 ns, temporally flat), as this is the mission which causes
the greatest amplifier saturation, and, hence, the greatest stress on the front-end
requirements. The simulation includes the effect of beam vignetting. It also assumed a
50/50 mix of LG-750 (LHG8) and LG-770 by decreasing the gain coefficients in these
files (which were all LG-770) by 6.6% for LG-750 [7.2].

The spatial shape of the front-end beam is driven both by the gain spatial shape
and also by the output beam flatness. The latter effect deserves some discussion. The

front-and injiactinn haam chanac in thic analvcic ware daterminad hv minnino the ende 1n
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the small-signal regime with a spatially flat input beam, and then inverting the output
beam (and applying appropriate apodization). This results in an injection beam shape
that gives a spatially flat beam at low-output fluences (no saturation). This simple
approach has been used in past NIF simuiations. it aliows the same spatial beam shaper
to be assumed for all NIF missions (saturating and nonsaturating). For highly saturated
cases, like that studied here, however, the lower gain at the edges of the amplifier causes
the edges to droop ~12 to 17% relative to the beam center on output. This is shown in

Figures 7.1 and 7.2.
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Figure 7.1. Qutput beam for the calculated gain case. The edge-to-center roll-off is ~12%.
The output energy is 21.4 k.
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Correcting for this droop to better fill the aperture is not a compelling need and may
not be feasible. When phase noise is added to the beam, the resulting modulation is
significantly larger (~30 to 40%) than the 12 to 17% here, and so the roll-off is less
apparent. Consequently, bringing all parts of the aperture up to equal risk of optics
damage by high fluences is driven more by the uniformity of the aberrations on the beam

.than the gain roll-off. The difficulty in removing this droop lies in the highly saturated
regime in which we are running for the NWET pulse. The edges of the injection beam
need to be increased much more than 12%, relative to the center of the beam, to correct
for this droop. Indeed, trial efforts to increase this flatness have shown that a factor of
two increase may be necessary. As it is the edges of the injection beam that dictate the
output requirements of the regenerative amplifier (as will be discussed below), there may
not be enough energy available from the regen to create a perfectly flat output beam for

the NWET mission. In addition, an input spatial shape that created a flat output beam in

this saturated case would create a very nonuniform output beam in the nonsaturating SSP

mission. (For example, the factor of two increase referenced above would print through
to the output beam, resulting in a 2:1 edge-to-center ratio there, which would be
unacceptable from damage constraints.) So an effort to create a flatter beam for the

NWET mission than described here wouid generate the need for different spatial shaping
masks for the other missions.

The front-end beams for the two cases are shown in Figures 7.3 and 7.4. This is the
beam leaving the regenerative amplifier and after spatial shaping (gain compensation and
edge apodization). For the case of the measured gains, the fluences at the edge and center
of the beam are approximately 8.2e-5 and 0.8e-5 J/ecm2, giving a 10:1 spatial contrast
ratio. For the calculated gains, these numbers are 4.5e-5, and 0.6e-5 J/em?2, giving an 8:1
contrast ratio. This agrees with analysis of the gain files individually, which show greater
roll-off and lower average gain for the measured case (see Table 7.1).

The output energy requiremem from the regenefahve a.[“ﬂpullt:r is driven Dy this pu.l
spatial shape in a way represented in Figure 7.5. As indicated there, the regen energy is
derived from the fluences at the edges of the beam, rather than the center. (Hence, as
discussed above, increasing the edges relative to the center is costly.) It is also useful to
envision the spatially shaped beam as being cut out from a spatially flat-topped, square
beam, which is, in turn, cut out from the Gaussian regen beam. This flat-topped beam has
a fluence equal to the peak fluence at the edge of the spatially shaped beam, so one is
“carving out” the center of this flat-topped pulse to do the final spatial shaping. (This is
also shown in Figure 7.5.) The maximum efficiency with which this flat-topped beam can
be extracted from a Gaussian beam is approximately 25%. Using this, with the peak
fluences of 8.2e-5 and 4.5e-5 given above, and a beam area of 9 cm?, we can calculate the

regen output energies for the two cases. These are 3.0 and 1.6 m], respectively, for the

measured and calculated gain cases. This is within the nominal operating capability of the
regen (10 mJ). The energy in the shaped beams entering the main cavity for each case is
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1.1 and 0.87 J, respectively. Again, these numbers are within the nominal output
capability of the four-pass rod amplifier. The fact that an approximately factor-of-two
difference in the regen output becomes only a factor of 25% difference in the four-pass
outputs is due to the difference in gain shapes mentioned above: the measured slabs have
more roll-off and lower gain, but the difference in roll-off (which more strongly effects the
.regen output) is larger than the difference in average gain (which more strongly effects the
four-pass rod).

This range in regen output energies is thought to represent a change in the reflectivity
of the flashlamp reflectors in NIF. In some sense, then, it may represent a performance
range if the NIF reflectors are expected to start out with high reflectivity, and then
degrade over time.

Table 7.1. Peak-to-edge roll-off and average gain coefficient for the six types of LG-770 slabs,
as well as the chain average (including vignetting). (The term "Rotter-avg" refers to a five
subaperture method of calculating average gain given in [7.2] to simulate vignetting.)

[AMPLAB gaih measurements and cakculations, LG-770, C-aperfure

average gain coeff {cm-1) peak-to-average

File Descr +-20cm |Rotter-avg" | +-20 cm |Rotter-avg”
[TWideDC_o21.aux GZmona, Measureq, low retecivity (4 V0477 00457 T1750 T1200

TWidwXC_521.aux X, measured, low refleclivity {?) 0.0470 0.0490 13770 TI280 |
Intefior_S521.aLx ntencr, measured, Ow retelctivity {7} 00534 00249 1.1540 1.1220
ModelDU 57 _0.2.aux |damond, calculated, high refiecivity 0.0490 0.0504 T1420 T.7080
kﬂfodelxc_s}?_o.z.aux X. calculated, high reflecivity 0.0452 00511 T1380 T.0950
odellC_97_02.aux  [intericr, calcualted, high refiectivity 0.0542 0.0557 1.0960 1.0650
G5 22-T606.NIFd_s77 |damond, calculated {od, Monierey) 0.0482 00489 T0995 T0837
G705 22-TRZNIFX_s77 | X, calcuated (o, Monerey) 00402 00459 10742 TO5%
GT0522-T702.NIF_s77 [nterior, calcualted (o, Monterey) 00512 | 00518 T.0350 10235
+-20 cm +-19cm | +-20cm | +-19cm
n/a NIF model, measured sfabs fow ref)] 0.0513 0.0520 1.1486 1.1325
n/a NIF model, calcutaied slahs {high refl]  D.0523 00531 T.1034 T.0803
nfa od NIF model (Monfery], cakc siabs|  0.0507 0.0505 70306 10318

enametics for tree cases:

Tegen TWYGTar |
output 4-pass output
energy output energy
(m&}  |energy(J) (kd)
[NIF model, AMPLAB measured slabs (low ©fl} 3 11 205
[NIF mode, AMPLAB cak. slabs (high fef.) 16 087 214
I'N'lF mode, NIF modeled SIabs, old (Monierey) 14 12 2206
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8. Discussion and Recommendations

(= ]

.1. Gain and gain uniformity

A model has been developed for calculating silver reflectance as a function of
-wavelength, angle of incidence, and polarization, which requires only normal incidence
reflectance measurements for determining the thickness and refractive index of silver
tarnishing. We plan to use this silver reflectance model to improve the accuracy of the 3D
ray-trace gain modeling. After this has been done, and the model has been verified by
modeling AMPLAB gain measurements, we recommend that action items proposed by
Emmett et al [8.1] be undertaken to resolve amplifier gain issues. These
recommendations, in slightly revised form, are:

e Thoroughly review and validate the methodology of the 3D-gain code. Run tests to
bracket the effect of physics left out of the model, such as polarization tracking and
flashlamp energy recycling.

e Determine the NIF amplifier gain and gain profiles as a function of lamp loading and
glass type.

e Evaluate whether any simple modifications of NIF amplifier operation (e.g.,
differential loading of flashlamps) can increase focusable beam energy by either
changes in gain profile or thermal distortion profile.

¢ Evaluate issues associated with various mixtures of glass type in the amplifier and/or
amplifier chain, with the actual glass parameters as measured from pilot production
material.

o Verify feasibility of protected silver by performing lifetime tests on a side-flashlamp-
array reflector with deep involutes.

8.2. Prompt laser slab distortion

The predicted prompt pump-induced wavefront distortion for a NIF beamline is about 5.5
waves, P-V, over the ~35.6- X 35.6-cm aperture size corresponding to 50% beam
intensity. The 5.5 waves is about three times greater than the 1.7 waves of prompt pump-
induced wavefront distortion measured on the Beamlet laser. Our analyses show that the
AMPLAB and Beamlet results are consistent when differences in beam area, beamline
architecture (NIF’s has an additional pass through the booster amplifier), pump-cavity
design, and measurement uncertainties are taken into account. However, the current
model for prompt pump-induced wavefront distortion uses many approximations and

empirically treats heating by infrared and ultraviolet sources.

In light of these observations, our recommended action items are:

e Modify the 3D ray-trace model so that it accurately predicts slab thermal loading,
expressly taking into account infrared and ultraviolet sources. The measured
temperature rise and small-signal gain should be used to normalize the code.
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Model the prompt pump-induced wavefront distortion (and gain) with the flashlamp
energy in the central arrays increased and the flashlamp energy in the side arrays
decreased, so that pumping rates of the two different types of arrays are better
balanced.

It is conceivable that the wavefront measurements made in AMPLAB could have
been influenced by flashlamp pumping of the large mirrors used to direct the probe
laser beam through the amplifier. Therefore, the pump-induced distortion of the
mirrors should be accurately modeled using the improved 3D ray-trace code.

The predicted slab thermal distortion seven hours after a shot is 0.4 + 0.25 waves, less
than one-third the value allowed by the requirements. Thus, the sum of the predicted
prompt pump-induced and slab thermal distortions (5.5 + 0.4 = 5.9} is 20% greater
than the sum of the prompt and thermal requirements (2.7 waves + 2.2 waves = 4.9
waves). The NIF’s wavefront correction system appears to have sufficient margin to
correct for this modest increase in overall distortion. We recommend that the
requirements for prompt and thermal distortions be balanced to match our
performance predictions.

8.3. Long-term thermal distortion

The predicted long-term slab and gas distortions seven hours after the shot meet the
current requirements with large margins, provided the flashlamps are cooled with slightly
chilled (1°C) gas. Three hours after the shot, however, the predicted long-term slab and
gas distortions barely meet the NIF wavefront criteria. There appears to be leverage for
reducing performance risk after three hours, by:

Cooling the flashlamps with gas that is more than 1°C below ambient, to accelerate
recovery of the average slab temperature and to reduce gas distortion.

Better balancing the central and side flashlamp arrays to reduce prompt pump-
induced wavefront distortion, so that more deformable mirror stroke can be allocated
for correcting long-term slab distortion. Accelerating the recovery of the slab
distortion would require significant and expensive design changes, such as
implementing edge-cladding cooling.
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Appendix A
Calculation of Slab Temperature Rise Due to
Absorption of 400- to 1000-nm Pump Light

In general, the distribution of thermal power deposited in the laser slab by flashlamp
pump light, Q, is an arbitrary function of position and time. For purposes of this model,
however, we have assumed a separable source function, i.e.,

Q(x.y,z.t) = A s(x)[go(y)f(2) + gn(y)f(h-2)Ju(t) + Qec, (A1)

where x and y are vertical and horizontal coordinates in the plan of the slab, respectively;
z is the coordinate running through the thickness of the slab; h is the thickness of the slab;
s(x) denotes the vertical variation of the pump profile, which is assumed to be unity for
both the front and back surfaces of the slab; go (y) and gy, (v) denote the horizontal
variation of the pump profile at z = 0 (the front surface of the laser slab) and x = h (the
back surface), respectively; f(z) denotes the pump profile through the thickness of the
slab; u(t) denotes the time dependence of the heat deposition; A is a constant multiplier;
and Q. is the thermal source term for the edge cladding. Each of these terms is discussed
below.

In the multisegment amplifiers envisioned for use in the NIF, the flashlamps are
oriented vertically, and there are silver-coated metal reflectors at the top and bottom of
the pump cavity. These features are indicative of the vertical symmetry that minimizes
vartations in pump light fluence in the vertical direction and allows us to approximate the
function s(x) with a constant. In reality, the reflectors are not perfect, and so there is a
~1-2% roll-off in pump light at the top and bottom of the pump cavity. This roll-off
could have a small effect on pump-induced wavefront distortion, as noted below,

We used a 2D+ ray-trace code called Ampmodel [5.5] to calculate the pump light
distributions across the long, horizontal dimension of the laser slab. Although Ampmodel
performs ray-tracing in the horizontal plane, the horizontal pump-light distributions
predicted with Ampmodel are very close to distributions predicted with the 3D ray-trace
code described in Section 3. Figure A.1 shows pump light distributions calculated with
Ampmodel for the NIF prototype amplifier in the two-slab-long diamond configuration.
These distributions were used by TOPAZ3D for the functions go(y) and gy(y). Linear
interpolation was used to determine go(y) and gn(y) for arbitrary values of y.

The thermal energy deposition through the thickness of the slab was calculated using
the LLNL Xe flashlamp model [A.1]. This model calculates the spectrally integrated Nd-
pumping rate for different slab thickness, Nd-doping concentrations, and flashlamp input
powers. The calculated profile calculated with Amplab input parameterswas
approximated with the double exponential function

f(z) =e™*+cet)?, (A2)




where [, W2, and ¢ are the fit coefficients. Over the range of explosion fractions
considered (0.2 to 0.23), the values of u), and p, are insensitive to explosion fraction.
A plot of the energy deposition profile and the corresponding fit is shown in Figure A.2.
The deposition profile was slightly skewed away from the surface, however, as the
calculation was performed using normal-incidence rays. This uncertainty is accounted for
by normalizing the predictions to measurements, by adjusting the constant, A.
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To describe the temporal behavior of the pump pulse, we use an analytic expression
for u(r). We first need to describe the temporal behavior of the electrical input power to
the lamp. Since the flashlamp is a nonlinear circuit element, the actual pulse shape is

described by a nonlinear differential equation [A.2]. We have found, however, that an
excellent approximation to the shape is given by the function

p(n) o t Exp[-(t-a)*/7], (A.3)

where @ and 7 are fit parameters. A plot of the electrical input power as determined from
a numerical integration of the circuit equation and the approximation given by Eq. (A.3)
is shown in Figure A.3. The optical output power, u(f), may be calculated using the non-

linear equation

dw/dt = [n(u)p(t) - u())/tr (A4)

where n(u) is the instantaneous radiant efficiency of the flashlamp (corrected for arc-
expansion effects), and 7z is radiative recombination time of the plasma (approx. 30 ps)
[A.4]. We have found, however, that n(u) can be accurately approximated by the
expression

n(u) = .653 +2.33x10%19, (200 < 7o <500 ps 0.15 <, <025)  (A.5)

where 7y is the full-width, tenth-max time of the electrical input power pulse. In Figure
A.4 we show the comparison between the numerical solution to Eq. (A.4) (with n(u) as
given by Ref. 7) and the solution using the approximation given by Eq. (A.5). We sce
that over the time range specified, the agreement is quite good. Using Eqs. (A.3)-
(A.5), an analytic expression for #(f} may be obtained.
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Figure A.3. Measured electrical input power to lamp (—) and fit (--).
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Figure A.4. comparison of exact and approximate solutions to the flashlamp output ‘
equation.

The scale factor, A in Eq. (A.1), was adjusted to give good agreement between
predicted and measured prompt pump-induced wavefront distributions. After A had been
determined from measurements made in AMPLAB, the same value of A was used for
predicting the performance of the NIF amplifiers.

The term Q.., which represents the heat deposited in the edge claddings, was
calculated using

Qec= Qec,pump + Qec ASE » (A.6)

where Qecpump represents the heat deposited into the edge claddings by flashlamp pump
light, and Q.. ase represents the heat deposited into the edge claddings by the ASE. The
source term is broken up in such a manner because the time dependence of the two parts
is different. For Qecpump, the time dependence was assumed to be u(t), as described
above. The term Qe ase Was calculated using

Qec,ast o O(HBTe™, (A7)

where B is the edge-cladding absorption coefficient at 1.053 pm, I is the fluence of the
incident ASE, and ¢(t) gives the time dependence of the incident ASE. After determining
the time dependent stored energy density p(t) using the bulk gain model [A.3], we
calculated ¢(t) using the expression

o) =< p(t) [a + b{Exp[p(t)] - 1}}, (A.8)

where a and b are constants. See reference A.4 for the derivation.
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At present, we do not have an accurate ab initio calculation of the ASE fluence on the

edge cladding. However, based on measurements with the Beamlet laser, we estimate a
flnance nfd T/nmz far AQF and annthar 2 § T/ﬂmz due ta the nuimn Hoht
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Equations (A.1)-(A.8) are used in TOPAZ3D to determine the temperature
distribution in the laser slab. Due to the shortness of the pump pulse (a few hundred

‘usec), adiabatic boundary conditions are used on all faces of the slab.
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