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ABSTRACT
SPECTROSCOPY OF MIDDLE CHARGE STATE HIGH-Z IONS

IN THE ULTRAVIOLET FOR PLASMA DIAGNOSTICS

Steven Bryan Utter

Doctor of Philosophy, December 11, 1999
(M.S., Auburn University, 1996)
(B.S., Eastern Kentucky University, 1992)

Directed by Eugéne J. Clothiaux and Peter Beiersdorfer

The quest for the creation of an economically feasible thermonuclear fusion energy
reactor is still active after many decades of research. Modern machines produce plas-
mas which are both hotter and more dense than those created 30 years ago and future
devices promise to continue this trend. Paramount to this research is the capability
to adequately measure certain parameters of the plasma such as temperature, den-
sity, impurity concentration and radiation loss. This dissertation reports three sets
of spectroscopic measurements from intermediate charge state of high-Z ions, which
have been performed at the Electron Beam Ion Trap (EBIT) facility of the Lawrence
Livermore National Laboratory', relevant to the development of spectral plasma di-
agnostics and to the understanding of radiative energy loss from heavy impurity ions
of today’s and future fusion devices: measurements of W radiation from 40 - 85 A,
precision measurements along the Cu isoelectronic sequence, and UV spectroscopy of

Ti-like W. The results are also compared to the best available theoretical calculations.

IThis work was performed under the auspices of the United States Department of Energy by

Lawrence Livermore National Laboratory under contract number W-7405-ENG-48.
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1 INTRODUCTION

The goal of achieving cconomically significant amounts of cnergy from controlled
thermonuclear reactions is one of the driving forces in the study of plasma physics.
Plasma diagnostics is the term used for the study of plasma paramcters in order
to deduce information about the state of the plasma from obscrvations of physical
processes and their eflects [1]. There are numerous techniques available to the ex-
perimentalist to gather information about the state of the plasma inside of a plasma
device. For example, the magnetic ficld strength in the plasina can be measured by
inserting coils and probes into the plasma itself and ion processes can be studied with
probing beams of heavy particles. Both of these measurements are classified as intru-
sive, or active, measurements, since the inscrtion of forcign material directly affects
the properties of the plasmas themsclves and the interpretation of data must take
this into account. Passive measurements are most often prefered, especially in such
sitnations as when the insertion of a probe is not only impractical, but impossible.
The high temperatures achieved in the fusion plasma may preclude the possibility of
the insertion of probes. It is for this reason that spectroscopy, the passive study of
clectro-magnetic radiation cmitted from the plasia, has taken a leading role in the
diagnostics of present generation fusion devices and will continue to he a necessary
tool to achieve the goal of energy production in future generation machines.

This dissertation is organized as follows: Chapter 2 gives a brief description of the
motivation for the measurements made for this dissertation and an overview of the

current state of theory and experiment for each related topic. In Chapters 3 and 4
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are found a thorough description of the equipment used to create the intermediate
charge state ions — EBIT - and the spectroscopic instrumentation built as part of this
work to make the obscrvations. The following three chapters offer detailed theory,
experimental technique, and analysis of the three measurements: a survey of W
spectra in the EUV, precise measurements of the Cu-like resonance transitions from
Z =170 to Z = 92, and the study of a Ti-like transition in the near UV predicted to
have unusual Z-scaling behavior. The {inal chapter summarizes all of the work and

puts it in the perspective of plasia diagnostics.




2 PLASMA DIAGNOSTICS

Present day plasma devices typically operate with electron temperatures in the range
of 1-5 keV with densities varying from 1012 — 104 electrons/cm® for tokamak plasmas
to 10' — 102 clectrons/cm® for laser produced plasmas. It is anticipated that future
plasma devices will be even hotter and more dense, and therefore there is a continuing
need for the development of plasma diagnostics to address the needs of these present
and future devices. Of particular interest in this work is the study of the spectra of
intermediate charge state ions which can be used in the study of futurc generation
low-density, high-temperature devices. Such ions are in the upper half of the periodic
table and have ionization energies in the range 1-6 keV. Under such conditions as
will be present in these plasma devices, high-Z clements will be partially ionized, but
will typically have a few to many electrons still bound to the nucleus. For iustance,
tungsten, which has seventy-four clectrons in its neutral state, will achieve a charge
state of W (forty-six electrons remaining) when ionized by electrons with energy
near 1 keV, and a charge state of W+ (fifteen electrons remaining) if the bombarding
electron energy is raised to 6 keV. Though no hard, fast rule will be established here
to designate “intermediate charge states”, it is this type of ion which is discussed

here.
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2.1 Tungsten in the EUV

Of particular interest in plans for future generation fusion devices, such as the Interna-
tional Thermonuclear Experimental Reactor (ITER), is the spectroscopy of tungsten
(W) ions in the intermediate charge state regime. Presently in tokamaks, in-vesscl
components, including the divertor and the first wall, arc typically constructed out of
low-Z materials such as carbon or beryllium [2]. This choice arose out of the realiza-
tion during the testing of first generation tokamaks that high-7Z material emitted from
the chamber walls penetrated into the center portion of the plasma and radiated a
large fraction of the power [3]. Attempts made to correct for this deleterious effect by
adding small amounts of neon or oxygen as a buffer were insufficient and the choice
was made to incorporate lower-Z material surfaces. Sputtered particles from these
become fully stripped and then no longer radiate at typical tokamak plasma temper-
atures. These malerials, however, will not satisly the more stringent requirements of
higher-energy machines due to their large sputtering and evaporation rates, as well
as their inability to dissipate the intense heat load anticipated in ITER [4). Some of

the requirements of the plasma facing materials should be 15):

s high heat conductivity and capacity

high melting point and large thermal shock resistance

good machining propertics

little degradation of the thermophysical propertics with time and use

low activation and transmutation duc to 14 MeV neutron flux

low permanent tritium retention




¢ low erosion due to impact by plasma ions and neutrals

o low crosion due to local effects such as electrical arcs or hot spots

low self-sputtering

low energy loss by radiation in the central plasma region

Though not all of these properties can be found in any single material, high-Z ma-
terials such as W satisfy most of the criteria. Recent studies have been conducted
which suggest that W should in fact be the matcrial of choice, at least for divertors
and similar structures that bear particularly high heat loads and are exposed to the
plasma (2, 4, 5, 6. Thercfore, it is necessary to have available precise mcasurciments
of the spectra of W ions, suitable for comparison to theory, for calculation and deter-
minations of particle transport and impurity radiative power loss rates. In plasmas
with clectron temperatures roughly between 0.3 < T, < 2 keV more than half of the
total energy emitted by W is expected to fall in the wavelength band of 30 - 70 A a
region of the clectro-magnetic spectrum known as the EUV [3].

Sowne atomic spectroscopic data from W in the EUV has previously been published.
For instance, high-resolution mecasurements of sclected radiative transitions from Fe-,
Co-, Cu-, and Zn-like W ions have been made using laser-produced plasmas (7, 8,
9). Other spectroscopic investigations of W in the EUV have been performed using
tokamaks and report the presence of pseudo-continua or bands of radiation as well
as isolated lines [3. 10, 11, 12]. These lines are expected to arise from overlapping
N-shell (n = 4) transition arrays of successive intermediate charge states in W (W27
- W5 1) but the measurements were unable to resolve the closely spaced lines. In

addition to these measurements, detailed calculations have been performed of the
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transition wavelengths, oscillator strengths, and collisional-radiative line intensities
for W ions from Co-like W4 to Rb-like W37! [13].

Even though there is an extensive list of measurements and calculations for inter-
mediate charge state W ions, the data is, none-the-less, incomplete. For instance,
the high-resolution measurements obtained with laser-produced plasmas arc compli-
cated by the fact that many charge states of W are present simultaneously. Since the
transitions from successive ions are very similar in nature, - low-l valence electrons
experience similar screening, even as the number of core electrons of higher I may
differ -- they also often occur at nearly the same wavelengths. The presence of many
charge states al one time makes accurate measurements of all but the strongest lines
futile, even with state-of-the-art spectrometer systems. Additionally, these spectra
are obtained at higher densities than those of a typical tokamak plasma by five or
more orders of magnitude, so that the atomic processes at work in the creation of
the spectra will be somewhat different from lower density plasma sources. As for the
spectra presently available from tokamak plasinas, these spectra lack the spectral res-
olution as well as the charge-state resolution necessary to satisfactorily measure all of
the spectral features. The most complete information on the spectra of intermediate
charge state W does, indecd. come from the calculations referred to previously [13].
Iowever, it is necessary Lo provide experimental data with sulficient precision to be

used as a measure of the accuracy of such comprehensive calculations.

2.2 Cu-like ions: Transitions in the EUV

I order to test the accuracy of the best caleulations of energy levels in intermedi-

ate charge state ions. it is useful to look in some detail at what may be considered
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a ‘simple’ systemn. The best understood of all atomic systems are those of the hy-
drogen isoclectronic sequence, having only a single electron bound by the Coulomb
attraction to the nucleus. Hydrogen-like systems are uscd in precision tests of such
quantitics as QED corrections to atomic energy levels or the distribution of magnetic
ficlds in the nucleus, the so-called Bohr-Weisskopf effect [14]. In the range of atomic
number, ionization cnergies and photon energies considered here, the Cu-like system
best mimics a H-like system, having, instcad of a single electron outside of the nu-
cleus, a single valence electron outside of a closed n. = 3 clectron-orbital shell. (See

Fig. 2.1.) It is also profitable to examine a series of transitions along an isoelectronic

Hydrogen-like Copper-like

Figure 2.1: Conceptual drawing comparing the hydrogen-like system, having a
single bound clectron, to the Cu-like system, having twenty-nine electrons, only one
of which is outside of the closed n = 3 shell. Due to the shell closure, the Cu-like
system is said to ‘mimic’ the H-like system and is, therefore, a good testbed for
alenlations of the atomic structure of multiply charged ions.
sequence. In this manner effects that vary as a function of Z, such as relativistic
effects. screened self-energy, vacuwn polarization, and level crossings, may be cxam-

ined in detail since complications arising fromn the variation in the atomic clectron

interactions are minimized.
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Calculations of the cnergies of the 4s;,, and 4ps/ states are typically carried out
cither ab initio via relativistic many-body perturbation theory (MBPT) [15] or using
the relativistic multiconfiguration Dirac-Fock (MCDF) method [16] to which quantum
clectrodynamic corrections should be added [16, 17]. There has been in recent years
some debate concerning discrepancies between measured values and calculated values
- and cven differences in the various methods of calculation - of these transition

energies [7, 16, 18]. It was pointed out by Kim that [16):

... experimental values for ions with 46 < Z < 70 generated in the Texas

experimental tokamak (TEXT) are in excellent agrecment with our (the-

orctically predicted) values . ... It is likely that the existing energies from
spectra of laser-generated plasmas in gencral are too high .... The data

from lascr-gencrated plasmas scem to have systematic problems that make

the measured transition energies too high.

High precision experimnental data of high-Z (Z > 70) ions from a source other than
laser-produced plasmas arc needed for this sequence so that cither systematic errors
in the measurements or deficiencies in the theoretical predictions may be recognized

and addressed.

2.3 Tungsten in the Near UV

Spectroscopic diagnostics of high-temperature plasmas in the visible or near UV arce
often times wanted, because a wide range of instruments is available to make such
measurements with high resolution (interferometry) and precision, yielding detailed
access not feasible in other spectral ranges. Furthermore, visible light can be casily

gathered and transported (c.g. via fiber opties and mirrors) away from the hot plasma
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to cven a remote spectrometer. Magnetic-dipole transitions (M1) within the ground
state of ions in optically thin plasmas play an important role in present plasma diag-
nostics and will be similarly important for future hotter plasmas if suitable lines can
be identified in highly-charged ions which can be casily measured and rclated to the
plasma properties.

Typical visible transitions used for plasma diagnostics come from ions with the
ns?np* (n = 2,3) ground configurations |19, 20]. Figure 2.2 shows one such transi-
tion from the Si-like isoelectronic sequence (3s23p2%P, — °P,). As is the case here,
along an isoclectronic sequence the wavelength of most M1 transitions is expected to
vary regularly, rapidly moving to higher encrgy, as the atomnic number Z increases.
Here, as 7 changes from twenty-nine to forty-two, the wavelength of this transition
spans the entire visible and a portion of the near UV spectrum. This extensive varia-
tion of wavelength oceurs over a corresponding ionization encrgy range of only 0.5 to
1.5 keV as is typical for transitions between fine structure levels of a given electron
configuration. Calculations by Feldman, Indclicato, and Sugar, however, predicted
the existence of one such line with unusual properties within the ground state config-
uration of ions in the Ti isoclectronic sequence. In particular, they predicted that the
M1 transition 3d* Dy — %Dy in ions ranging from Nd** through U™* (correspond-
ing to ionization energies of 2.6 to 8.3 keV) would occur at wavelengths from 3560
to 3200 A, respectively, that is with remarkably little variation in wavelength? [21).
Thus a wide variety of charge states could be studied with a given sct of experimental

instruments. (See Figure 2.2.) These lines certainly will be useful for the diagnostics

ZTheir predictions actually included ions of the Ti isoelectronic sequence ranging from Z = 45
(RI®* )t Z -: 92 (U0, but only those in Lhe range stated are predicted 1o ocenr in such a narrow

wavelength range.
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Figure 2.2: Predictions for the wavelengths of two magnetic dipole (M1) transitions.
x represents caleulations of the ground-state M1 transition, 3d* °Dy — 5Dj, in Ti-like
ions[21]. Of interest is the “flat” portion in the range Z = 60 to Z = 92 through
which the wavelength has a variation of ouly 360 A while ionization energics vary
trom 2.6 to 8.3 keV, respectively. A represents calculations of a more typical ground-
state M1 transition, 3s23p®3P) — 3P, in Si-like ions[19]. Note that for a range of
AZ = 14 the wavelengths span the entire visible and a portion of the near UV region

of the spectrum.
of low-density, high-temperature plasmas as, for example, they represent a simple tool
for the determination of such properties as local ion temperature and bulk plasma
velocities from the measurement of the Doppler widths and shifts {22, 23]. In addition
to these. a measure of the electron temperature can be established by the presence or
absence of this line from various elements. For instance, the presence of this transition

after the introduction of Xe (Z = 54) into a tokamak plasma would suggest. an average
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clectron temperature near 2.0 keV, whercas the identification of the same transition
from W (Z = 74), a naturally occuring background in several tokamak plasmas, would
indicate an clectron temperature that is significantly higher, near 5.5 keV, at which
the Xe transition should be absent. The real advantage in the identification of this
set of lines is found in the fact that all of these lincs can be measured in a single
setting of a modest-resolution spectrometer. Proper experimental identification of
the wavelengths and intensities of some of the lines along this sequence is necessary

for positive identification of each line emitted from the plasma.




3 THE ELECTRON BEAM ION TRAP

The Electron Beam Ion Trap (EBIT) is an invaluable source for the production and
study of highly-charged ions of nearly any element. The development of EBIT at
Lawrence Livermore National Laboratory (LLNL) in the mid-1980’s arose as a modi-
fication to the Lawrence Berkeley Laboratory (LBL) electron heam ion source (EBIS),
which was designed to be used as a source of ions for injection into accelerators and
storage rings. It was found upon bringing the LBL EBIS on line that it was unable to
produce the desired high charge states. The root of this failure was determined to be
caused by heating instabilities inherent to “long” plasmas. The major modification
from an EBIS to an EBIT was the reduction of the trap length fromn about 1 m to
about 2 cin, thereby reducing the instabilities incurred in an EBIS. The first EBIT was
brought on line in 1987 under the guidance of priucipal investigators Mort Levine and
Roscoe “Ross” Marrs. The primary goal of the original EBIT project was the produc-
tion of high charge state ions of high-Z clements for precision X-ray measurcments.
Therefore, measurements in those first years focused on precision measurcinents of
K-shell and L-shell X rays and in-depth studics of EBIT's ionization and trapping
propertics. These included studies of electron impact ionization cross-sections, dielec-
tronic recombination, line overlap for X-ray laser pumping schemes, X-ray transition
energies. and measurements of the trap properties themselves, such as trapping times

and ion temperature® [24. 25, 26. 27,. The success of this first EBIT lead to some

FThere are many references to the above listed work. In fact. by mid-1992 there were more than

10 publications describing measurements made with and properties of the LLNL EBITs. Today.
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minor modifications and the creation of a second machine, EBIT-II, or what is now
sometimes referred to simply as EBIT. The original EBIT was then reconfigured to
operate at unich higher electron beam energies and currents in order to achieve much
higher charge states of heavy elements, and is now known as SuperEBIT. Since the
development, of the EBIT program at LLNL several institutes world-wide have built
or are in the process of building electron beam ion traps for the study of atomic,
nuclear, and surface science physics. The interest and value of these devices contin-
ues to grow throughout the world-wide physics community. The LLNL EBIT facility,

however, continues to set the standards for achievement.

3.1 Working Principles and Operation

The EBIT is designed for systematic spectroscopic studies of trapped highly-charged
ions. A beam of energetic electrons is used to accomplish not only the stripping
of the ions of their bound electrons, but also as part of the trapping mechanism.
This beam emanates near the bottom of EBIT, shown in Fig. 3.1, at the electron
gun. By the application of an electric field from the focus clectrode, the electrons
are formed into a beam in a magnetic field free region governed by the bucking
coil. They are then accelerated (to the “ionization encrgy”) by the potential applied
to the drift tube electrodes in the trapping region. The beam travels through the
trapping region where it is compressed to a diameter of about 70 zm (28] by the
3 T magnetic field of a pair of superconducting Helmholtz coils. It continues to
the end of its path at the collector while passing through the electric ficlds of the

suppressor. extractor, and transition clectrodes, being guided along its path by two

there are several hundred. Only a few examples are mentioned here.
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sets of exL:crnal steering magnets, as well as the collector magnet. The operation of
EBIT has been well studied and characterized as reported in the literature ([26, 29,
30, 31, 32, 33], and others). Proper operation is contingent upon the tuning of EBIT,
which involves adjustments to the focus electrode, bucking coil, steering magnets,
collector magnet, as well as the suppressor, extractor, and transition clectrodes. The
tuning is a function of the clectron bheam cnergy, current, and high-vacuum properties
of EBIT and is an active undertaking during the experimental runs. The following
sections describe some of EBIT's primary components, particularly those related to

spectroscopic measurements.

3.1.1 Electron gun

The clectron gun is of the Pierce type, following the design principles identified by .J.
R. Pierce in the 1950s for the production of electron beams. The cathode is typically
operated at a potential of 6 V and draws a current of about 0.5 A from the power
supply creating a cloud of electrons which surrounds the cathode. An accelerating
potential on the order of 2 kV applied between the cathode and anode is used to
extract the electrons from this cloud. Electron guns are characterized in terms of
their perveance by P = /U2, that is, the ratio of the current (in Amperes) drawn
from the gun to the three-halves power of the voltage (in Volts) applicd between
the gun’s cathode and anode (1 perv = 1 A/V3?2). A greater value of the perveance
results in a greater electron beam current drawn from the gun for a particular applied
potential, leading to a greater electron current density.

The perveance is directly dependent upon the gun geometry and cathode material.

For the tvpe of gun used on EBIT, the cathode is made of tungsten machined into the
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shape of a partial spherc. A barium dopant is embedded into the tungsten in order
to reduce the work function of the cathode, thereby increasing the perveance. Early
work on EBIT reported significant levels of barium from the electron gun making its
way into the trap. It is for this reason thal many of the first EBIT publications were
studies of barium X-ray transitions. Another effect of this is that the working lifetime
of an clectron gun is limited to the depletion period of the barium dopant. In recent
years the period of barium depletion has been found to be less problematic to the
clectron gun lifetime than such factors as oxygen poisoning due to accidental venting
of the EBIT vacuum chamber. Some of the parameters of the electron guns used on
EBITs arc listed in Table 3.1.

Table 3.1: Typical clectron guu parameters for the electron guns used ou the

LLNL EBITs. The actual values of the temperature, beam focus, and currenc

depend on settings of EBIT power supplics and may be changed from run to run.

This information is taken from an internal LLNL technical report [29].

EBIT Electron Gun Parameters

Manufacturer Raytheon Manufacturing Company
fathode material tungsten doped with barium

Operating temperature  1300° C

Perveance 0.5 upervs

Cathode diameter 3 mm

Primary beam focus 0.36 mnm radius
Maximum current approximately 200 mA
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3.1.2 Electron beam

Two general methods for the formation of a narrow, high-current-density electron
beam have been thoroughly explored in EBIS experiments: 1) magnetic compression
and 2) Brillouin focusing. Some of the differences in these two techniques are listed in
Table 3.2. Of the two techniques, it has been found that magnetic compression leads
to a more stable electron beam, but the fact that for Brillouin focusing the current
density, j, goes up as the square of the magnetic ficld, B, makes this technique quite
appealing [34].

Table 3.2: Comparison of two electron beam compression techniques: magnetic

cowpression, which relies on the magnetic fields of a long magnet for compression,

and Brillouin focusing. which requires a somewhat complicated clectron beam

optics design for proper implementation.

Two Electron Beam Compression Techniques

Magnetic Compression Brillouin Focusing

magnetically immersed electron gun | magnetically screened clectron gun
high emission electron gun normal emission clectron gun
jx B j x B?

electro-static compression

The LLNL EBIT design relies on the process of Brillouin focusing. Because the
clectron-emitting cathode is not a complele sphere, an external focus electrode must
be used to compensate for the ‘missing’ fields to direct the electrons toward the focal
point. This focusing must oceur in a magnetic-ficld-free region. The bucking coil.

which lies just bevond the focus electrode, is an clectro-magnet used to compensate
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for any residual magnetic fields that extend into the region near the electron gun.
These ficlds arise mainly from the superconducting coils which surround the trap
region.

One of the most important properties of EBIT related to spectroscopic measure-
ments is the position and size of the clectron beam in the trap region. Its narrow
width allows spectroscopic instrumentation (both in the X-ray and optical regimes)
to operate using the beam as an cffective slit. While some types of spectroscopic
measureinents require no slit. such as those performed with a Ge or Si(Li) solid state
X-ray pulse height analysis systen, other high-resolution spectroscopy techniques im-
plemented ou an EBIT, such as those using flat crystals [35], focusing crystals in the
von Hdamos or DuMond geometry [36, 37). grating spectrometers in the EUV through
visible regions, and optical prism spectrographs [38] require a narrow entrance slit.
In these instruments the size of the slit is one of the limiting parameters to the
spectral resolution. This is exemplified, for instance, in the ion temperature measure-
ment of Mg!'* where, using a flat crystal spectrometer, a nominal resolving power
of 30,000 was achieved to infer an ion temperature of 246 ¢V [39'. To achieve this
sort of resolution it is required that the slit width be small, so that the source width
rewnains insignificant as compared to other line broadening factors (e.g., Doppler, nat-
ural linewidth) under study. It is, therefore, important to know the slit width (i.c.,
clectron heam diameter) aceurately.

Knowledge of the clectron heam’s size is also imperative to the determination of
the clectron density (7). A higher clectron density means faster ionization times
and higher excitation rates. The radius of the electron beam has been measured

for the low-cnergy EBIT (EBIT-I: 27.5 + 2.5 ) as well as for the high-cnergy
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EBIT (SuperEBIT: 47.3 £ 0.7 ) [28, 40]. These measurements were performed
using a narrow slit positioned close to the electron heam and a position-sensitive
X-ray delector set a distance away, as to provide a magnification of about 50x.
Using this information, the electron density has been determined to be in the range
10" - 10*? cm™? [33].

In addition to the beam size, the position of the heam with respect to the diffracting
clement (crystal, grating, prism) is a determining factor in the position of the image
on the detector. A shift in the position of the beam in EBIT during a measurcment
would be reflected in a corresponding spatial shift and a possible simcaring of the
image of an observed spectral line. As part of the present work, systematic studics
have heen performed on Super-EBIT which verify that the position and size of the
electron beam is, in fact, stable for ordinary operating conditions [28]. Variation of
the clectron beam current while retaining a constant energy showed a shift of only
1.1 g, less than the statistical accuracy of the measurement. At constant current
with varying energies, the centroid position was found to move a little more, about
6 . Some of this movement can be attributed to required adjustments to other
Super-EBIT parameters that are necessary to keep the electron beam from hitting
the walls of the vacuum chamber. Regardless, this shift is small compared to the
size of the beam, being less than 20% of its full-width half-maximum (FWHM).
Other significant shifts in the heam’s position were observed, but only due to running
EBIT in ways that were otherwise detrimental as well. For instance, by drastically
changing the current in the steering magnets the beam was moved about 50 pm, but

these drastic changes lead to an unstable electron beam as well.
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3.2 Ions

An important feature of EBIT is its ability to trap ions of any clement. Since elements
occur naturally in many different phases, various methods of introducing the ions into
the trap have been developed. In addition to the possibility of trapping ions that
naturally occur in EBIT (eithor emanating from the electron gun, such as tungsten
or barium, or as a natural background gas such as oxygen or nitrogen), there are
two commonly used methods of introducing ions into the trap, depending on whether
the natural phase of the element is gascous or metallic. Gases are introduced into
EBIT via a multiple-chamber gas injection system. The outermost chamber of the
gas injector is filled to roughly 1078 torr with the gas to be introduced into EBIT. A
small aperture leads to another chamber, which is differentially pumped and typically
made o be in the 10 -7 — 1078 torr range. The pressure of this chamber is precisely
monitored by an ionization gauge. An electronic fecdback valve system monitors
the ionization gauge rcadout to control the flow of gas allowed into the primary
chamber. A sccond small aperture leads from the intermediate chamber into the
main vacuum chamber. This system permits only a small stream of neutral atoms or
molecules directed toward the clectron beam to enter EBIT, preventing unnecessary
-acuui contamination. It is estimated that at a pressure of 107¢ torr in the primary
chamber, 5 x 10'? molecules enter the vacuum chamber [29]. As the stream intersects
the electron beam some atoms are ionized by the high speed clectrons. Those that are
not ionized may still be collisionally excited and decay as they pass through the beam,
but otherwise pass through unhindered. These neutral atoms are then either frozen
to the liquid He temperature wall of the vacuum vessel or are otherwise pumped out

of the svstem. Some small amount also may add to the background pressure of EBIT.
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Introduction of metals into EBIT is performed by the use of a Metal Vapor Vacunm
Arc, the McVVA [41]. The MeVVA consists primarily of 4 clectrodes: anode, cathode,

trigger, and focus, as shown in Fig. 3.2. A high voltage power supply raises the
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Figure 3.2: Cross-scctional view of the MeVVA. Anode, focus, aud housing are
stainless steel: cathode and trigger are made of the metal(s) to be injected; insulators

are ceramic.
potential of the anode. cathode, and trigger to. typically, 8 kV above ground, and
a second power supply introduces a potential difference of 300 - 500 V between the

anode and cathode. A fast pulse of several kilovolts supplied to the trigger cjects
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fast clectrons into the surface of the cathode thereby vaporizing a portion of the
cathode material and stripping away some of the least bound clectrons. As the
positive ions approach the anode they are attracted by the 8 kV potential and drawn
away from the MeVVA toward the EBIT trapping region through small holes bored in
the anode. Simultaneous to the firing of the MeVVA, conditions of the trap must be
made suitable for the reception of the ions. The potential of the drift tube assembly
is set temporarily to match that of the MeVVA voltage, at around 8 kV, so when the
ions reach the trap they are nearly at rest. With too much kinctic energy, the ions
would pass by the trap region; with not enough, they never arrive there. Additionally,
the top drift tube’s potential must be lowercd to allow ions with the lowest energy
into the middle trap region. Once the ions have passed the top drift tube, its potential
is again raised above that of the middle drift tube for trapping to take place. The
material makeup of the electrodes determines the clement to be injected into the trap.
While the anode and focus are composed of stainless stecl, the donut-shaped cathode
and wire trigger materials can be nearly any metal, although limitations sometlimes
occur due to the “workability” of particular metals. The roles of the trigger and
cathode can be interchanged so that the material from the trigger, rather than the
cathode, is injected. This allows for two different clements to be used as injector
waterial without having to install another McVVA, a process which typically takes

five to seven hours.

3.3 Trapping physics

[ons injected either by the MeVVA or the neutral gas injection system are trapped

in the central drift tube region. This section of EBIT is actually composed of a set of
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three independent, cylindrical, copper electrodes called the top, middle, and hottom
drift tubes. The geometry of these electrodes is critical to the ion trapping cfficiency.
Figure 3.3 shows a cross-sectional view of the drift tube assembly. It is the middle
that has several long slots (approximately 2.5 mm x 25 mm) through which light can
escape the trap region for spectroscopic observation. This section is also what defines
the “trap region”. The top and bottom drift tubes are normally set to a matching
voltage, typically 500 V, while the middle drift tube is set at a potential 100 — 400 V
lower, depending on the desired run conditions. The potential well, depicted in the
figure as the axial potential, is what traps the ions along the electron beam axis.
These jons must have a maximum kinetic cnergy less than the depth of the well.
Notice the tapered ends of the top and bottom drift tubes versus the very flat middle
drift tube. This geometry produces a potential profile flat in the central region and
gently sloping down outside of the trap. This ensures that ions in the trap have an
optimum uniform density while allowing high-energy, ‘hot’, ions to easily escape the
trap. It also helps to steer the electron heam without disruptive potential steps.
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Figure 3.3: Schematic of trapping potentials of the drift tube assembly and the

clectron beam.
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In the radial dircetion the ions are trapped by a combination of the space charge
of the electrons in the beam, shown as the radial potential in the figure, and the
magnetic ficld of the superconducting magnets. The potential duc to the cylindrical
column of the electron beam can be calculated by application of Gauss' Law. Using
as a model a cylinder of uniformly distributed charge, a classical estimation of the
radial space charge potential between the center and the edge of the beam, U, can be
found to be

I
U.=04792—= 3.1
Vi (3-1)

where I is the beam current given in mA, U is the acceleration potential in kV, and
the resultant potential is in V. A relativistic correction of about 2.5% for EBIT-II and
20% for Super-EBIT should be added [33]. Tons with a radial kinctic energy less than
¢:U» (g; is the ion charge) will remain radially trapped. The space charge also has the
effect of reducing the acceleration potential of the electrons in the beam. Assuming a
reference potential of zero at the middle drift tube wall, this ‘deceleration’ potential
has been estimated to be five to eight times the radial potential. This estimation
depends critically upon the conpensation factor due to the presence of ions, since
the accunmlation of trapped ions has the opposite (neutralizing) cffect on the space
charge as the beam electrons.

As was stated previously, the top drift tube potential is sometimes switched to 0 V
(zero volts) so as to allow ions from the MeVVA to make their way into the trap.
Even when running with gases injected {rom the gas injector, however, it is necessary
to be able to open and close the trap. even though these neutral atoms entering

from the radial direction are unaflected by the trap potential. Heavy elements tend
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to remain trapped longer and displace lighter ions from the trap!, therefore, when
making mecasurements of light gases (carbon, nitrogen, oxygen, argon, ctc.) it is
necessary to regularly empty and re-fill the trap. In the study of light elements, this
empty/refill cycle can be as rapid as ten times per second, or faster. Figure 3.4 shows
a typical timing pattern for the injection of a metallic element using the MeVVA. The
cycling of the trap can be made to occur in this mode from one to tens of scconds
or more, depending on the experimental needs. Trapping times of many hours have
been recorded for heavy elements [42]. For gases, the timing pattern is similar to
that with the McVVA, but there is no need to switch the acceleration potential

(ionization/injection) since the gases enter as neutral specics.

3.4 Electronic versus Magnetic Trapping Mode

The following is a short description of an altcrnate method of ion trapping in an
EBIT to emphasize the versatility of this device. The usual operation of EBIT com-
prises a continuous stream of clectrons intcracting with the trapped ions as described
above. referred to here as the Ilectronic Trapping Mode. Ilowever, it is sometimes
wanted to observe the photon emission of the trapped, highly charged ions without
the continuous ionization and re-population affected by the electron beam. This is
important for such studics as the measurement the lifetime of an electron occupying

a particular level or the observation of charge exchange between two elements in the

1Since ion collisions tend Lo equally distribute the energy of the ions, heavy ions have a lower
maximuin kinetic energy than light ious in the same potential well. It is, therefore, more likely for a
light jon to escape [rom the trap region. This means, it is casier Lo trap heavy ions, and heavy ion
backpround gases will displace light ions in the trap. Also, eqU results in a higher potential wall for

more highly charged ions.
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Figure 3.4: Representation of a typical EBIT timing pattern for injection with the
Metal Vapor Vacuum Arc (McVVA). The timing pattern sets cach power supply as
either ON or OFF; the applied voltages are controlled elsewhere. Notice that in the
case shown. the anode and middle drift tube voltages are always on. There are cases
in which this may not. be true. At the instant of the McVVA trigger the acceleration
potential is sel by the injection voltage and the top drift tube is turned off allowing
ions to escape the trap axially. Just after the trigger, the trap is closed (ions are

trapped) and the acceleration poteutial is set to the desired ionization cuergy.

trap. The Magnetic Trapping Mode has been developed for such cases [43]. In this
mode EBIT is initially operated in the standard way to trap the ions and create the
wanted charge balance of ionic states. The clectron beam is then switched off by one
or several means (i.c. turning off the anode power supply. reducing the ionization po-
tential of the electron beam to zcro, setting the focus potential to a very high value)
but without switching off the top drift tube electrode, so that the ions remain trapped
in the axial direction by the potential well of the three electrodes. Even though the

ions are no longer bound in the radial dircetion by the space charge of the clectron
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beam, they are still contained by the strong magnetic field of the superconducting
Helmholtz coils. Trapping times in the Maguetic Trapping Mode have been observed
to be on the order of seconds to tens of seconds. It has been shown that with the
clectron beam turned off, photons are produced by electron capture from ambient
necutrals in the trap. All of the measurements reported in this dissertation have heen
performed using the more standard mode, the Electronic Trapping Mode, and arce

dominated by clectron impact excitation from the beam clectrons.

3.5 Spectroscopic observation

EBIT has six ports encircling the trap through which spectroscopic measurements
can he made. The orientation of these ports is such that the four largest ports are
offset by 90° from each other (NE, NW, SW, and SE), with the two remaining ports
being at the N and S positions, 45° from their neighbors. Inside the vacuum chamber
cach of the ports is identical, consisting of a 2.5 mm x 25 mm aperture in the middle
drift tube, a 4.0 mm x 26 mm aperture in the drift tube shicld, a 16 mm cylindrical
slot in the liquid-He dewar, a 27 mm cylindrical slot in the liquid Ny dewar, followed
by the aperture in the vacuum hull. Four of the observation ports are fitted with 4%"
conflat flanges while the two others arc fitted with 2%” conflat flanges. The limiting
aperture of such a system is important when knowledge of the subtended solid angle
of light is needed. A measurc of this is the f-number, defined by

distance from source
size of aperture

f# =

Since the apertures are all collinear, this limiting value can be measured from a point
at the center of the trap. For a complete treatment of the solid angle one should take

into consideration the volume of the ions in the trap. Table 3.3 shows the relative
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aperturés (f /#) of the components inside of EBIT. It is the hole in the liquid He dewar
that sets the limit of light collection in the vertical dircction (along the direction of
the beam) with f/4.4, and the slot of the middle drift tube, with f /5.6, that acts as

the light stop in the perpendicular direction.

MY « NN

Figurc 3.5: Horizontal cross-sectional view through the center of the middle drift
tube in EBIT. The expanded region shows the apertures created by the various
components inside the vacuum chamber. The alphabetic labels point out the a)
middle drift tube and drift tube shield, b) liquid helium dewar, c) liquid nitrogen
dewar, d) 11%" flange. and e) 2%" flange. The f/# and dimensions of each of the

apertures is listed in Table 3.3.

The arrangement of the six sets of collinear slots and ports allows for a multitude

of instrumentation to simultancously look into EBIT, limited only by the physical




Table 3.3: Sizes of and distances to apertures inside EBIT. The ratio of the
distauce to the size determines the f/7#. The largest f/# is the most limiting
relative aperture. This limit is made by the slot in the liquid He dewar in the
vertical direction, that is, parallel to the beam axis, and by the middle drift tube

in the horizontal dircction, All distances and sizes are in units of mm.

Relative Apcertures

distance from source size of aperture f/#
Middle DT width 14 2.5 5.6
Middle DT length 14 25 0.6
DT shicld width 22 4.0 5.5
DT shield length 22 26 0.8
Liquid He dewar (round) 70 16 4.4
Liquid N dewar (round) 90 27 3.3
Vessel flange: 2%" (round) 133 35 38
Vessel flange: -'.1%” (round) 133 60 2.2

size of the spectrometers. Current available instrumentation consists of a variety of
crystal X-ray spectrometers (i.c. flat crystal, von Himos, DuMond), solid state Ge
and Si(Li) detectors, grazing-incidence grating spectrometers, high-efficiency quartz-
grating transmission spectrometers, a 1-m normal incidence grating spectrometer,
and an optical prism spectrometer plus a variety of other spectroscopic instrumenta-
tion. This large sclection of high quality optical instrumentation permits the study
of photon emission from trapped ions continuously for photon energics near 1 eV

{infrared) to many keV (hard X ray).



4 SPECTROSCOPIC INSTRUMENTATION

In its simplest description a neutral atom consists of a nucleus comprised of com-
binations of protons and ncutrons surrounded by a number electrons equal to the
nunber of protons. These electrons are bound to exist in certain quantized states,
or energy levels, while transitions of clectrons between energy levels is governed by
the absorption or emission of a photon with an cnergy equal to the energy differ-
ence of the two levels. These atomic transitions can range in enecrgies from about
100 keV to much less than 1 eV corresponding to wavelengths of emitted photons in
the range of about 0.1 to longer than 15000 A. There is no single spectrometer able
1o make precise measurements throughout this entire range. Iu fact the spectrum is
subdivided into regions which are mainly defined by the type of instrumentation used
to probe the regions. Loosely speaking the ranges are (in units of A) infrared (IR:
>8000), visible (4000 - 8000). necar ultraviolet (UV: 2000 - 4000), vacuum ultraviolet
(VUV: 200 2000). extreme ultraviolet (EUV or XUV: 10 - 500), and X ray (<1 -
50). Though these ranges arce sometimes overlapping and somewhat arbitrary, they
serve as a descriptive guideline. The distinetion used in this work between the three
shortest wavelength groups is that photons dispersed with a crystal arc X rays, those
dispersed using grazing incidence gratings, EUV, and those dispersed with a normal
incidence grating. VUV, The terin soft X ray is sometimes used to describe the region
of uverlap between X ray and EUV where either erystal or grating spectrometers can
be implemented. The measurements in this work fall in the category of cither EUV
or UV,

30
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4.1 Extreme Ultraviolet Spectroscopy on EBIT
4.1.1 EUYV Spectroscopy Basics

The basic methods for spectroscopy using concave reflection gratings were developed
by Prof. II. A. Rowland in the latter half of the 19th century. Ile found that if a
concave grating is placed tangentially to a circle with a diameter cqual to the radius
of curvature of the grating, a source placed somewhere along this circle produces spec-
tral images focused also on the circle. This circle, called the Rowland circle, forms the
basis of nearly all vacuwm grating-spectrometer designs [44, 45]. His further research
was to conclude that the rulings should be so spaced on the concave surface as to be
equidistant on the chord of the circular are. Many people since then have contributed
to the full development of the theory of concave gratings with two particularly com-
plete descriptions coming from Beutler® and Namioka [46, 47). Two important results
that come out of the theory of concave gratings (refer to Appendix B for details) arc
the grating equation (Eq. B.20),

2
"

mA=d (1 - 52-

) (sina + sin f3)
and the parameterized equations defining the Rowland circle (Eq. B.21),

r=Rcosa and ¥ = Rcos 3

where A is the wavelength of light of interest, i is an integer (m = 1,2,3,-++), d is

the distance between grooves, a and 3 are the angles of incidence and diffraction,

51t was pointed ont by Namioka in 1959 that Beutler's treatment of the characteristic funetion,
or path funetion, is incorrect making many of his results wrong. However, these errors appear only
in high order terns of the path funetion not discussed here. His treatment is correct as a first order

approximation.
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respectively, 7 and 7’ arce cylindrical coordinates describing the position of the source
and focus position, respectively, 2 is the vertical distance of the source point from the
xy-plane, and R is the radius of curvature of the concave grating. Using cq. 13.20 the
dispersion and resolving power of the grating can be calculated, and from cq. B.21 the
geometry of the spectrometer is defined. Much of the theory of concave gratings is
devoted to the understanding and attempted correction of many orders of aberration
such as coma and astigmatism. However, inherent physical properties prohibit the

perfect focusing of a spectral image obtained using a spherical grating.

4.1.2 The Flat Field Gratings

The measurements to be discussed in Chapters 5 and 6 were made using an EUV
spectrometer only recently implemented at the LLNL-EBIT facility. This spectrome-
ter is designed to use either of two gratings having the property of producing spectra
on a flat image plane. The gratings are manufactured using a mechanical ruling
technique that allows for variable distance between grooves across the surface of the
concave grating. A ruling machine capable of ctching these gratings was designed
by Ilarada and Kita in early 1970’s (48] and in the years since these gratings have
become commercially available. A set of equations which correct for several orders of
aberration are analytically solved to provide a result that can be optimized for the
desired spectroscopic operating parameters such as the average groove spacing. the
radius of curvature of the grating, and the angle of incidence. The result is a single
equation for the variable groove density which can be programmed into the ruling
machine and the prating precisely manufactured. See Appendix B for details of the

analvsis and comparisons to uniformly line spaced gratings.
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One of the restrictions of traditional EUV grating spectroscopy is that the entrance
slit, grating, and detector should be aligned on the cylindrical surface defined by the
radius of curvature of the grating, known as the Rowland circle, so that the photons
strike the grating and the detector at grazing incidence (see, for instance, [49]). For
spectrowmeters using {ilm to record the spectra this poses no technical problems pro-
vided an adequate method for mounting the film on this cylinder is implemented.
However, film presents other problems at EBIT such as its insufficient sensitivity for
single photon counting (as compared Lo other detectors, to be discussed below) and
the requirement of additional steps to develop the film. The low photon flux of EBIT
requires detectors which are sensitive to individual photons, i.e., photodiodes, multi-
channel plates (MCPs), and charge coupled devices (CCDs). Whereas photodiodes
may be precisely aligned to the Rowland circle, they view only a small area, provide
no spatial information, and must be cither scanned over a region of interest, or used
as an array of many in order to obtain a spectroscopic image. MCPs and CCDs, while
gaining spatial resolution, are typically planar and can never be situated so that all
points reside on the Rowland circle. It is common when using MCPs or CCDs (or any
other {lat detectors) with a Rowland circle type spectrometer that the detector be
placed tangentially to the circle so as to be in approximate alignment throughout the
image. Since the spectral lines arc no longer in perfect focus except at either once or
two points, this technique degrades the overall resolving power. Even though some of
the detrimental geometric effects may be minimized, the efficiency of these detectors
is still diminished at grazing incidence {50]. Another restriction resulting fromn the
cvlindrical focal plane of a uniformly spaced grooves grating is that translating the

detector to access different wavelength ranges requires moving the detector along a




34
circular path. This is usually achicvable by mechanical means such as detector tracks
or arms governed by preciscly machined cams, but is, at the very least, another con-
sideration in the spectrometer design. An example of this type of spectrometer is
discussed in [49].

Because of flexibility in the ruling parameters of a variable line spaced (VLS)
grating, it is possible to define a set of equations which results in a portion of the
focus region of the grating being along a flat plane, rather than the Rowland circle.
Not only does this mean that the entire surface of the detector can be aligned on
the focal plane, but that a change of wavelength regions simply requires a linear
translation of the detector. Additionally, since the photons strike the detector surface
at nearly normal incidence, the detector’s efficiency is increased. The fact that these
gratings are mechanically ruled rather than holographically ctched adds the further
advantage that the gratings can be blazed; that is, the grooves can be optimally
angled to enhance a desired wavelength region.

Two VLS gratings have been used at EBIT to study the EUV region: a 1200 line/mm
and a 2400 line/mm grating®. The gratings are similar in that they are manufactured
to have thic same object and image distances, and they have the same physical dimen-
sions; they can, therefore, be interchanged within the same spectrometer by making
only minor adjustiments. Other than the average line spacings, the main difference

between the gratings is the spectral range over which cach is designed to be used.

8The line densities of 1200 and 2400 line/mm are actually the line densities at the center of the
grating. The actual line density is given by the formula n = 211_(, (1+ 2"; wp + ﬁ wh + '—}%’-_-{-u';',‘ +-)
as described in Appendix B where dg is the nominal line spacing, R is the radius of curvature of the
grating, wy is related to the horizontal distance from the center of the grating, and the b, are the

adjustable ruling parameters.
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The 1200 has an opcerational range of approximately 30 - 400 A and the 2400 has a

range of 10 — 100 A. Other propertics of the gratings are listed Table 4.1.

Tablc 4.1: Propertics of the two gratings used in the EUV spectrometer on EBIT
where ny is the nominal groove density, R is the radius of curvature of the grating
blank, Ayase is the blaze wavelength of the grating grooves, « is the required angle
of incidence, and I is the focal distance of the image plane from the grating center,

This clata is taken from Hitachi Diffraction Gratings technical informnation sheet.

Grating Properties

' R Milaze  Dimensions a I Range

g/mm m A hxwxt degrees mm A

1200 5.649 100 30 x 50 x 10 87.0 235 50~ 300
2400 15920 15 30x 50 x 10 88.7 235 10~ 100

There is one notable difference in the spectra produced by each grating: the 1200
reprodunces each spectral line in multiple orders throughout its range, whereas the
2400 produces only first order lines. Experience has shown that there arc advantages
and disadvantages to the use of cach grating. The presence of multiple orders in
the 1200 grating makes calibration of the entire spectral range possible using only
a fow very well known transitions. For instance, the K, line (1s* 1S5 — 1s2p 'P))
in He-like N at 28.7870 A has been identified in orders ranging from 2" through
12'" albeit at varying intensitics. A similar result occurs for the Ly, line in H-like
N at 21.7792 A. Figure 4.1 shows two examples of spectra taken on EBIT with the
1200 line/mm. The top spectrum is of nitrogen gas injection; the bottom spectrum

is from W injection at an electron beam energy LEpeam = 3.70 keV. The strongest
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line in the N spectrum is the He-like K, shown in orders 2™ through 7, These

preciscly known lines are used to regularly calibrate the spectrometer prior to and

2'nd 3" , Nitrogen
n 4 " i
Té / P/ / /5 g" 7t
. /A
-MM"IMM' . llvuhw L W»MJMM
Tungsten
2"" Eypom = 370 keV
% l / /3"’ |

|
1 00 1 20 1 40 1 60 1 80
Wavelength (A)

Figure 4.1: Spectra taken with the 1200 1/mm grating. The top spectrum was
taken during Na gas injection and is used for calibration. The line marked in §
spectral orders is from the He-like Kyj transition, The bottom spectrum was taken
during W injection with an electron beam energy of Eppgm = 3.70 keV. This energy
optimizes the Cu-like charge state of W in the EUV.

throughout measurements. The W, dominated by the Cu-like charge state, exhibits
several neighboring transitions around 62 A, for which the resolution improves with
increasing spectral order. However, duc to the complexity of typical EUV spectra,
the presence of multiple orders of several lines at the samc time is sometimes a
hindrance.as shown in Fig. 4.2. For example, line groups found in first order near

45 A blend in the third order with sccond order 65 A lines. resulting in sometimes
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confusing and blended spectra, rather than the desired improved resolution. Contrary

to this, the 2400 grating produces very “clean” spectra and there is no ambiguity
: Yy
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Figure 4.2: Tungsten spectrum taken with the 1200 1/mm grating at a lower energy
than in Fig. 4.1. The overlapping spectral lines from multiple orders inhibits better

speetral resolution.

to the assignment of a spectral line’s wavelength. The drawback here is that many
more individual precisely known transitions are nceded to adequately calibrate the
entire spectral range. This difference between the gratings has also been noted hy
other groups using the same type of grating [51]. As a result, for the best possible
spectral resolution, all of the EUV measurements reported here were taken with the

2400 grating. A description of the calibration procedure is provided in Chap. 5.

4.1.3 The Spcctrometer Housing

To a certain extent it is true that a spectrometer is made up of just a properly
positioned grating aud detector. the rest. are just bells and whistles. However, it is
the ‘hells and whistles” which make the spectromneter easier to use. The EUV flat-

field spectrometer housing (hereafter this shall be referred to as the FES) is designed
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Grating Housing  pjfferential
Pumping System

]
=i

17/

Ultra-sensitive
CCD Detector

Figurc 4.3: The Flat Vield Spectrometer system. In this configuration, the EBIT
port would be to the right of the page. The differential pumping system prevents
the relatively high pressure of the spectrometer housing (=~ 10 7 torr) from couta-
minating the ultra-high vacuum of the EBIT drift tube region (< 1079 torr). The
focus adjustmeunt rotates the grating, and therefore, the angle of incidence, to align

the focal plane of the grating with the CCD detector.

around a 6.9 x 6.9 x 6.9 in® aluminum cube with six ports and appropriate vacuum
flanges (sce Fig. 41.3) [52]. Contained in the cube is the grating mount which sits atop
a rotatable stage, which, in turn, is fastened upon a lincar translation stage. These
stages are used to align the grating so that its center corresponds to the center of the
cube at an incident angle appropriate for whichever grating is to be used. A vacuum
feed-through — added after initial results were unsatisfactory -+ allows the incident
angle to be adjusted while the spectrometer is under vacuum for fine tuning. This
maodificarion more than doubled the resolving power achieved with this spectrometer.

To the aft of the cube attaches an angled adapter, matched to angle of direct reflection
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{from the grating, which positions the detector to obscrve the light diffracted by the
grating. The adapter has two adjustable features. The first is a sct of slotted bolt
holes which allows two flat plates to slide against each other in order to sct the detector
to the desired wavelength range prior to pumping on the chamber. The second is a
slotted bolt circle which permits the rotation of the detector approximately £2° about
it. contral axis’.

A major concern when working with EBIT, or any highly charged ion experiment,
is that the pressure in the trapping region must be kept as low as possible to avoid
both detrimental charge exchange with background gas — which would lower the
average charge state of ions in the trap - - and the production of background spectral
lines -— which could interfere with the interpretation of the experimental data. The
Electron Beam Ton Trap was originally designed for spectroscopic measurcinents of X-
ray transitions of trapped, highly-charged ions. The observation ports were, therefore,
fitted with beryllium windows which were only penctrable by photons with cnergics
on the order of 1.5 keV and higher (wavelengths shorter than 10 A). These windows
served the purpose of isolating the EBIT vacuum from the spectrometers, some of
which arc operated with atmospheric pressure helium, while allowing the study of X-
ray phenomena. Somewhat later, quartz windows were substituted for the beryllium
in order to investigate optical transitions from highly-charged ions. Because the
energy of a photon in the EUV is in the range of 25 to 1200 ¢V, a range of cnergy

readily absorbed by any type of solid barrier, special considerations were required

T'hie rof ation is necessary since the CCD chip is not perfeetly aligned within the detector housing.
This slight offset. lefl uncorrected. canses an apparent broadening of the spectral lines. The rotation
can be adjusted during the initial focusing procedure with the chamber under vacuum and the

detector coolad,
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for the irhplementation of an EUV spectrometer. The main portion of the FFS is
evacuated using a 170 liter/s turbo pump and achieves a base pressurc on the order
of 10~7 torr, at least 4 orders of magnitude higher than the trapping region pressure.
Between the main FFS and EBIT chambers is a differential pumping system consisting
of a 6" “T* having slotted apertures on the opposite open ends and a 30 liter /s turbo
pump on the mid-section. This pumping technique reduces the amount of gas flowing
into EBIT from the FFS by more than an order of magnitude. In fact, upon opening

the FFS to EBIT, no change in the EBIT chamber pressure is measured.

4.2 Transmission Spectrometer

High-precision spectroscopy is most easily performed for light in the visible and near
UV where quartz lenses and mirrors are easily used. However, this is also a region
where investigations of middle charge statc ions is somewhat lacking. Typical tran-
sitions from middle charge state ions more often exist in the EUV or X-ray region
reducing the cmphasis on measurements in the visible and near UV. There is a need
for the development of instrumentation to study transitions in the visible and near
UV and the identification of transitions relative to the plasma diagnostics. For this
purpose a high-efficiency, high-precision transmission grating spectrometer (TGS) has
been developed at EBIT.

The TGS uses a 6” diameter, 0.250” thick quartz grating as its dispersive element.

This grating was manufactured using special techniques developed at LLNL? [53].

#The gratings were developed as high-efliciency transmission gratings for frequency-tripled 3w
radiation in solid state UV lasers at 351 mn. At this wavelength these grating have been shown to
l.'/')‘

exhibit a diffraction elficieney of 91% iy order m =1
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The flat, quartz plate has rectangular grooves spaced 350 nm apart (2857 l/mm)
with a duty-cycle of 0.5 (groove width = one-half groove spacing) and is optimized
for light at 3800 A by fixing the groove profile to an optimal shape and depth. In
addition to the grating, the spectrometer is composed of a collection lens, a focusing
lens, and a CCD detector system all of which are mounted on a portable (light-weight
aluminum) optical table and shiclded from external light by light-tight walls and lid.
Figure 4.4 shows a diagram of the TGS as it is set-up on EBIT. The 130 mm diameter,
f/4.6 collection lens is positioned so that the focal point coincides with the trapped
ion cloud.  As such, the light passing from the ion cloud through the lens comes

TRANSMISSION GRATING

TRANSLATION STAGE

FOCUSING
LENS DECREASING
WAVELENGTH

ULTRA SENSATIVE CCD
DETECTOR WITH
CRYOGENIC COOLING
SYSTEM

Figure 4.4: Layout of components for the transmission grating spectrometer (T'GS)
system. The optical components aud detector are housed in a light-tight box. The
EBIT vacuum is scaled with a 4%” quartz window and a cylindrical tube conneets
the EBIT port to the box.

ont as parallel light. The transmission grating is set to collect as mnch of the light

cvlinder as possible at an angle, «, appropriate for whatever wavelength range of light
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is to be studied as determined by the grating equation Eq. B.20

mA 22 . .
- = (1 - F) (sine + sin 3).

o is typically set to 30° to match the Littrow angle at which the reflective diffraction
into first order coincides with incident light of 3500 A. The dispersive angle, /3, is still
a froe parameter for wavelength sclection. Since the incoming light to the grating is
parallel, 7 — oo, and the grating equation can be re-written as (for m = 1)

A

1 .
3500 = (= +sing)

2

with A given in A. Thercfore, light at a wavelength of 3600 A is transmitted at
an angle of 31.9°. The focusing lens, identical to the collection lens, is positioned
to intercept the transmitted light, which it then focuses at the surface of the CCD
detector. The CCD detector is mounted on a linear translation stage with 2%" of
allowable travel along the dispersive direction. This system can be set up to optimize
a single wavelength, but also provides access to a band of light approximately 200 A

on either side of this central wavelength.

4.3 CCD Detectors

The recording of spectra with the FFS and the TGS is achieved with a cryogenically-
cooled, thinned, back-illuminated charge-coupled-device (CCD). A typical CCD is
made of a silicon substrate and polysilicon gate structure scparated by a silicon dioxide
laver. Photons of sufficient encrgy produce clectron-hole (e-h) pairs in the silicon
substrate and a positive clectrical potential applied to the gate structure creates a
depletion region where the electronic charge can be stored. However, o-h pairs can be

created by sources other than light as well. For instance, thermal agitation can also be
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a source for e-h pair production. Since the rate of thermal agitation pair production
- also called dark current — is temperature dependent, this source of charge can be
controlled by cooling the CCD. In addition to thermal agitation, cosmic radiation,
hard X rays, and charged particle impact can create unwanted electronic charge. After
production, charge accumulates in the potential wells until-the readout procedure is
initiated. The total charge in the well at any time after initializing (clearing) the
CCD is proportional to the product of the exposure time and the light intensity plus
any unavoidable dark current. The potential well will collect all charges until it is
filled; typical capacitics are on the order of several million clectrons.

The gate structure is comprised of a 2-dimensional array of several hundreds, or
even thousands, of columns and rows. Each gate is equivelant to one picture element,
or pixel. Once the charge is collected in the potential well and the readout procedure
initiated, the charge must be transfered to an amplifier. This charge transfer is
achieved by the application of appropriate potentials to the gates. The charges are
pushed across the CCD from onc potential well Lo the next until they reach the final
column where they are read out into the output amplifier. Figure 4.5 shows a diagram
of the step by step process. Charge transfer can occur in this way for thousands of
times without significant loss of charge.

A technique used to increase the signal to noise ratio of the CCI output is called
binning. Binning means to combine clectronic charge from two or more neighboring
pixels into a single, larger potential well at the expense of spatial resolution. The
advantage of binning is that all of the signal can be collected while suppressing readout
noise and. to some extent, dark current accumulation. Additionally, the size of the

binary data file is reduced by the binning factor. For example, unbinned CCD data
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Figure 4.5: CCD readout sequence.

files are typically 2 MB. A factor of 4 binning in the non-dispersive direction yiclds
files which only take up 512 kB of disk space. Since with spectroscopic data there
is critical spatial information in the dispersive direction, it is in the non-dispersive
direction that any binning should be done. Because binning has the cffect of reducing
the number of pixels to be processed by the binning factor, the read out speed is also
increased by a similar factor.

In a standard CCD the photons must travel through the polysilicon gate structure
and the silicon dioxide insulation layer to reach the active silicon layer. Silicon and

oxvgen have significant attenuation to photons in the EUV range, therefore photons
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in this range are absorbed before reaching the active layer. Therc are two methods
used to circunvent this problem that permit the use of CCDs in the EUV range.
The first consists of applying a phosphorus coating to the surface of the CCD to
convert the SUV photons to visible light which is detectable by the device. Since the
light fromn the phosphor is emitted in 47 sr solid angle, only the portion of converted
lighlt directed toward the active layer at an angle less than the angle of absolute
reflection will reach the detector, thereby reducing the collection efficiency of such
a detector [54]. Additionally, due to the scparation of the phosphor and the active
region there is a blurring effect of the emitted photons and the spatial resolution is
reduced [50)].

The second method to make CCDs useful in the EUV region is to use a thinned
CCD in which the silicon substrate, the back of the CCD, is etched 1o a thickness
of only 10 to 25 sun and the CCD is illuminated from the back — these are called,
appropriately, thinned, backside-illuminated CCDs. The absorption of incident pho-
tons before reaching the active layer is reduced since they neced only pass through a
natural silicon oxide layer and a thin contamination layer of carbon, each less than
100 A thick [55]. The CCDs used on the FFS and TGS are of this type. Other
techinical data is given in Table 4.2.

For complete interpretation of spectroscopic data taken with a CCD it is important
to understand the detection efficiency in the energy range being investigated. This is
discussed in detail in Chap. 5 in which the intensity of spectral lines is of interest.

A source of unavoidable background is present in all of our C'CD data. Each

integrated image shows intense peaks that are not attributable to directed stray light
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Table 4.2: Technical details of the thinned, backside-illuminated CCD. Technical

data comes from Photometrics certificate of calibration.

Grating Propertics

Camera Manufacturer Photometrics
Chip Manufacturer Tektronix
Chip Type TK1024 Grade 1
Format 1024 x 1024 pixel
Pixel Size 24pm x 24pan
Physical Size 1" x 1"
Measured Gain 1.45 ¢~ /count
Electronics Unit CE200A
Temperature Range -00 - -120°C
Dark Current 0.178 ¢~ /pixel/hour

or thermal noise. High cnergy particles, known as cosmic ravs', constantly bombard
the carth’s surface. Whenever one strikes the CCD detector it leaves as its signature
an intense spike of hundreds or thousands of counts in a single or several neighboring
pixels. Due to extended integration times, usually on the order of 20 minutes per
spectrum. and the fact that the CCD has no cnergy-gating capabilities cach iinage
acquires a significant number of these spikes. While they are a source of random

noise. their detrimental effects can be minimized by careful software analysis after

YPhe term “cosmic rays” is used here in a broad sense, including secondary particle emission

ovolving from primary cosiic ray decay or upper alosphere interactions,
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the data is stored. Appendix C is a description of such a filtering program used in

this work for the FFS data analysis.




5 TUNGSTEN IN THE EUV

EBIT is an ideal device for making measurements of a single clement over a series of
encrgies for the definite association of each line to its ionization energy and, therefore,
charge state. Tungsten is of interest for its intrinsic relationship to fusion plasmas,
since many components of present day and planned future generation tokamaks are
made of tungsten due to its physical propertics. As higher temperatures are achieved,
and tokamak systems become more and more sophisticated, the ability to predict
plasma properties becomes more and more imperative. It is important, then. to have
accurate data on which to basc these predictions. Since W is and will be inherently
in the plasma, it is cxpected that a significant fraction of encrgy may be exhausted
via W radiation. The intermediate charge states of W from Rb-like W3 to Cu-like
W15 are some of the most prominent in plasmas with ion temperatures of a few keV.
These ions radiate a significant portion of their spectra in the EUV from 40 - 85 A.
Precise measurcments have been made of W through these charge states in the KUV
using the FFS. Stepping the energy of the clectron beam in EBIT from 1.7 to 3.0 keV
has resulted in positive charge state identifications of more than sixty of these lines

with the associated transition identified for most of these.

5.1 Theoretical predictions

While many measurements of particular lines and theorctical predictions of transi-

tions from intermediate charge state ious have been reported in the last twenty vears,

48
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by far the most complete compilation of the wavelengths and intensities of these lines
comes from the theoretical predictions of Fournier found in Ref. [13], where transition
wavelengths were derived from ab initio atomic structure calculations. These calcula-
tions were performed with the graphical angular momentum coupling code ANGLAR
and the fully relativistic parametric potential code RELAC. Of particular intercst to
this work arc the predictions, therein, of the wavelengths and intensities of Rb-like
W37t — Cu-like W4 in the spectral range of 40 - 85 A. Fournier’s predictions for
ions of these charge states are displayed in Fig. 5.1. These lines are convolved with
a Gaussian function with a FWHM the same as the lines measured with the FFS.
The peak of the Gaussian is proportional to the calculated collisional-radiative line
intensity for cach transition computed for a plasma with an clectron temperature
60% of the ionization potential for each ion. All of the spectra are shown 1o the same
intensity scale with the exception of the Zn- and Ge-like which are more suppressed
than the others.

Most of the strongest spectral lines can be sorted into two groups, those necar
45 A and those near 60 A. The group near 45 A is composed of transitions that
are typically | = 2 — 1 and AJ = 1, while those in the 60 A region tend to be of
the types I = 1 —-1or! =1-0 with AJ = 1. Several similar transitions can be
traced along the changing charge states as the core of clectrons slowly changes. (For
these purposes, the core is the group ol the clectrons not directly involved in the
transition.) For instance, the core of the Cu-like charge state is a closed n = 3 shell,

and the transition (4p—)*,_: ~ (4d—)},_ 3 has a predicted wavelength of 49.1651 A-

K

note that this is not a transition to the ground state. Adding another electron to the

core produces the Zn-like charge state and a similar transition (dp—)Y-; — (4d—)"=y
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Figure 5.1: Wavelength and intensity predictions taken from results published by
Fournier [13]. The range shown (40 - 85 A) has a wealth of lines resulting from tung-
stou N-shell (n = 4) transitions in these nine charge states. Each of the predicred
lines was convolved with a Gaussian function having a. line center and peak height

proportional to the predicted intensity - tabulated in [13] and a width (FWHM)

of .120 A. which is approximately that of the measured lines.




is predicted to be at a slightly higher cnergy, A = 48.4122 A. The trend continues with
the Ga-like at 47.6365 A and the Ge-like at 46.8054 A, while the transition has now
become one to the ground state of the ion. As-, Se-, Br-, and Ki-like follow suit with
similar transitions predicted at 46.7944, 46.2940, 46.1881, and 46.1417 A, respectively.
Identification of this line within a particular ion’s spectrum, the strongest in many of
these charge states, facilitates the identification of the similar transition in neighboring
charge states since the wavelength must scquentially clecrcgsc.

The intensity of such lines is also a key to the identification. In a collisionally
excited plasma, transitions to the ground state will tend to he more intense than
transitions to other excited states. This is exemplified for the transition just men-
tioned. As can be scen in the Fig. 5.1, for the Cu- and Zn-like charge states the
transition is predicted to be very weak, while it is to be one of the strongest in the
remaining list of ions. The relative intensities of the measured lines depends on many
additional factors including the response function of the CCD camera and the charge
balance of the various ions present. Nonetheless, these predictions need to be verified
with high-precision experimental measurcments if they are to be a trusted data source

in future calculations of plasma paramcters and radiative power loss.

5.2 Experimental Setup

For the measurement of the intermediate charge states of W, the flat ficld spectrom-
eter described in Chapter 4 was set to cover the wavelength range of 20 — 86 A. The
MeVVA was used for the injection of W into the trap; the gas injector was used
to supply the Ne for calibration; carbon, oxygen and nitrogen, occurring as back-

ground elements, were also used in calibration. EBIT was run in a steady state mode
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throughout these measurements. That is, the electron beam current {hean) and cn-
ergy (Epeam) Were kept constant throughout the total data integration time. Each of
the data files represents a 20 minute exposure time. Multiple exposures were taken
at the same conditions until enough statistics were accumulated to facilitate line fit-
ting. Throughout this serics, I.m was kept at 60 mA during W and background
data acquisition and maximized for the required encrgy during calibration with Ne.
Though at the higher energies the current could have been increased significantly,
this would have made comparison of the line intensities in successive steps less clear,
since the line intensities and space charge are also a function of Leam- Ideally, it is the
cmissivity €, that is, the photon emission rate, that should remain the same during

the measurements. This can be written as
€ = fieleNi0iVe,

where fi is the electron/ion overlap, n, is the clectron density, n; is the ion density,
o, is the ion cross-section, and v, is the speed of the electrons in the beam. Since the

beam current can be written as
Ibenm = 'n'r.-'UcA,

where A is the cross-sectional area of the clectron beam, e can be re-written in the

form
_ fir77'i0'i1bcrz1n

A
Even assuming that the fi.n;/A = constant, which is true as a first order approxi-
matation for the small energy variation considered here, it is known that o; varies as

a function of energy. From the lowest to the highest beam energies in these measure-

ments this may have changed by as much as 25%, which directly affected the total
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number of electron/ion collisions. This, then, directly affected the signal at the detec-
tor. This only has importance when comparing spectra at differing energies, though
for incasurements at neighboring energies differing by 50 - 100 V the change in o; is
small. For the calibration gas, requircments were less restrictive for the current since
interest was only on the line centers, not on the peak intensity. Increasing the current
does not affect the line positions or the line shapes. Scttings of Leam = 27 mA and
Epeam = 1.04keV (appropriate for creating the Li-like species) were used during the
acquisition of Ne data.

A point should be made about the electron beam energies in this work. Between
the emission from the electron gun and arrival at the middle of the trap region,
the clectrons are primarily accelerated by the potential applied to the entire set of
drift tubes dubbed the “ionization potential”. Added to this is the poticntial on the
middle drift tube, which forms the axial trap, so that Uiy, + Uy = Ugppt: In these
measurements, the middle drift tube was set to 200 V above the ionization potential.
However, there is still another potential experienced by the electrons, which was
discussed in reference to ion trapping in Chapter 3: the space charge of the clectron
beam itsclf. This space charge, a function of Lieam, Uy, and 7, the radial distance
from the center of the beam, can only reduce the net, potential. Several previous EBIT
related dissertations have discussed this space charge in detail, the most complete
deseription by Widmann [33]. A “rule-of-thumb” approximation of the space charge
at the center of the beam is Vg = 2.5 Licam / v/ Uappt, With lean, in mA, Ugpy in kV,
and the result in V. The space charge potential at the edge of the beam is reduced from
this by about 15 V. Table 5.1 shows a summary of the twenty-three bheam encrgies

(in cither 50 or 100 V steps, ranging from an encrgy of 3.0 to 1.7 keV), including the
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contribution from the ionization, middle drift tube, and space charge potentials. All

of the beam energies listed in this work are defined as = ¢ * (Ugn — Use), where

¢ is the elementary charge unit, unless noted otherwisc.
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Figure 5.2: Representation of the systematic method used for taking the W EUV
data. Calibration was performned with Ne; background lines were identified as H-

and He-like carbon. nitrogen, and oxygen and were also be used for calibration.

In order to distinguish background lines from W lines, and to obtain a measure of
the background integrated by the CCD detector, a sequence of exposures including
background, calibration, and W data acquisition was implemented. Figure 5.2 is a
cartoon representation of the scheme, for which each cycle required about 3 hours of
acquisition time. The cycle of calibration - W — backgronnd — W — etc. was
repeated until the entire energy range was covered.

The background data were actually of two types. In order to monitor for inciden-
tal lines arising from background gases. some background data were taken by only
preventing the MeVVA from triggering. This mainly resulted in allowing O, N, and

C lines to grow stronger. o obtain a measure of other light reaching the detector




(mainly coming from the hot electon gun), all trapping was prevented by raising the
potential of the middle drift tube to a value higher than that of the top drift tube.
More will be said about the advantages of inverting the trap in this way in Chapter 7
with regards to UV spectroscopy. The backgrounds with no trapping were smoothed

and usecd as a bascline from which the spectral lines were measured.

5.2.1 Wavelength calibration

To accurately determine wavelengths using the FFS, a suitable mcethod of in situ
alibration was developed. The versatility of EBIT allows for rapid switching from
injecting metals from the MecVVA to gas injection. This permits the regular intro-
duction of light gases to be used for calibration. Ideally, all calibration would be
performed using wavelengths (energics) from transitions that have been both pre-
cisely measured and numecrically calculated. However, this is not a realistic point of
view. Precision measurements of spectra throughout the EUV are not yet available.
Theoretically predicted (and experimentally confirmed) wavelengths are extremely
precise for H-like transitions, and very good for He-like transitions, but become worse
at charge states beyond He-like. In the wavelength region of these measurements,
roughly half of the spectrum is covered by several He-like transitions of O, N, and C
(up to about 45 A), but the longer wavelengths are not accessed by very well known
transitions of these gases. Transitions from He-like Li, Be, or B would extend the
limit to louger wavelengths, but there are technical reasons why these elements are
difficult to study in EBIT. Therefore, transitions of Li-like Ne were used to cover
the range from 55 - 85 A. Though measurements of these lines have uncertainties

of about 5 mA, the lines suffice for calibration, but do limit the certaintv of these
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Table 5.1: Summary of the twenty-three beam energics (in descending order)
used to ionize and excite trapped W. The total cnergy is proportional to the sum
of the ionization and the middle drift tube potentials minus the calculated space

charge.

W Injection Electron Beam Energies

\,ion det Ibuam v\'r.f)'(.-' Etutal Vion \’mdl, Ibeam v\'r.S'C-‘ Etoml

kV | kV | mA | kV | keV kV | kV | mA | kV | keV

290 | 0.20 | 59 |0.08 | 3.02 2,10 020 | 60 |0.10| 2.20
2.80 1 0.20 [ 59 | 0.08 [ 2.92 2051020 | 60 |010] 2.15
2,70 1 0.20 | 59 | 0.09 | 2.81 2,001 020 | 60 |0.10{ 2.10
2.60 [ 0.20 | 59 |0.09] 2.71 1.95| 020 | 60 |0.10| 2.05
2.50 | 0.20 | 60 |0.09 [ 2.61 1.90| 020 | 60 |0.10| 2.00
2451020 | 60 |[0.09 2.56 1.85| 0.20 | 60 |0.10 [ 1.95
2400 0.20 [ 60 | 0.09 | 2.51 1.80 | 0.20 | 60 |0.11 | 1.89
2351020 60 |0.09| 2.46 1.75{ 020 | 60 [0.11 [ 1.84
2301020 | 60 |0.09]| 2.41 1701 020 | 60 |0.11| 1.79
2251020 60 |0.09] 2.36 1.65] 020 | 60 |[0.11 | 1.74
2.20 | 0.20 | 60 | 0.10 [ 2.30 1.60{ 020 | 60 |0.11| 1.69

215020 | 60 | 010 2.25

nicasurcinents, particularly near the longer wavelength end of the spectra. A list of
calibration lines used for this (and other) measurements using the FFS can be found
in Appendix A, Table A.1. Eight of these known transitions were measured and their

line centers were determined by fitting the resultant peaks with Gaussian functions.
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A third-order polynomial was fit to this series of d.ata. to obtain a dispersion equation
for the entire span of the subtended spectral range. The quality of the calibration was
tested by fitting weaker, yet well known, “test” lines from the calibration gases. The
statistical deviation of the test points was determined to be within approximately
4 mA of their accepted values. The statistical deviation of the residuals of the fitted

points was measured to be close to 3 mA.

5.2.2 Intensity calibration

The intensity of spectral lines gives information about the state of the plasma. For
instance, certain transitions may be affected by the density of the plasma and mea-
surement of the intensity can be used as a diagnostic of the density. Under certain
circumstances it can give information about the charge state abundance of ions, colli-
sional cross-sections, or recombination rates. Proper theoretical predictions of inten-
sities arc critical to such diagnostics as the total impurity radiative power loss rate
in a magnetically confined fusion plasma. Reliable intensity measurements, however,
arc at best difficult, and at worst, sometimes iinpossible. To obtain a measure of
the absolute intensity of a transition several parameters other than the signal rate
at the detector are needed. These parameters include the solid angle of the source
subtended by the speetroscopic system, any directionality of the photons from the
source, the density of the source ions, polarization of the transition, the charge state
ratio of the ions, the reflectivity of the grating, and the efficiency of the detector,
the last two of which are sensitive functions of the photon energy. For the purposes
here. a measure of the absolute intensity is not necessary; measurement of the relative

intensity of spectral lines from within a single charge state is sufficient. For this, only
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the reflectivity of the grating and the efficicney of the detector as functions of energy
arc needed.

Several recent studies of the efficiency of spectrometer systems in the EUV using
CCD detectors have been reported (50, 51, 54, 55]. Closely related to this work is the
measurement by Saemann and Eidmann from 1998 [51]. In it they report an absolute
sensitivity calibration of a flat-field spectrometer in the wavelength range 10 70 A by
means of a laser generated plasma of well known x-ray conversion. They implemented
a 2400 1/mm Hitachi flat-field grating and a back-thinned CCD detector: this is the
same type of system as used in the present measurements. Their spectrometer set-
up consisted of two mirrors used at grazing incidence, a slit. the grating, and the
CCD. An independent measurement of the cfliciency of the CCD detector resulted in
a quantum cfficicncy measurement of the detector itself. By unfolding this efficiency
from the results from the spectrometer system they were able to obtain a result
independent of the CCD as well. Figure 5.3 shows the portion of the efliciency curve
for the FFS system used by Saemann and Eidmann related to the present work. The
severe dip in the curve near 42.5 A is attributed to a thin oil layer on the surface
of the mirrors used in their spectrometer. Though such mirrors do not exist in the
EBIT spectrometer, it is known that the CCD detector has a thin layer of oil (the
result of pup oil from a vacuum accident) so it is likely a similar result would be
measired from the EBIT instrument. As such, this curve has been used to adjust the
intensity measurements of the intermediate charge state W transitions; the ‘dip’ only
affects very few of the measured lines. Proposals have been made to make an absolute
efliciency measurement of the EBIT-FFS, but it will likely be nearly a year before

those potential results would be available. Other than slight differences inherent to



any two CCD detectors, the efficiency curve in Fig. 5.3 should be compatible to the

LLNL-EBIT system.
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Figurc 5.3: Measured relative efficiency of a FFS system similar to the one used in

the present measurements at EBIT.

5.3 Experimental Results

Figure 5.4 shows a series of the two-dimensional W raw-data spectra taken with the
flat field spectrometer'’. The x-axis shown is an approximate wavelength scale for
display purposes. The individual spectra are marked with their associated heam
energy (y-axis) and are stacked to show how spectral lines can be identified not only
by wavelength, but by charge state. For instance, the leftmost line near 60 A in the
hottom spectrum (2.61) has been identified as the (4s+)? J= — (4p+)1.,=% transition

from the Cu-like isoclectronic sequence. It is, in fact, the strongest line observed from

ONote the random white dots in the figure. Each of these is caused by the interaction of a cosmic
ray with the CCD. Removal of these spols was performed by the filtering program described in

Appeudix C.
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this charge state. Note that by 2.46 it is very weak, by 2.41 it is hardly discernible, and
by 2.36 it is non-existent. Association with the Cu-like charge state can be confirmed
by the fact that the ionization cnergy of the Zn-like charge state is 2.37 keV, so at
cnergies below this level, no Cu-like W can be present. Much of the charge state
identification throughout this work has been performed using this type of analysis
as well as comparison to previonsly reported measurcments and predictions. In the
following will be presented easurcments from the Rb-like (W*71) through Cu-like
(W48 1) charge states of W, including wavelength assignments and relative intensities.

All of the data files at cach of the twenty-three electron heam cnergies studies were
independently fillered of cosmic rays. The smoothed baseline was then subtracted
from cach spectrum, and the files of the samc encrgy werc summed. Each of the
summed spectra were then analyzed by fitting the pcaks with Gaussian functions
using the Peak Fitting Module of Microcal’s Origin, version 4.0, software. The width
of the lines were linked, but allowed to vary during the fitting process. In other words,
all of the fitted lines in a spectrum were constrained to have the same FWHM, but
this parameter was optimized for cach spectrum. Of interest from the fit results was
the Gaussian line center and total area. The line centers (in channels) were converted
to wavelength units using the 3™ order polynomial dispersion equation. By following
the developments or decay of the line intensity of any line through a series of energies,
the charge state from which the line emanated could be identified. Comparison of
wavelengths with the calculations of Fournier and of previous measurements allowed
for identification of most. of the related transitions. Tables 5.2 through 5.10 summarize
the line identifications by charge state. The levels (Jower and upper) listed in the

tables use the following naming scheme, as described by Fournier. In the intermediate
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1.84
1.89
1.95
2.00
2.05
2.10
2.15
2.20
2.25
2.30
2.36

2.41
2.46

2.51
2,61

85 60 45 40

Figure 5.4: Series of spectra taken with the flat-field spectrometer. Iach of the
{ifteen images was obtained at a different beam encrgy and represents 20 minutes of
data aceumulation. during which W was injected into EBIT 'and the electron beam
ciirrent was set to 60 mA. The spectra are identified by the electron beam energy
(keV). The wavelengths (A) listed at the bottom are only approximate. The short
wavelength end of each spectra was cropped to highlight the most interesting region

for Wi the full wavelength range extends to 20 A.
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charge states of W, LS coupling is no longer appropriate. RELAC’s intermediate-
coupling calculations are carried out on the jj-coupling basis set. The j j-orbitals nlj
are represented by nl+ or nl—, where the + indicates j = {+1/2 and the — indicates
4 =1—1/2. Then, 3dy» = 3d— and 3dsjo = 3d+. In the tables, when both nlj
orbitals in a shell are full, the shell is represented by (nl)*, where k is the maximum
occupancy of the shell. As an cxample, (3d—)4(3d+)¢ = (3d)'?. Thesc closed shells
and suhshells are actually omitted from the tables except where omission might result
in confusion.

The ninc tables arc all organized in the same way. First arc listed the atomic lev-
els involved in the transition, as described above. Then are the total J values of the
lower and upper levels. Next are listed the predicted (from Fournier) and incasured
(present experiments) wavelengths. In () following the measured wavelengths is a
measure of the statistical uncertainty of cach wavelength. The best lines have statis-
tical errors which arc less than 2 mA. Larger crror bars (up to a [actor of 10) result
fromi transitions which are either somewhat weak, or arc blended with neighboring
lines from the same or close charge states. An additional 4 mA should be added to
the uncertainty of each line due to the poor precision of the calibration beyound 45 A.
Finally, the predicted and measured relative intensities arc listed. By relative inten-
sity is meant for the calculated transitions the ratio of the line’s collisional-radiative
line intensity to that of the strongest predicted line of the same charge state, and for
a measured line the ratio of that line’s arca to the measured arca of the strongest
predicted line in that charge state after taking account of the intensity calibration
discussed in the previons section. The strongest predicted line is used rather than

the strongest measured line so that comparisons to theory can be better made.
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Table 5.2: Rb-like W39+

{ground state: (ds)?(dp)8(dd-)* J = 3/2}

Level Wavelengtlh Intensity
Lower  Upper Ji Ju Pred. Meas. Pred. Moeas.
(dd—)"  (dp=)(dp+)*(4d—)? 3/2 3/2 44.7664  45.7810(22) 1.00 1.00

(1d=)  (dp=) (dp+)(dd—) (dd+)" 5/2 3/2 454795 46.0640(55)b  0.39  0.25
(dd=)'  (dp=)'(dp+)(dd—=) (1d+)* 5/2 7/2 455562 46.0640(55)b  0.75

(dd=-)'  (dp=) (dp4-)i(4d-)? 3/2 5/2 49.0304  49.6407(54)  0.78  0.58
(dd=)'  (4p)S(4f-)" 3/2 5/ 56.0552 56.8797(41)  0.52  0.35
(dd—)t  (dp=)' (dp+)H(4d-)? 3/2 5/2 56.6804 57.7547(14)  0.38 023
(dd=)'  (dp-)'(dp+)"(4d=)" (4d+)' 3/2 1/2 60.7172 — 021 -
{(dd=-)t  (dp)S(4f+)* 5/2 7/2 609222  61.9200(83)L  0.59  0.15
(dd=)t  (dp)B(4f-)" 5/2 5/2 61.3401  61.9200(83)b  0.22

(dd=)'  (dp=)2(dp+)3(4d4+)? 5/2 5/2 62.0895 63.4319(119)b 0.46  0.13
(A=)t (4p=)2(dp+)3(dd+)? 5/2 3/2 621379 63.4319(119)b  0.34

(1d=)'  (dp=)*(dp+)*(Ad—)'(dd+)* 3/2 3/2 637745 064.8250(200) 0.50  0.16
(A=) (dp-)2(dp+)3(dd—) (4d4)!  3/2 5/2 65.7032 66.20252(147) 0.38  0.12
(d=)'  (p—)2(dp+)*(4d—)? 3/2 1/2 812985 81.4573(89)b  0.02  0.05
(=)' (p-)2(dp+)*(dd—)? 3/2 3/2 813594 81.4573(89)b  0.05

Figure 5.5 shows the nine measured charge states of W displayed in a similar
fashion to the caleulations of Fournier on page 50. Each of the displayed spectra are
accunnilations of all data taken at each encrgy after background subtraction. Notice,
however. that the apparent baseline for the lower energy charge states is higher than
for the higher energies. This suggests the existence of many more unresolved, low-

intensity lines adding to a quasi-continnum. This agrees with predictions of many
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Table 5.3: Kr-like W39+

{ground state: (4s)2(4dp)® J = 0}

Level Waveleugth Intensily
Lower Upper J Ju Pred. Maas, Pred. Muoas.
(dp)® (Ap=)'(dp+){dd-)t 0 1 46.1417 46.6703(12) 1.00  1.00
unknown  unknown - - -- 49.36511(57) 0.11
unknown unknown .= - 50.2057(64) = 0.09
unknown unknown —_ - — 57.7171(70) — 0.18
unkuown  unknown — - — 62.3659(413) — 0.14
(4p)* (dp=) (dp+)(dd+)' 0 1  63.3262 63.8834(41) 0.96  0.22
(Ap)© (4p—) (4p+H)H4d=)' 0 1 80.8856 80.6420(226) .13  0.00

weak N-shell transitions and the measurement of a quasi-continuum found in tokamak
and laser plasma spectra at these encrgies. Even though these EBIT measurements
arc well resolved in both wavelength and clectron energy, a remnant of this feature
still persists.

The most notable difference between the measured and predicted transitions is
that the measured lines show a lower than predicted intensity in the 60 A range as
compared to the 45 A lines. This is exemplified in Fig. 5.6, where the spectra obtained
at 2.05 keV (optimized for Se-like) is shown along with a simulated W-spectrum using
Fournier's predictions weighted as 10% As-, 35% Se-, 35% Br-, 15% Kr-, and 5% Rb-
like. All of the strong features in the measured spectrum appear in the simulated
data, albeit. regularly at shorter wavelengths. Even after making the adjustment for
the energy response of the CCD detector, the shorter wavelength transitions, that is.

those which are typically of the type I = 2 — 1. appear much stronger than predicted.
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Table 5.4: Br-like W39+

{eround state: (48)2(4p—)2(4p+)* J = 3/2}
Level Wavelength Intensity

Lower Upper Ji Ju  Predicted Measured Pred. Meas.

(p—)2(dp+)®  (dp=)'(dp+)3(dd+)’ 3/2 5/2 45.6687  45.9539(26) 0.09  0.00
(p=)2(dp+)*  (dp=)'(dp+)3(dd=)" 3/2 1/2  46.0686 46.8267(09)b 0.44  3.61
(p=)2(dp+)®  (dp=)'(4p+)*(4d—)' 3/2 3/2  46.1808  46.8267(00)b  1.00

(p=)2(Ap+)*  (p=)'(dp+)(dd—)' 3/2 5/2 46.1881  46.8267(09)b  0.55

(p=)2(Ap+)*  (dp=)'(dp+)3(dd—=)' 3/2 5/2 50.0103  50.6605(99) 0.05 017
(dp=)2(dp+)*  (ds+)!(4p)° 3/2 1/2  60.3869  61.0499(29) 0.24  0.33
(p=)2(dp+)*  (dp—)*(dpH)2(dd+)! 3/2 5/2 638774  G64.6606(155) 1.00  1.00
(dp=)2(4p+)®  (Ap=)2(dp+)2(4d+)t  3/2 3/2 619009  65.6575(50) 053  0.42
(4p=)2(d4p4)*  (dp=)2(dp+)%(4d—)t 3/2 572 80.8922  8L1531(03) 011  0.21

rclative to the 60 A band of lines.

The Rb-like charge state is the most complex of the series of ions in this study.
With thirty-five bound electrons, the ground state has nine clectrons outside of the
greatest-n closed shell (n. = 3 is closed) leading to a very complex level configuration.
Adding to this complexity are the many possible allowed transitions in the wavelength
range 40 -- 80 A. Ten lines were measured which could be attributed to this charge
state. As is true throughout this work, the lines’ identification showed thatl the
predicted wavelengths were all somewhat shorter - that is, higher in cnergy — by
about 0.8 A, on average. This difference remains approximately the same regardless
of whether the transition is to the ground state or not. Four of the measured lines arc

believed to be unresolved blends of transition pairs. Each of these states only differs in
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Table 5.5: Se-like W40+
{ground state: (4s)?(4p—)%(dp+)? J =2}
Level Wavelength Intensity

Lower Upper J Ju Predicted Measured Pred. Moeas.
(4p=)Y(dp+)?  (p=)(4p+)?(dd-)* 2 1 461020  46.3776(27) 0.46  0.57
(dp -Y2(4p+)?  {dp=)(dp+)¥(dd—)' 2 2 46.2597  46.9573(21)b 0.80  3.30
Hp=PpH)? p=)(p+)2(Hd=)t 2 3 462940  46.9573(21)b  1.03

(Ap=)2dp+)?  (dp—)'(dpH)2(dd—)! 2 3 4A7T.3587  4T.6044(42)  0.07  0.71
(dp=)2(4p+)*  (dp=)'(dp+)*(dd=)* 2 2 48.3487  48.7460(56) 0.06  0.26
(Ap=)2(dp+)?  (ds+)'(4p=)%(dp+)* 2 1 586736 5Y.5257(66)  0.12 (.42
(Ap=)2(4p+)?  (ds4+)'(4p—)2(4p+)® 0 1 618501  62.1931(163) 0.17  0.30
(dp=)2(4p+)?  (ds+) (dp=)2(4p+)* 2 2 6LYT25  (62.6885(38) 048  0.74
(Ap=)2(dp+)*  (dp=)(4p+)*(dd=)! 2 3 G6L9719  65.8729(26)  1.00  1.00
(4p=22(4p+)?  (p=)(4p+)2(dd—=)! 2 2 705446 T1.1180(34) 0.15  0.23
(dp=)%(4p+)?  (dp=)'(dp+)*(dd=)* 2 3 78.2018  78.9521(121) 0.16 0.32

the total J value of the upper state. The transitions are marked in the tables by a b’

following the measured wavelength. The second component. of each line pair is listed
with no measured wavelength. Only a single Rb-like transition (Apreq. = 60.7172 A)
thal was predicted Lo be at least as intense as other identified lines is not found.
Removing another clectron from the Rb-like charge state produces an ion of the Kr
sequence. Many fewer lines were predicted for this state. Seven were measured, but
only three of these could be attributed to predicted Kr-like transitions, even though
the other four had intensities which preak at the same beam cnergy as the other

Kr-like lines. Transitions from neighboring states were also checked as candidatcs,
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Table 5.6: As-like W1+

{ground state: (4s)?(dp=)?(dp+)* J = 3/2}
Loevel Wavelength Intensity

Lower Upper J Ju Pred. Meas. Pred. Muoas.

(Ap=(Ap+)t  (dp-) (dp+) (4d-)r  3/2 8/2 46.4378 47.0480(58) 0.94  0.78
(Ap=P(dp+)t  (p-)(dp+H) (4d-)t 3/2 5/2 46.7944  47.2873(81) 1.00  1.00
(dp=)2(p+)t  (dp=)(dp+)(4d=)* 3/2 3/2 50.8943 51.0006(108) 0.04  0.04
(4p=)(4p+)t  (ds-H)'(dp=)Y2(dp+)®  3/2 3/2 60.0871 G0.7285(11) 0.51  0.23
(dp=Y2(dp4)  (ds)(dp=)Y2(4p+)*  3/2 5/2 64.4133 (1.8883(47) 0.63  0.18
(Ap=)Y2(dp+)t  (dp—)*(4d+)? 3/2 5/2 69.7964 70.1196(39) 0.30  0.08
(Ap=-Y2(4p+)"  (dp—)*(dd~) 3/2 3/2 80.0287 80.8888(166) 0.0  0.02

Table 5.7: Ge-like W12+

{gronnd state: (4s)2(dp—)? J = 0}

Lovel Wavelength Intensity
Lower Upper J Ju DPred. Meas. Pred. Meas.
(48)2(ap—-)? (18)2(4p=) " (dd~-)! 0 1 46.8054 47.1905(28) 1.00 1.00
(d8)2 (1p—)? (18)? (4p—) 2 (4p+)* 0 1 60.8203 61.3039(60) 0.49  0.55
(dsH) (dp=)2(dp+)!  (ds+)'(dp=)2(4dd+)* 1 2 70.3807 70.4349(65) 0.01  0.04
(482 (dp=)  (dp+)} (4s)? (dp—)* (4d-)* 2 2 827390 83.2887(39) 0.00 0.02

but no satisfactory assignments could be made. The two most intense measured
lines’ wavelengths were about 0.6 A longer than predicted, while the third was at a
shorter wavelength. This weak line, however, had too poor statistics Lo attain a very

accurate measurement. The following three charge states had seven, ten, and scven
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Table 5.8: Ga-like W3~

{ground state: (ds)?(dp—)! J =1/2}

Level Wavelength Intensity
Lower  Upper o Ty Pred. Meas. Pred. Meas.
(Ap=)t  (4d-)} 1/2 3/2 47.6365 47.9029(24) 1.00  1.00

(p=)  (ds) (dp=) (dp+)t 1/2 1/2 B5Y.8762 60.6157(12) 0.67  0.35

(dp—)'  (1s—) (dp=)'(4p-)' 1/2 3/2 60.8198 61.3341(21) 0.75  0.62

Table 5.9: Zn-like W

{zround state: (3d)'9(4s)? J =0}

Level Wavelength Iutensity
Loweor Upper J J,  Pred. Meas, Pred. Mucas.
(ds-) (Ap=)'  (ds+)Y(4d+)! 1 2 44.3837 414.5299(62) 0.01  0.04
(ds+)1(dp—)!  (ds-)1(4d-)' 1 2 184122 48.6165(27) 0.33  0.09
(4s)? (4s+)(4p+)t 0 1  60.6646 60.9310(17) 1.00  1.00

(=) (p+)! (ds+)'(4d=)! 2 2 66.4622 66.9301(40) 0.05  0.04

measured lines, respectively. Most of these lines were found in the 45 A complex.
The decreased resolution of lines within this grouping from their neighbors resulted
in increased scatter of the measured wavelengths. The difference between theory and
experiment averaged, again, about 0.6 A. The final four states in this serics produced

a combined fifteen measured lines in this range. These lines all were well resolved and
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Table 5.10: Cu-like Wi+

{ground state: (3d)'%(4s+) J =1/2}

Level Wavelength Intensity
Lower Upper Ju Pred. Meas. Pred. Meas.

(dp=)! (4d—)! 1/2 3/2 49.1651 49.2080(63) 0.06  0.26
(ds+)!  (dp+)* 1/2 3/2 62.1868 62.3355(19) 1.00  1.00
(4d=)! (4f=)' 38/2 5/2 68.0099 68.1569(28) 0.01  0.04
(dp+)'  (4d+)! 3/2 5/2 71.8900 71.9437(503) 0.10  0.08

scen over many beam energies. Additioually, since the ionization potentials of these
charge states are also more scparated than the others, the wavelength measurements
were notably more precise than others. These lines also agreed better with wavelength
predictions than those of lower charge states, averaging an offset of only 0.3 A, with

the Cu-like sequence being the most accurately described (having a 0.1 A offset).

5.4 Discussion

The mecasurements of the wavelengths of the W-EUV radiation from intermediate
charge states has shown agrcement to within 1% with the fully-relativistic ab dni-
tio calculations. Even though this agreement is not great, it is sufficient cnough to
identify most of the lines in the spectra of EBIT due to the capability of optimizing
particular charge states. In the case of a tokamak plasma, for which charge state
resolution is not nearly as good as EBIT, the calculations are only good enough to

identify groups of lines. Furthermore, for high-n, laser plasimas with many charge
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Figure 5.5: Line-out spectra of W at nine energies optimizing the charge states

measured in these experiments. The intensity has been scaled according to the
method previously described. The raised section within the dotted line and marked
by an * is an artifact of the sharp drop due to the carbon-edge in the intensity cali-
bration. Each spectrum is marked by the charge state optimized at that particular
cnergy. The beawn energy of each spectrum was 1.79. 1.89, 1.95, 2.05, 2.10, 2.37,
2.46, 2.71, and 3.02 keV for the Rb- through Cu-like, respectively. Typically, three
or four other charge states were present simultancously at varying stages of charge
balance. Comparison of this to the similar figure derived from the calculations of
Fournier (Fig. 5.1) in general shows good agreement, though the details of intensities
are sometimes significantly different. The measured wavelengths and relative line

intensities are listed in Tables 5.2 through 5.10.
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Figure 5.6: Sc-like W compared to simulated spectrum. a) EBIT spectrum opti-
mizing the Se-like charge state of W; b) a simulated spectrum from the calculations
of Fournier with several charge states represented at levels similar to those found in

the EBIT spectrurn.

states and many more lines present, identification of most of the lines is hopeless.
In fact, the calculations can even be somewhat misleading with shifted predictions
leading to the incorrect identification of charge states. Nonetheless, given the com-
plexity of the ions, theory does a good job of producing a first order prediction for
the wavelengths as long as experiments such as those at EBIT can be used to test
the theory.

In that light, it is not surprising that there is diverging agreement between theory

and these measurcments as the ionization stages increase in the number of bound
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electrons. This is expected as the number of possible transitions increases and the
structure becomes more complicated. More refined calculations have been shown
to predict the transition cnergics with better accuracy. [The best calculations and
— (dp+)_;

ions are addressed in more detail in Chapter 6, where agreement of one part in one-

transitions in the EUV from high-Z

measurements of Cu-like (4s+))_

=

thousand is achieved.] More surprising is the disagreement in the predicted versus
measured relative intensities of the transitions. Even after making the adjustmments
Lo the spectra for the energy responsce of the spectrometer system, there remains
a discrepancy on the order of 2x in the ratio of the “60 A™ growp to the “45 A”
group intensities. Specifically, the intensity of the 4p — 4d transitions appear more
intense than predicted. Several possible explainations for the disagreement have been
investigated and are summarized below.

[t is important that the efficiency of the spectroscopic system be known as a func-
tion of energy. This includes the response of the reflection grating and the response of
the detector. The detector response is known to depend on the energy of the imping-
ing photon. In fact, because silicon is eflectively opaque to radiation in the EUV, a
thinned, back-side illuminated CCD is used for detection in this region. However, the
number of electrons collected by the CCD per incident photon, the quantum cfficiency,
must be known accurately to make a proper assessment of the relative intesity of the
spectral lines. The quantum cfficiency depends upon the manufacturing process, the
thickness of the silicon oxide layer and the resulting “dead layer” where electrons are
repelled rather than collected, as well as on the average photon encrgy necessary to
create an clectron-hole pair in the active silicon. Because of the variations inherent in

cach CCD (mainly due to the variation in the thickness of the dead layer), ideally the
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spectrometer would be calibrated using a standard light source such as synchrotron
radiation. Instcad, for this work, the published efficiency of a spectrometer system
similar to the one used at EBIT has been taken, lecaving some possiblity that the
disagreement could be due to the lacking instrument calibration.

There are also certain approximations in the calculations that need be examined
for possible effects. In these calculations the nuclear charge is assumed to be a point
charge, whereas other calculations assume some sort of finite charge distribution for
the nuclear charge. It is noted that this difference only matters for orbitals which
penetrate the nucleus and only affects the calculated energy of the transition, and,
therefore, a point charge should be a valid approximation in these calculations. Even
so, any small adjustment this may cause to the calculation of the transition cnergy
should have a very small effect on the calculation of the intensitics of the transitions.

Another possible cause of variation in the predicted intensities is the lack of inclu-
sion of recombination cffects in the calculations. Through the processes of recombina-
tion and cascading decays from higher levels, states which are not prone to population
through the ionization/excitation process may yet be significantly populated. This
may, in turn, weight the intensities of the lines in these measurements differently
than in the calculations. Inclusion of these effects in the caleulations would be useful,
though it is understood that this would result in more complicated atomic codes.

A final factor that has been considered is the differing plasma parameters between
tokamak calculations — those reported in [13] — and EBIT measurements. Though
the typical tokamak ion density of is similar to that of the EBIT, a tokamak plasma
typically has a broad Maxwellian clectron temperature distribution with wings ex-

tending the energy of a significant portion of the clectrons to values much higher and
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lower than the average. On the other hand, EBIT has a very well defined electron
cnergy with a spread measured to be only about 50 ¢V. The possibility thal the in-
tensity difference was the result of the difference between these two types of source
was checked by re-computing the results for conditions more similar to those found in
EBIT!! [56]. Though some of the intensities changed by a significant fraction, none
of the strongest lines varied by a significant amount. and no systematic trend of the

intensitics was identified.

LAL the reguest of this author, Fournier graciously re-calculated the transition energies and
predicted intensities for interediate charge state ions of W using paramecters similar to those found

in the EBIT.




6 CU-LIKE IONS

The study of spectra in the EUV from ions along the Cu isoclectronic sequence pro-
vides a stage for atlaining important benchinarks through both precision experimen-
tation and modern atomic structure theory. From the experimental standpoint, the
production and charge-state isolation of Cu-like ions is casicr than for ions of other
charge states. The ionization potential necessary to create Cu-like ions is typically of
the order 1 - 4.5 keV for the clements being considered here. This is an energy range
casily accessible by many experimental devices such as tokamaks, laser devices, and
EBITs. Even though the next higher charge state, the Ni-like sequence, is produced
within only abont 0.1 keV, the spectra of these ions is very weak in the EUV owing
to the fact that the spectra are mainly ' — 3 (n’ = 4,5,6...) transitions emitting
at much higher, X-ray, cnergies. Therefore, there is a broad range of energics avail-
able to create a predominantly Cu-/Ni-like charge balance by burning out the lower
charge states, and creating a very ‘clean’ EUV spectra with only mostly Cu-like lines
remaining. This, in turn, reduces the possibility of line blends, or even misidenti-
fication. For theory, the Cu-like sequence represents a complicated atomic system,
having twenty-nine electrons, that can be simplified due to the fact that only a single
valence electron exists outside of the closed n = 3 shell. The Cu-like system is, in a
way, similar to a H-like system if, as a first approximation, the clectrons residing in
teh closed shells are assumed to be only weakly interacting with the valence clectron.
This is cven true in a physical sense in that the closed-shell electrons couple and

reduce their “individuality”. Mastering the techniques to completely describe sin-

75




76

gle valence clectron systemns is a first step in accurately describing all multi-electron

atormic systems.

6.1 Theoretical predictions of the energy of the 4s;/, — 4py
transitions

Many calculations to predict the energy levels and transition energies for the lowest
levels of the Cu-like ion have been made in the last twenty years. The first reported
measurements of the wavelengths of Cu-like transitions from heavy clements was re-
ported by Seely ef ol in 1986 in which they compared the wavelengths from Au, Ph,
Bi, Th, and U measured using the OMEGA lascr to theorctical values calculated with
a multiconfiguration Dirac-Fock (MCDF) package, using the extended average level
(EAL) method, with transverse Breit and QED corrections [57). They reported sig-
nificant diflerences between the measured and caleulated values which they attributed
to “a departure from the scaled hydrogenic QED contribution to the 4s energy,” in
other words, to a deficiency in the theoretical treatment of the QED. In the following
year, Cheng and Wagner repeated the calculations made by the previous group, but
with some modifications, in an attempt to understand the causes of the difference be-
tween theory and experiment [18]. They again used the MCDF package, but instead
of the EAL method they calculated the transitions in the optimal level (OL) approxi-
mation to account for core relaxation at each energy level. In addition, they included
finite-nuclear size cffects. With results that agreed better with experiment than the
previous calculations they concluded that the residual discrepancy noted by Secly et

al. was probably due to the omission of the finite-nuclear size effects which are im-

portant for low n and [ states, and Lthat their improved treatment of QED corrections
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was good enough to give good cstimates of its contributions. In 1989, a second paper
by Secly et al. reported the observation of dsy/a — 4paye transitions in Cu-like ions
from mid-Z clements (including Sn, Xe, La, Nd, Eu, Gd, Dy, and Yb) made on the
Princeton Large Torus tokamak (PLT) ‘9}. They concluded from comparisons of these
wavelengths to the calculations of Cheng and Wagner that significant discrepancies
still existed and attributed these Lo electron corrclation corrections that are not ac-
counted for in the calculation. So in the course of two years time there appeared some
debate over whether there was good agreement between theory and experiment, and
the role of QED, finite nuclear size, and correlation corrections in these calculations.

Between 1988 and 1990 a scrics of three papers on the topic of relativistic many-
body perturbation theory (MBPT) studics of cnergy levels of ions having a single
valence clectron outside of a closed shell was published by Johnson et al., the third of
which reported calculations of energics of 4sy/; and 4ps/s states of Cu-like ions with
nuclear charge in the range Z = 29 — 92. These calculations were based on Dirac-
Fock (DF) wavefunctions and included Coulomb correlation corrections (second and
third order), retarded Breit interaction, corrclation corrections to the Breit interaction
(second and third order), finite nuclear size corrections, and reduced mass and mass-
polarization corrections. They did not include QED corrections such as the electron
self-energy and vacuum polarization, but have otherwisc been considered to be the
most complete theorctical treatment to date.

Two calculations have sought to provide the necessary QED corrections so that
comparisons between experiment and these theoretical results could be carried out.
The first was published in July of 1991 by Kim et al. In that work the authors

actually calculated the level energies using a relativistic MCDF method which they
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subtracted from the MBPT results of Johnson et al. in order to obtain relativistic
correlation cnergies. The correlation energies were then fitted to a power series in Z
in order to obtain a smooth correction for this correlation energy. In addition to this,
they calculated the QED corrections via three independent approximations  in order
to compare them  which they referred to as the <r > method, the p method, and the
Welton method'. Whereas the p and the Welton methods were in close agreement
with cach other, the <> method was found to lead to transition energies with poor
agreement to experiment, especially at high Z. It was the < > method, however,
that Seely et al. had used in their previous comparisons to experiment.

In order to compare the theoretical results to the measured values, a total encrgy
was determined by summing the MCDF encrgy, the relativistic correlation energy, and
the QED correction [rom the Welton method (in this case it gave results closest to
the measurements throughout the range of Z). Kim et al. then computed “predicted
values” based on the total theory minus the difference between the theory and expeor-
iment. after adjusting the difference as a function of Z to have smoothly varving first
and second derivatives. Comparison of their predicted values to the measured val-
ues lead to an interesting conclusion. They noted that experimental values obtained
from spectra of laser-produced plasmas had a tendency to be too high in energy as
compared to the calculations, while the data obtained from tokamak plasmas were
in excellent agreement with their values. A comparison of their calculated and ex-
perimental values is shown in IMig.6.1. The tokamak points include data taken at

cither the Princeton Large Torus tokamak (PLT) or the Texas experimental tokamak

2 These approximatious are only nsed in the caleulation of the screened self energy. For the vacuum
polarization Lhey concluded that the correction teris were much smaller than the uncertaintios in

the screening of the self energy and were, therefore, not included in the total encrgy.
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Figure 6.1: Fractional difference between the theoretically predicted and measured
values of the energies of the 4sy/y — 4pa/p transitions along the Cu isoclectronic
scquence. The measurements were made at various sources with those having Z

greater than 45 coming from either tokamak or laser produced plasmas. The frac-

_(pred.value -exper.value)
0.5%{pred.value-l-exper.value) *

tional difference is defined here as 109

(TEXT) and the laser points included data from cither the OMEGA or NOVA lasers.
The noted trend from the spectra obtained at high-Z is obvious.

The second report of calculations of the QED correction terms was published in
March of 1993 by Blundell [17]. Unlike the calculations of Kim et al., these were

ab initio calculations of the scrcened sclf-encrgy and the vacuum polarization. A
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comparison of the cnergies of the 4sy/ — 4ps/, transitions as predicted by Blundell
and by Kim et al. shows that other than for low-Z, the two nearly independent
predictions havc very similar results, with Kim et al. predictions having slightly
higher encrgics. Figurc 6.2 shows the comparison of the two theoretical predictions on
the same scale as the previous figure. Plotted are the differences (Blundell predictions
- Kim predictions) in parts per million for each clement. The discrepancy at low-Z is

discussed in detail in [17]; regardless, it is below the Z of interest in this work.
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Figure 6.2: Fractional difference between the two sets of thearetically predicted
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6.2 Wavelength measurements of the 4s;,, — 4p;/, transition

Mcasurements of the wavelengths of the 4s,/, — dp3/s transitions for 6 high-Z elements
(Yb, W, Au, Pb, Th, and U) have been made using the same spectrometer system
as for the measurements in Ch. 5, that is, using the 2400 1/mm variable line spaced
concave grating in the FFS. Each of the measurements was made in a similar manner.
The element of interest was injected into EBIT using the MeVVA system with a low-7Z
clement, such as Al or Cu, as the trigger wirc. The use of a low-Z element for the
trigger wire limited the possibility that spectral features from that element would
oceur in the same speetral region as the lines being studicd. The heavy clement was
held in the EBIT trap region for a few to several scconds while the encrgetic clectrons
from the beam stripped the ious to the desired charge state. Lower-7 contaminants
were displaced during the long trapping time as well.

The electron beam energy chosen for each measurement depended on several factors
and was optimized for each element. As an example consider the case of Ytterbium
(Yb). The energy required to ionize Yb to the Cu-like charge state is 1.99 keV
and to the Ni-like charge state is 2.05 keV (A list of ionization potentials relevant
to this work may be found in Table A.3, page 122). Since the cnergy necessary to
further ionize the Ni-like state is much higher (3.45 keV), there is a broad encrgy
range available to optimize the Cu-like charge state component. Note, also, that
since the ionization of the Ni-like charge state entails breaking into the n = 3 shell,
the strongest spectral lines associated with this and higher charge states are found
at a much shorter wavelength than those of the Cu-like state. This means that the
clectron beam energy can be raised until the lower charge states (As-, Ge-, Ga-like,

cte.) are sufficiently weak, but kept low cnough that there is sufficient signal from
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the Cu-like state to be detected. This same concept was applied for cach ion along
the Cu iscelectronic sequence.

One final similarity to be noted in cach of the data sets is the method of data
accrual. In all cases, the total area of the CCD chip was binned by a factor of four in
the non-dispersive direction to create an effective CCD array 256 x 1024 pixels. Due
to minor spectral aberrations, the image of cach line is slightly curved at the CCD
surface. Simple summing across the dispersion direction would, therefore, artificially
broaden the line width. Instead, the files were individually filtered and collapsed
into one, three, or eight columns depending on the line intensity and as noted in
the deseriptions of each clement that follow. Each of the sections was independently
calibrated, effectively increasing the number of only loosely dependent results™ by a
factor cqual to the number of columns. Calibration was performed by determining
the central position (in channels) of a nunber of well known transitions, then fitting
these to a 3™-order polynomial. The background light emission recorded by the CCD
was determined by running EBIT with an inverted trap, that is, with the middle drift
tube at a higher potential than the top drift tube, so that no trapping occured. Since
there is some random noise assoclated with the readout of cach image, even with
the trap inverted, several background spectra were averaged and smoothed so that
they could be subtracted from the data files before fitting. Then, cach of the files
was imported inlo a peak fitting program. Here the Peak Fit Module of Microcal’s
Origin, version 4.0 was used. The peaks were fit with Gaussian functions of which

the peak height, centroid position, and peak area were stored. An example of the

137 e resnlts are not totally independent. sinee the each of the columns was obtained under exactly

identical conditions, and several separale measurements are fitted using the sae calibration.
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spectra and calibration is shown in Fig 6.3 for the case of uranium. A summary of

the results from each of the measurements is found in Table 6.1 at the end of this
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Figure 6.3: EUV spectra obtained with uranium injection (shaded area) and ni-
trogen injection (unshaded area). The marked N lines arc some of those used in
the calibration. The lines marked a, b, and ¢ are Cu-like 43,75 — 4p3so, Zn-like
4s? 1Sy — 4sdp Py, and a blend of Ga-like 4s2dp 2Py, — 4sdp® 2Py and Ge-like
4s24p? 3Py — 4s4p® 3Dy, respectively. U was injected with Epegn = 6.8 keV and
Lpearn = 113 mA.

chapter (see page 95). A list of all of the calibration lines’ wavelengths and limits of

precision may be found in Table A.1, page 119.




6.2.1 Ytterbium

Yh (Z = 70) is the lowest-Z clement of interest here, and thercfore, also that with
the longest wavelength. It scrves as a uscful connection between thesc measurements
and those made of middle-Z clements at tokamaks, which agree well with theory and
theoretical trends. In contrast, previous measurements of high-Z (Z > 70) elements
were all made using the aforementioned laser-produced plasmas and were noted to
have a trend of higher cnergy than predicted. Having a wavelength of near 75 A, this
transition fits well into the optimal range of the 2400 I/mm grating.

Nitrogen, carbon, and ncon transitions were used for the calibration of the cntire
spectral range. Carbon is a normally found in background spectra as a contaminant
clement so no injection was nceded to measure these lines. Nitrogen is also normally
found in the background spectra of EBIT, but the intensity was weak enough during
this set of experiments so that injection of Ny gas was warranted. Transitions of
hydrogen-like and helium-like carbon and nitrogen in the range of 25 - 40 A and
lithium-like neon transitions from near 56 to 88 A werc used to calibrate the entire
spoctral range. In all, a total of eleven well-known transitions werce used to calibrate
the 1024 detector channels and the entire wavelength range covered was determined
to be 23.4 - 90.8 A. Limiting the precision of this measurement was the lack of
precise calibration lines near the long wavelength end of the spectrum. The Li-like
Ne transitions used in calibration have an uncertainty of & mA, which added an
uncertainty of about 3 mA to the calibration in the 75 A region of the spectrum.

The Yb spectra were made at an electron bean energy, Epeqm = 2.51 keV, and
a heam curreut. Iean = 57 mA. Each spectrum resulted from an integration of 20

minutes of observation, and for analysis, sets of three spectra were summed. Sufficient
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line intensity allowed for cach of the sum spectra to be divided into three parallel
sections with ranges of CCD columns: a) 5— 80, b) 85— 170, and ¢) 175 — 255. Nine
hours worth of observation resulted in twenty-seven measurements of this transition.
Neon and carbon calibration speetra were taken in between cach two hours of Yb data,
whereas the nitrogen was injected before and after the nine hours of Yb injection.
The calibration data were separated into two groups with the first 5 hours of Yb data
being associated with the first group, and the last four hours with the second. This
allowed for a check of any systematic shift of the lines over the course of time - none
was found.

As a final check of systematic crrors, a transition to the ground state of the Be-like
Ne was measured: 1s22s° 1S — 15%2sdp 'P, with an accepted wavelength value of
75.765(5) A [58]. The wavclength measured using the above method of calibration
and six independent measurcments was 75.7665(36) A, where the error in the last
two digits listed in parentheses is the statistical deviation of the six measurements.
Agreement between the measured and known value is within the statistical limit.

By varying the cnergy of the beam above and helow the threshold to produce the
Cu-like charge state, and having knowledge of results from calculations and previous
measurements, the 4sy 5 — 4psy2 transition was identificd. Additionally, sceveral lines
from lower charge states persisted during these measurements, the strongest of which
has been identified as the 4s? 1Sy — 4sdp 'P; transition from the Zn-like ion. These
two, as well as two significantly weaker lines were fit in all twenty-seven scetions.
Each of these lines was well resolved from the others and had statistical deviations

similar to the Be-like Ne line discussed above.




6.2.2 Tungsten

The W measurement has been discussed in detail in Ch. 5, so only a few words about
it will be mentioned here. No separate measurement of this line was made. Unlike
the other measurements of this transition, for W the clectron beam was scanned over
a series of encrgics, both above and below threshold, and all spectra with significant

intensity in the Cu-like charge state were used in the analysis.

6.2.3 Gold

One of the casiest elements to inject into EBIT via the McVVA is Au. As such, the
production of intense lines from Au is readily achicved. As before, injections from
the MeVVA and gas injection system were alternated, and background spectra were
regularly obtained. The Au data, taken at the optimal energy for the production of
the Cu-like charge state (Epeam = 4.01 keV, Lia = 75 mA), were summed into three
data sels. However, the calibration for all of these sets is from a single set of summed
data. The intensity of the Au lines and calibration spectra allowed for separation of
the spectra into 8 scctions to allow for minimal line width and optimal line fitting.
The columns sumined for each section were: a) 0—32, b) 33—064, ¢) 65—96, d) 97128,
e) 129 — 160, f) 161 — 192, g) 193 — 224, L) 225 — 256.

The wavelength of the transition in Au, near 48.9 A, warranted the use of cali-
bration lines betwceen those of the C and Ne. Two transitions to the ground state
of Ne-like Ar, having wavelengths of 48.730 and 49.130 A, respectively, were suited
nicely for this purpose. These two lines ap.pcared in the Ar injection spectrum quite
intensely, however the wavelengths are known to only £0.002 A [59). This uncertainty

increased the error limit of the measurement, but was somewhat compensated for by
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use of well known C, N, and O spectral lines in the shorter wavelength region. The
entire subtended spectral region was determined to be from 14.6 - 73.0 A. Varying
the wavelength of the two Ar calibration lines by their 2 mA uncertainty during the
calibration fitting process, an additional uncertainty of 0.4 mA was introduced to the

measurcment of the Au transition.

6.2.4 Lecad

Contrary to the casy injection of Au, Pb injection is often more difficult on EBIT,
requiring much more time to achieve the same level of statistics. In addition to this,
the wavelength of this Cu-like Pb transition coincides with the carbon-edge absorption
identified in the intensity calibration of the CCD (sec Fig.5.3 on page 59) at 42.4 A.
In fact, the measurement of this Pb transition was repeated a sccond time after it was
found that insuflicient injection levels were achieved during the first experimental run
to make a precise measurement of the transition. Calibration of the Ph data files was
made by fitting known C, N, and Ne lines, as was done for the Yb. The entire spectral
range was measured as 23.4 - 90.9 A. No separation into columns was performed for
this data, though several hours of accumulation were sunmed into cach of 9 data
sets. Two of the data sets were taken with Epeam = 4.53 keV and Ijea, = 105 mA,
the remaining seven sets had Epeam = 5.08 keV and Ipeam = 107 mA. The wavelengihs
of all of the Pb data were fitted by a single 3*-order polynomial resulting from the
fit of all of the calibration lines. Since the wavelength of this line is close to the
He-like C Koy transition, the uncertainty introduced by the Ne calibration lines was

less problematic than was for the Yh.
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6.2.5 Thorium

Over the course of completing this set of experiments, a task that spanned some 7
months, conditions in the EBIT chamber varied somewhat. In particular, the level
of certain background contaminants and resulting vacuum chamber pressure were at
times worse than others. The contaminants are normally light cleinents such as C, N,
and O, but sometimes heavier gases such as Xe are present as remnants of experiments
performed hy one of the other two groups who regularly operate EBIT. In addition, as
with any type of experimental apparatus, unexpected problems occur which must be
addressed. These were the case during the measurement of the 4sy /o —dps e transition
in Cu-like Th. At the time of these measurements, the levels of background C and O
were high cnough that injection of these elements was not necessary in order to use
them for calibration. The injection of Na gas resulted in intense spectra with all three
of these light clements present. However, this did not impede the progress of these
measurements, since light clements are mostly displaced from the trap after several
hundred s by the injected heavy clement and the spectral features from C and O
do not overlap with the measured Th line.

As for the alluded to “unexpected problems,” during the Th measurements the
clectron beam current was limited by over-heating of the collector. During normal
operation the collector, which is used to stop the steaming heam clectrons, is cooled
with a constant, slow flow of liquid Na (LNs). Over the course of many months
of EBIT operation without interruption, the transfer lines carrying the LN, from
a storage facility to EBIT developed ice blockages, which limited the flow to the
collector. The reduced cooling efliciency resulted in the nced to operate EBIT at

lower currents than otherwise would have been achievable. This problem has since
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been corrected and further avoided by regnlarly warming EBIT to room temperature,
thereby melting any blockages.

In spite of the minor problems, the Th results turned out quite well. Six sets of
Th data and three sets of calibration lines were collected. Intensities were sufficient
for dividing the spectra into eight columns as was done for the Au, resulting in forty-
cight measurcments of the line position. Adding to the precision of the results is
that the position (necar 29.0 A) of the line falls in between the He-like N resonance
and intercombination lines at 28.7870 and 29.0843 A, respectively. As a test of the
precision of the fit, residual oxygen lines still present in the Th data were measured.
The He-like resonance line of O was measured at a wavelength of 21.6008 £ 0.0059 A,
very close to the precise value of 21.6015 A and well within the statistical crror bar.
Hydrogen-like Ly was measured to be 18.9670+0.0061 A compared to the calculated

valuc 18.9671 A, again proving to be quite accurate.

6.2.6 Uranium

The last clement in this systematic study was U. Bcing. the heaviest clement occuring
naturally in significant quantitics, the atomic physics of U is of extreme interest.
The strong Coulomb attraction between the nucleus and atomic clectrons results in
a significant overlap of the nuclear and atomic wavefunctions, particularly for high-Z
ions of intermediate and high charge states. Injection of U poses no problems for
EBIT, and because it is heavier than any other element in EBIT, trapping times of
ten scconds or longer allows for the optimization of the Cu-like charge state.
Calibration of the spectra was made with cight known transitions of lines from N

and O, only. The spectra had a range from less than 10 to greater than 50 A. Since
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the grating respouse is no longer focused on a flat plane at wavcelengths shorter than
around 10 A, a significant portion of the 1024 channels was out of focus - this portion
was ignored in the analysis. The wavelength of the Cu-like U transition is near 26.4 A,
therefore, the N and O lines were sufficient for calibration. Ne-like Ar lines, that were
used for the Au calibration, were tested in the calibration of this spectrum and cffects
from the inclusion of these lines were noted. A difference of less than 0.5 A resulted
when comparing the measured wavelength of the Ci-like U line with/without the Ar
linc included in the fit. However, the uncertainty in the wavelength of the Ar lines
limited their nsefulness, and it was decided to not include them in the calibration.
Three sets of U data were accumulated for the measurement, all of them calibrated
with the same polynomial fit. Two of the sets were obtained at Epenn = 6.79 keV
and Dpewn = 113 mA, whereas the third was at a higher encrgy, Eueam = 8.10 keV.
At the higher cnergy, above the ionization potential of the Ni-like charge state, the
aceumulation rate from the Cu-like charge state was significantly lower, but nearly
all of the lower charge state lines were absent. No systematic shift in spectral lines
was measurcd between the data at cach energy, suggesting the absence of any hidden
line from lower charge states interfering with the measurement. Each of the three
sels was scparated into cight columns, so, in Lotal, twenty-four measurements were

made of the line.

6.3 Error Aanalysis

One of the most important aspects of spectroscopic measurements is to not only report

the most accurate results possible, but to adequately account for an crror budget, both

statistical and systcmatic. Statistical errors are the casier to understand since there
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exist accepted formalisms and proofs leading to an appropriate answer. Systematic
crrors, however, must be determined from experimental test of paramecter variations
and cross checks of results. In the following will be shown some of the formalism
for the statistical error reported here, as well as a discussion of potential systematic

CITOorS.

6.3.1 Statistical errors

The analysis of statistical errors begins with the assignment of an error limit for an
individual measurement, o;. As was wentioned previously, cach of the measured lines
- calibration and Cu-like lines, in particular  was fit with a Gaussian function't. of
which the peak center (channel), width (FWHM - channels), and arca (tolal counts
in the line) were recorded. The crror associated 'with a single line must be a function
of the line shape and the number of counts, N. For a Gaussian, this error is given as
o; = w(vN/N). (A thorough discussion of the derivation of this and other related
formulac can be found in numerous books on experimental statistics, such as [60].)
Each of the Cu-like lines had at least 3000 counts, usually many more, and FWHM
of approximately 1.7 channels. From these, the minimum error for cach line is a; =
0.03 channcls.

Fach of the Cu-like lines was measured multiple times, the least of which was
during the Ph measurement for which 9 measurements were made. The average and
crror resulting from n multiple measurements are given by X = L, ;}l& /Y ;l:r and

o= \/1 /3 ;-rl . respectively. For the case of Pb, using these formmlae results in

- . - . G 1 v - (x. e 2 .
HMEor the line fitting the Gaussian function takes the lorm y = 41/%& n 28l , where A is

w

the arva, w is the FWHM, and . is the x coordinate of the point of greatest intensity.
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A = 0668.8317 + 0.0107 channels as the measure of the line center. This crror is
cquivalent to 0.0006 A. More meaningful, however, is a measure of the scatter of the

multiple measurements. This total statistical error, not weighted by the number of

counts in an individual line, is given by 0,4 = \/ (n—=1)"13(\ - N)2. 0,4 is the
likelihood that another measure of the same line will end up within this limit. For the
Lest case of Ph, 7,4 = 0.0864 channels, equivalent to 0.0052 A. The 0,4 of cach
measurcment is listed in the first set of parentheses for the present measurcments

listed in Table 6.1,

6.3.2 Systematic errors

Systematic errors are often subtle, requiring checks and cross-checks of data in order
to be identified. For this reason several independent measurements of cach line were
made. When possible, multiple scts of calibration data were used. Mecasurements
were run at various cnergies in search of lines from other charge states that may skew
the peak fitting. Commonly found was a line at slightly shorter wavelength from a
lower charge statc, as depicted in Fig. 6.4 for the Au data, but this line was casily
resolved from the Cu-like line causing no increased uncertainty in the wavelength.

Data taken hours apart were compared to look for temporal shifts of the spectra
that might result from fluctuations in the position of the beam or changes that might
occur to the spectrometer due to temperature fluctuations in the room - none were
found. The only significant systematic crror to be noted is in the lack of precision of
certain calibration lines. As discussed in the preceding sections, whenever possible
only precisely calculated or measured hydrogen- or helium-like transitions were used

for calibration. These lines are known to better than 0.001 A, but, conservatively,
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Figurc 6.4: EBIT FFS spectrum obtained during Au injection at an energy Epeam =
4.01 keV. The alphabetic characters point out: a) Cu-like 48179 — 4pgy2. b) weak
transition likely from the Zn-like charge statc, ¢) a blend of Ga-like 45%4p 2P, Pk
4s4p? ?Pyy and Ge-like 452432 3Py — 484p® 3Dy, d) Zn-like 4s? 1S9 — 4sdp 'Py, and
¢) Ga-like 1s24p 2Py g — 454p® 2Py,

a 1 mA systematic error has been assigned to each line due to these calibration line
uncertaintics. Beyond 45 A, however, it became necessary to use transitions from the
Li and Ne isoelectronic sequences. Increased uncertainty was noted in the text where
applicable and added to the systematic error. The total systematic error is listed

in the second set of parentheses for the present measurements listed in Table 6.1.
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It should be noted that in all cases where it was possible to measure a well-known
independent transition, agreement with the known values was much better than these

CITOr ranges.

6.4 Summary of results

A summary of the results from this series of measurements, as well as a listing of
other measurements and the two theorctical predictions, is given in Table 6.1. All of
the wavelengths listed under ‘Experimental — Previous® have been taken {roin laser
produced plasma experiments. This is not a complete list of all experimental data,
but what is believed to be the previously reported best measurcments. The exception
is for the lowest-Z element, Yh, for which the value as measured at the NOVA laser
is reported at 75.842715]. Another measurcment at the OMEGA laser facility yielded
an even shorter wavelength of 75.816[15] A [62), whereas a measurement made at
the PLT tokamak agrees better with the present measurements at 75.85, but with
a relatively large error bar of 0.03 A. A revised version of Iig. 6.1 (page 79) is
given now as Fig. 6.5, having removed all of the laser produced plasma results and
included the six measurements of the Cu-like 48179 — 4psy» transition from EBIT.
There now appears to be significant agreecment between the measured and predicted
values of this transition along the entire range of Z, with the exception of very-
high-Z. Although it is impossible to know why the transitions measured from lasers
tended to have higher energies than either theory predicted or what was measured
at the LLLNL-EBIT and the PLT-tokamak, it is plausible that line blends from ions
of lower charge states interfered with the proper wavelength interpretation. From

the work donc on W, reported in Chap. 5, it is evident that intense lines from the
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Table 6.1: Summary of the measurcinents of the 4s; 72— 4py o transition along the
Cu isoelectronic sequence for the 6 ions in these experiments. “Theory - Kim”,
“Theory - Blundell”, and “Experiment -- Previous” rcfer to the predictions and
measurements in [16], [17], and [7, 57, 61], respectively. See See. 6.1 for details.
All values are given in units of A. The numbers in [] are the errors of the previous
measurements as stated in the literature. The value listed for Yb was measured
at. the NOVA lager facility. Another measurement at the OMEGA laser facility
viclded an even shorter wavelength of 75.816[15] A [62], whereas a measurement.
made at the PLT tokamak agrees better with the present measuremenss at 75.85,
but with a relatively large error bar of 0.03 A, The numbers in ( } are the statistical
and systematic crror of the present measurements, respectively. Note that the
values in [] are an order of magnitude larger than those in (). Sce the text for

details.

Cu-like 451/ — 4dp3so

Element (Z) Theory Theory Experimental Experimental

Kim  Blundell Previous Present
Yb (70) 75.860  75.864 75.842[15]  75.8595(24)(40)
W (74) 62.334  62.341 62.304[15]  62.3355(19)(40)
Au (79) 48.929 48.928[15]  48.9280(21)(14)
Ph (82) 42.377  42.381 42.349[15]  42.3740(52)(25)
Th (90) 29.018  29.022 28.990[15)  29.0224(28)(10)
U (92) 26.420  26.423 26.400[15]  26.4325(15)(10)

As-, Ge-, and Ga-like charge states lic between the Zn-like 452 — dsdp and Cu-like
45 72— 4ps e transitions. Even with the use of an electron beam with an energy spread
of only 50 ¢V, the measurements on EBIT were not able to fully eliminate the Zn-like

charge state and still retain a significant signal from the Cu-like charge state. Laser
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Figure 6.5: Reconstruction of the graph fromn Fig. 6.1 having removed the laser

produced plasina date and introduced the EBIT data from these measurements.
Note the significantly improved agreement with theory and the continuation of the

trend sct by the Lokamak data.
produced plasmas do not have the energy resolution of EBIT to comparatively isolate
individual charge states, and it is likely that these lower charge states were present in
the data used to measure the Cu-like transition. Whenever line blends are present,
even if the lines are accounted for and included in the fit, it is impossible to avoid the
addition of significant uncertaintv. Moreover, should these higher energy lines not he
accounted for in the fit, the measured line position of the Cu-like transition wonld

be shifted towards the higher cnergy end of the spectruin. (A shift towards higher
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or lower cnergy would not necessarily be predictable for the Zn-like case, since it is
surrounded on both sides by lines from lower charge state ions. Any shift would have
to be addressed in a more systematic way, and likely would depend more critically on
the exact plasma conditions.)

As for the slight disagreement between the presently reported value of the U-
transition and that predicted by Kim and by Blundell, there are two possible causes.
First of all, in any measurcment of this type, there is a certain level of statistical
fluctuation. It is totally within the precepts of statistical analysis that onc or two out
of six measurements will be outside of the one-o error bar. Another factor to weigh is
that the effects of quantum electrodynamics become more pronounced at very high-Z
and incomplete theories tend to predict transitions that are too high in energy. An
independent measurement of this transition in U, or a scries of measurements at high-
7 with five times better precision, would be required to distinguish theoretical trends

from experimental uncertainty.



7 TI-LIKE W5 IN THE NEAR UV

Much hLas heen said to Lhis point about plasma diagnostics from intermediate charge
state high-7 ions focusing on measurements in the EUV. Equally important are mea-
surements of transitions in the UV and visible region of the electromagnetic spectruin
which may be used to determine plasma paramecters. To reiterate what was said in
Chap 2, spectroscopic diagnostics in this spectral region, particularly those related
to relatively high plasma temperatures, are wanted due to the relative case of ob-
servation and the potential for high precision measurements not achievable in other
spectral bands. In low density plasmas, forbidden transitions with lifetimes on the or-
der of milliseconds often appear with a much greater intensity than the more familiar
allowed transition.
Feldman, Indelicato, and Sugar predicted the behavior of the M1 transition 3s23p83d1 3D,

°D; along the Ti isoclectronic sequence to be rather unusual. Their calculations sug-

384 through U0t the wavelength of this transition

gested that in ions ranging from Nd
would vary only from 3560 to 3200 A [21]. Typically, transitions along a range as this
would span from the IR to the VUV (Sce Fig. 2.2 in Chap. 2 page 10). Calculations of
the 3d* ground state configuration were made using a Dirac-Fock code optimizing each
level and with complete core relaxation. Also included was magnetic interaction with
full retardation in the Coulomb gauge, screencd radiative corrections, and nuclear
size corrections. A full description of the caleulation is given in their publication.

It should be noted that for Z < 50, LS designations are most appropriate for the

energy levels in the 3d* "D ground terms. However, for Z > 50, LS coupling beconies

98
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less meaningful in the term classifications, and jj coupling should be used. None-
the-less, to avoid confusion hetween designations, and since this transition is between
levels differing only in J, the levels will be designated only by their J value with the
understanding that thesc are transitions within the ground term.

For low Z values, the five ground term levels, namely J = 0,1, 2, 3,4 arc predicted
to have energies ordered according to their J values, therefore, a magnetic dipole
transition from the J = 3 state can only occur to the J = 2 level. Near Z = 52
a level crossing occurs such that the J = 4 level drops below that of the J = 3,
allowing the latter to decay by an M1 transition to cither of the levels J=2or
J = 4. While the (2 — 3) transition exhibits the nnusual wavelength behavior, the
(4 - 3) transition behaves in a more usual manner having transition wavelengths in
the IR near the level crossing and rapidly moving into the VUV by Z = 74. As the
atomic number increases beyond 52, the branching ratio of decay from the J = 3 to
each of the other two states also changes dramatically. The predicted branching ratio
for several clements along this sequence are listed in Table 7.1. At Z = 74 only 16%
of the transitions from J = 3 should decay into the J = 2 state. Furthermore, at
very high Z the transition becomes very weak and, hence, is less likely to be useful

as a pussible diagnostic.

7.1 Measurement of the ground term J = 2 — 3 transition of
Ti-like W

Since the publication of the calculations of Feldman el al. some measurements of the
ground term J = 2 — 3 transition of Ti-like ions with Z = 54 -- 64 have been reported

which differ from theory by about 200 A [23, 63, 64, 65]. The only measurement with
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Table 7.1: Calculated branching ratio for the M1 transitions A: J = 2 — 3 and
B: J = 4—3 in the ground configuration along the Ti isoclectronic sequence. The

branching ratio is defined as A/(A — B) [21].

Branching Ratios

Element (7Z) Branching Ratio

Xe (54) 100%
N (60) 71%
Th (65) 43%
Yb (70) 24%
W (74) 16%
Ph (82) 9%
U (92) 5%

an ion beyond the point which the J = 4 - 3 transition dominates the branching
ratio was recently made with Au at the LLNL-EBIT using a moderate resolution
normal incidence reflection grating spectrometer [66] -- a precursor to the present high
precision measurement. To complete the test of theory and to provide a benchmark
value on which future measurements and theory can rely between the previously
measured values, a high-resolution measurement of the J = 2 — 3 transition of Ti-like
W was made. As was stressed earlier, W in itsclf, is of particular interest as this
matcrial is used in divertors and other mechanical clements exposed to the plasma.
Paramount to the completion of this measurcinent was the development of the

transmission grating spectrometer described in Chap. 4.'* The transmission grating

13 The spectrometer was originally designed and constructed in 1998 for the measurement, of the
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spectrometer combines extreme precision and optimal collection efficiency in the near
UV and visible. The wavelength of the Ti-like transition predicted by Feldman et
al. was 3546.1 A; however, each of the previous measurements of other clements
determined wavelengths on the order of 5% longer than predicted. Therefore, the
spectrometer was sel up 1o scan the range from 3430 to 3880 A in search of the line.

One of the difficulties of using the TGS was the set-up and focus of the optical
systemn. Being designed for dispersion of laser light, the flat, quartz grating wants
the incoming light to be parallel. This, of course, requires the precise alignment of
the focal point of the “collection lens” with the center of the electron heam inside
of EBIT. The standard technique of autocollimation was not applicable, because the
light source is both too weak and also inside the UV vessel, not yielding any way to
observed retroreflected light. In a two-lens system, though, focus at the detector can
he achicved for any source/first-lens distance by appropriately moving the second lens.
Thus, to achieve parallel light between the lenses requires more than just acquiring
a satisfactory focus at the detector. Instead of using the “focusing lens”, it was
temporarily removed from the system and replaced with a commercial UV camera
objective. (The shutter on the detector is also capable of supporting standard Nikon
lenses to focus on the CCD.) This objective was sct to focus parallel light (focus oo)
onto the detector plane. The collection lens was then adjusted until the best focus
was achicved. Afterwards, the camera objective was removed, and the transmission
grating and focusing lens were put in place. Next, the position of the second lens

was adjusted until a good focus was achicved at the center of the detector. As a final

hyperfine transition in H-like T1 near 3800 A - a mcasurement requiring cxtreme precision and
optimal collection efliciency. Due to catastrophic failure of the SuperEBIT vacuum systemn in 1998,

the nse of this spectrometer was re-directed ftowards other measurements.
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adjustment, the detector was rotated until the best focus was obtained across the
entire spectral range of the detector.

The next obstacle to overcome was the calibration of the spectrometer system.
Since the optical system is composed of four independent, free-moving parts (2 lenses,
1 grating, | detector) mounted on a table only loosely fixed to EBIT, the calibration
must be in sity, and must be performed cach time the spectromcter is set up. Cali-
bration using external sources, such as standard spectral lamps shining though a port.
opposite to the spectrometer, is quite diflicult and has the possibility of adding addi-
tional systematic crrors. Known lines in the UV /visible emitted from highly charged
ions within EBIT arc uncommon and do not have the precision and accuracy required
for calibration. Therc is, though, a third option. One of the byproducts of gas in-
jection, other than providing ions to be trapped, is that atoms streaming through
the chamber and passing through the electron beam have a good chance of collisions
with beam clectrons and still not becoming trapped. The collisions may strip one to
a few clectrons from the atoms while lcaving the remaining atomic clectrons possibly
in an excited configuration. These electrons can then make fast transitions to lower
states. many of which are in the range of this spectroscopic system. The spectral lines
from these low-charge state ions appear at the CCD detector regardless of whether
the drift tube trap is set or not. By raising the potential of the middle drift tube
to a higher value than the top drift tube, spectral features from low charged ions
can be distinguished from those of highly charged ions. This is called “inverting the
trap” and has proven to be very helpful in spectral charge state identification. Since
no trapping and further ionization occurs, the spectrum is fairly independent of the

beam encrgy permitting the energy, and therefore, the current, to be run at relatively
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high values enhancing the line intensitics. A further distinction between these two
‘types’ of ions is the length of the spectral feature. Whercas trapped ions oscillate
between the top and bottom drift tubes, thereby imaging the entire clectron beam
in the trap region, un-trapped ions simply emit light from the portion of the beam
through which the gas jet intersccts. Figure 7.1 is a cartoon representation of two
possible scenarios. The first case (A) shows the normal situation of an applied trap
potential; (B) represents an inverted trap so that none of the ions are bound to travel
along the axis of the electron beam.

Identification of lines emitted from low charged ion stages for calibration is one
of the keys the T'GS precision results. Precisc measurements of such lines has been
performed for many years utilizing sources designed for low charge statc ion produc-
tion such as spectral lamps and vacuum spark plasmas. Using these sources, values
for the wavelengths of these transitions have been well established. For the present
measurements Ne and Kr were used as the calibration sources. Figure 7.2 shows the
spectra of un-trapped Ne and Kr resulting from many hours of summed data for gas
at single position of the CCD translation stage. The strongest lines are mostly fromn
the singly-charged states of the respective clements. The arrows () in the figure
point out the 11 lines that were used to calibrate this section. The weak features in
the Ne spectrum between 3580 and 3620 A, identified as lines from neutral Ne, are in-
sufficiently intense to be used for calibration. Kr injection provided a wealth of lines
throughout the 135 A bandpass of the mecasurement. Again, most of the stronger
lines are singly-ionized, though two of those marked with arrows arc identified to
come from doubly-ionized ions. Table A.2 in Appendix A lists the wavclengths and

ionization stages of all of the calibration lincs.
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Figure 7.1: A and B represent two situations resulting in photon emission from
the region of the clectron beam. In A, the ions (dark circles), injected by either
the MeVVA or the gas injector, are trapped by the applied potentials of the drife
tube and the space charge of the clectron beam (shaded region). Photons may be
emitted anywhere along the clectron beam between the top and bottom drift tubes.
B represents the case of an inverted trap. Atoms injected by the gas injector stream
through the clectron beam where they can be collisionally excited and/or ionized,
bue not trapped. Photons can only be emitted in the overlap region of the cylinder

of atoms and the electron beam.

The production of the Ti-like charge state of W occurs in the range of cnergies
that is optimal with EBIT. The elcctron heam energy necessary to create the Ti-like
charge state -~ 22 remaining bound clectrons — is 4.72 keV [67], an energy at which
currents of 130 mA or more arc normally achieved. To search for the line, EBIT was
set to an clectron beam energy Epeam = 4.86 keV and current Ipeg,, = 130 mA. The

MeVVA was loaded with a W cathode and Cu trigger wire. The detector was set
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Figure 7.2: Sum of data accunlated during injection of ncon and krypton. For
both cases EBIT was operated with an inverted trap so that no highly charged
jons were formed. | indicate lines that were used in the calibration. Many of the
unmarked lines, particularly in the Kr spectrum, are unidentified in the standard
reference tables. They are likely to be from doubly- or triply-charged ions of Kr.
Some of these lines, for instance, the Kr line at 3586 A, are significantly enhanced

when the trap is turned on suggesting they may be from an even higher charge state.
to the longest wavelength sctting - such that the longest wavelength impinging the
detector was about 3880 A. The detector accumulated signal for 20 minutes at a time,

was then moved by half of its width towards shorter wavelengths, and started again.

In this way the entire spectral region, except the longest and shortest extrema, was
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observed twice. Only one line was detected in the band spanning down to 3430 A.
The disappearance of the line after lowering the beam energy below that necessary
to create the Ti-like charge state and the relatively close agreement of its wavelength
with the theorctical treatment by Feldman et al. verified its identification as the
J =2 — 3 {ransition. The electron heam cnergy was then adjusted until an optimal
count rate was achicved in the line. Data was accumulated for many hours, alternating
the W-MeVVA injection with cither the Ne or Kr gas injection. Figure 7.3a shows the
signal from the CCD plotted along the calibrated wavelength axis. The wavelength
was moeasured to be 3627.13 A with a FWHM of 1.32 A.

Of interest from the viewpoint of plasma diagnostics is not only the wavelength
of the transition, but its hehavior, or more specifically, its count rate as a function
of electron heam cnergy. Figure 7.3b displays the count rate (counts/20 minutes)
as a function of the total heam encrgy, taking into account the sum of the applied
potentials minus the space charge of the clectrons in the beam. This W transition
samples electrons with energies in the range of 5 - 6 keV, having a peak intensity
corresponding to a beam energy of 5.5 keV. Due to the typically Maxwellian-shaped
electron temperature distribution in a tokamak plasma, the line should be detectable
in plasmas with peak tempertures of roughly 3 - 8 keV.

Methods of statistical analysis of spectral lines were discussed in some detail in
Chap.6. The same principles can be applied here. Multiple measurements of the same
line under various conditions were made. Each of the lines contains a statistically
significant number of counts. Using a purely statistical approach, the error in each
measurement amounts to about 0.051 channels, or equivalently, 0.0071 A. However.

the scatter of the various measurements was larger, the standard deviation of the fits
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Figure 7.3: (a) Spectrum from a single setting of the TGS from 3565-3700 A
The single line, the only one detected in the spectral band from 3430-3880 A, is
identified as the Ti-like W ground level J = 2—3 transition. (b) The total number of
counts above background colleeted by the spectrometer per 20 minutes as a function
of clectron beam energy. As was true in the previous chapters, these encrgics have
incorporated applied potentials to the drift tube assembly and the middle drift tube,
and an estimation for the space charge. The energy nccessary to create the Ti-like
charge state is 4.72 keV (dotted line in figure). The line is most intense at a beam

energy of 5.5 keV.
being 0.72 channels — about 0.10 A. The majority of the calibration lines are known to
better than 0.01 A and, therefore, add no significant. adjustinents to the error budget.

A word should be said about the 0.72 channel scatter of the various measurements.

There are scveral factors that, in principle, could contribute to such a scatter: the
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shifting of the electron beam within EBIT, movement of the entire optical systemn
during the measurcment, or shifts of the spectral lines duc to “bad-pixel filtering”
during data analysis. The TGS optical system produces a one-to-one image of the
clectron beam at the detector, therefore, a shift of 1 channel at the detector would
be caused by the translation of the electron heam by 25 pm. However, systematic
studies of the stability of the clectron beam, carried out as part of this thesis, have
shown that by running steady state there is no measurable shift in the electron bean'’s
position [28]. The beam's position has been shown to change slightly as the beam
energy is changed (about 6 m max.), but only with changes in energy that required
the re-tuning of EBIT. Throughout these measurements, no re-tuning was required.
Additionally, many other high-precision experiments previously performed on BIT
would have detected similar shifts of an un-stable electron beam.

Movement of the spectrometer system is a second possibility. This movement
would have to be traced to some sort of external interaction. The optical table is
rigidly mounted to its stand, which in turn, is bolted onto the concrete floor, reduc-
ing the possibility of motion due to vibrations or accidental bumping. The internal
components are also rigidly attached to the table making even slight movements un-
likely. However, thermal expansion of the optical table resulting from temperature
fluctuations in the room may have a significant cffect. A tempcerature change in the
EBIT-II laboratory room of 1 to 3°C throughout a twenty-four hour period has heen
found to be common. This is particularly significant since meausurements at EBIT
are performed day and night. An analvsis of the spectrometer’s geometry, using
the coefficient of lincar expansion for the aluminum optical table, has estimated the

thermal shilt to be approximately 4 umn/® C.
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The third possibility is that during the CCD pixcl filtering process (i.e. removal
of cosmic rays from the data) the center position of the fitted spectral lines may be
shifted. The CCD detector used in the TGS is controlled by a different software
package than that used by the FFS (otherwise, the detectors arce identical). This
newer software includes a function used to remove the cosmic ray spikes, whercas the
filtering of the FFS images is performed using software written by this author (sce
Appendix C!). The commercial software detects the bad pixels only by comparing
the counts in each pixel to a user-supplicd cut-off percentage variation from the
local median. It then replaces the value of the bad pixel with the average of the
surrounding pixels, which possibly can lead to broadening, or shifting of the resulting
line position. “Cosmic rays” affect approximately 400 out of the 260,000 binned pixels
(0.15%) during a normal 20 minute exposure. The W linc is contained on a section of
~ 2400 - length x 2*FWHM - binned pixels amounting to, on average, less than four
bad pixels in the W region per exposure. To look for any shift resulting from filtering,
several spectra were filtered using various levels of “cut-off.” With no filtering, the
spectral line could not be adequately fitted by a Gaussian, but very low levels of
filtering eliminated cnough of the severe points for good fitting. It was found that as
the level of filtering was increased, small shifts in the line position were measured, but
only on the level of less than 0.1 channels, more often, much less than this. Noted,
however, was a broadening of the lines to the order of 5%. This is not surprising since
the bad pixel replacement value is an average of neighboring pixels. A 5% broadening
shonld have no deleterious cffects on the line position.

From the above considerations, it can be concluded that therinal shifts are the

most likely cause of the roughly 18 pn scatter of the measured line positions noted in
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the analysis. Future mncasurcments will have to address this issue if better precision
is to be achieved. There are several possibilitics to improve the precision. Thermal
stabilization of the optical table could climinate the majority of the scatter. Monitor-
ing the temperature of the room in the vicinity of the spectrometer during the data
acquision would allow for “post acquisition” shift adjustment. A third possibility
wonld be frequent calibration (every two hours) so that the eflect of the shift can be
minimized. This would be effective since the temperature changes occur over many

hours.

7.2 Results

Measurements of the Ti-like ground state .J = 2 — 3 M1 transition have been pre-
viouslv made by groups at various EBITs world-wide including NIST, Oxford, and
Tokyo for elements in the range Z = 53— 64. These mid-Z elements are important and
showed that the trends predicted by Feldman et ol. were generally correct. Measure-
menzs at higher Z are required to make the measurement of this transition useful for
higher plasma temperatures. Figure 7.4 shows a summary of all of the reported EBIT
work on the sume scale as the Feldman predictions. The solid line connecting the pre-
dicted values, a spline fit to the points, elucidates the trend towards Z-independence
of the wavelength between Z = 60— 75. Though still showing somewhat of a plateau,
the experiments have revealed a greater dependence on Z throughout the region. It
therefore. appears possible to positively identify the elemental source of such lines in
a plasma unambiguously, cven with a modest resolution ;s'])CCLl'()S(‘.()piC system. The

wavelength trend is, none-the-less, sufficiently stable in the UV so that the line may

be used as a diagnostic as described before. Beyond a Z of 80, the theory is still
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untested, and may prove to drop more sharply than predicted. Mcasurement of this
transition at higher Z may prove challenging since the branching ratio to the J =2
state decreases significantly.

Since the time of the first measurements of this transition, some new theorctical
predictions of the wavelengths have been made. Along with their reporting of the
measurcments of this transition in Nd*** and Gd*?*, Serpa et al. used the measure-
ments to adjust atomic parameters and calculated “improved wavelengths for all such
M1 transitions between Xe (Z = 54) and Os (Z = 76)” [63]. For W*, they predicted
that chc.z scale factor to would be 1.0, that is, the W line would occur at the wavelength
predicted by their own MCDF calculations — 20 A shorter than what was predicted
by Feldman et al. Just after the first measurements were reported and about the
time that the “scaling” predictions were made, an attempt was made by Indelicato to
improve the original calculations by including retardation to all orders, making the
magnetic interaction self-consistent, and by doing MCDF calculations with a larger
basis set using both valence-shell and core correlations, but better agreement with the
measurcments was not achieved [68]. It was concluded that these “inprovements”
affected the J = 2 and the J = 3 states cqually. Subsequent to this report, Beck et
al. performed ab initio calculations of the J = 2 — 3 encrgy difference [69]. Though
this work resulted in better agreement with the previously measured transitions (to
within 1.5%), no predictions were made toward clements of higher-Z, or even for any
element not previously measured. Ilowever, very recently theoretical predictions have
been made by Kato et al. which promisingly come close to this measured value for
tungsten [70]. Their predicted value of 3625.7 A is only 1.4 A shorter than what is

measured and improves the accuracy of predictions by nearly two orders of magni-
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Figure 7.4: Comparisou of the wavelengths of the Ti-like J = 2 — 3 ground state
transition predicted by Feldman et al. and measured at various EBITSs. A represent
the clements for which the predictions were made and the solid line is a fit to those
points emphasizing the trend of wavelengths; e mark the measurements reported by
the NIST EBIT group; + depict. the points measured at the Tokyo EBIT; x show the
two mieasurements from the LLNL EBIT at highest Z. Not. shown is a measurcment
from the Oxford EBIT of the transition in Ba (Z = 56) which agrees with the other
two reported measurements. The crror for each of these measurements is much

smaller than the relative size of the markers.

tude. The close agreement to the measurement suggests that the new calculations

may well fill the void of unmeasured clements between Gd and W. It would still be
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interesting ;md useful to continue such measurements at cven higher 7. Since these
transitions should be weak due to the competition of the J = 4 — 3 transition, the
success of these measurements will depend even more on the use of high-efficiency

optics.




8 SUMMARY

8.1 Results

This work has successfully described several new measurcments of interest for plasma
diagnostics and mcasurements of radiative losses from heavy impurity ions of a vari-
ety of plasma sources focusing, however, on those related to tokamak/fusion plasmas.
The first part of this disscrtation has provided a complete description of the exper-
imental facility, the clectron beam ion trap, used to supply a source of ions with
sclectable ionization stages. The design of two new spectrometers has also been
thoroughly described, each capable of high-resolution, time integrated measurements
over a broad spectrum and each making use of sensitive CCD detectors. The EUV
flat-field spectrometer uses either of two commercial, variable-line-spaced, concave,
grazing-incidence, reflection gratings to provide spectral access from 10 to greater
than 300 A. The spectrometer vacuum housing includes in situ focus adjustment
and a differential pumping system. Having the diffracted photons impinge upon the
detector at normal incidence produces improved collection efficiency over the usual
grazing-incidence collection inherent of typical “Rowland circle” based spectrometers.
The other system, the high-cfficiency, high-precision, UV /visible spectrometer, uses
a large (6" diameter) quartz, transmission grating manufactured at LLNL as the dis-
persive clement. Together with a sel of two matching f/4.6 achromatic lenses, this
system can be used for precision spectral analysis from wavelengths less than 3000 to

greater than 5000 A.

114




115

Measurements of W in the spectral range of 40 — 85 A have been known to be useful
to the determination of plasma conditions and impurity concentrations in tokamaks.
In fact, Asmussen et al. [12] used a measurement of the total tungsten radiation
obtained from bolometric measurements, and calculated radiation losses to attain a
value for the impurity concentration of W in the ASDEX Upgrade tokamnak experi-
ment. Spectroscopic observations of a quasi-continuum structure intensity near 50 A
werc shown to provide a more sensitive impurity probe. Additionally, comparisons
of the intensity of isolated lines from intermediate charge states were compared to
calculated results, fromn which the W concentration at the core of the plasma was
determined. Each of these measurements relied upon theoretical predictions of wave-
lengths and/or intensitics as a critical part of the analysis. The present work provides
a necded systematic experimental check of the theoretical work. It has been shown
that the atomic structure theory used by Fournier [13] provides reasonably accurate
wavelength predictions. In all cases the predicted wavelengths agree within about
1 A of the measured lines. Even better agreement was found for transitions with only
a foew clectrons outside of the closed n = 3 shell. Since the relative concentrations of
cach of the ionic stages of W could not be independently determined, no measure of
the intensities between charge states was possible. However, the relative intensities of
cach of the lines from the same charge state is also provided in the tables in Chap. 5,
where the intensity is given as a ratio of the fitted area of the linc to the fitted arca
of the strongest predicted line. Some disagreement is noted between the predicted
and the measured relative intensities. In particular, the ratio of the intensities of the
4s — 4p and the 4p -- 4p to the 4p — 4d transitions differs by about a factor of two.

Several possibilities for the difference have been investigated including precise mnca-
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surcments of the spectrometers cfficiency as a function of photon cnergy, improved
calculations using parameters more similar to EBIT than tokamak (e.g. narrow elec-
tron beam encrgy spread), and more complete calculations including recombination.
Each of these issues will need to be addressed if the relative intensity is to be known
to better than a factor of two.

Through a scries of precise measurements of the dsy» — dpssy transition along the
Cu isoelectronic sequence, critical comparisons have been made of some of the best
theoretical predictions of the energics of transitions within ions having a large number
(29) of bound clectrons. This same transition has previously been systematically
studied though a scries of experiments using laser produced plasmas as a source of
high-Z (Z = 70) ions and tokamak plasmas as a source for mid-range (7 = 40 to 70)
clements. At the cross-over between these two types of source there had been noted
to be a shift in the trend of the measured transition energics. That is, measurcments
made using the tokamak plasma source match very well to theory, while the laser
produced plasiua results are mostly at higher energics than theory predicts. Six high-
Z clements spanning the upper portion of the periodic table were chosen to be used
to make a set of systematic precision measurements of this transition using the flat-
field EUV spectrometer with the Livermore EBIT. These results exhibit very good
agreement with the theory of Johnson el al. [15] after QED corrections of cither
Kim et al. [16], using a semi-cmpirical method, or Blundell [17], who made ab initio
calculations arc added. The precision achieved for cach of these EBIT measurements
is hetter than 8 mA. A slight divergence of the EBIT measured values from theory
at Z 2 90 suggests thal refiuement of the theory might still be necessary, especially

since it is noted in the paper of Kim et al. that for Z > 90 new parameters for the
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nuclear size were used. An independent measurement of this transition with precision
better than 1 mA would also serve to validate these measurements.

One of the most useful spectroscopic diagnostics of a plasma is an isolated, intense
transition in the visible or near UV. Such a line can be used to measure the bulk
plasma motion (the Doppler broadening is measurable from the Gaussian width),
the ion temperature, and magnetic field strength (Zeeman cffect). As such, forbid-
den (A1) transitions fulfill an important role in the diagnosis of high-temperature
plasmas. Through a survey of ions with ground terms of the type 3s%3p%3d’, Feld-
man, Indelicato, and Sugar identified a transition in the ground state of Ti-like ions
(3523p"3d*) which has an unusual behavior: the J = 2 — 3 transition wavclength is
nearly independent of Z over a broad range of ions [21]. Subsequent measurements
from elements ncar the lower end of this range of Z at the NIST EBIT yielded re-
sults that were close to (about 200 A longer than) the predicted wavelengths. A
single measurement at the high-Z end of the range (Au, Z = 79) from the LLNL
EBIT showed that this difference was reduced to less than 50 A; but there still re-
mained a gap hetween this point and the next highest-Z, Z = 64, the point where the
J = 4 — 3 transition begins to dominate the J = 2~ 3 and the predicted “flatness” of
the transition energy function is most pronounced. In this work has been presented
a measurcinent of this transition from W, an clement of special interest to tokamak
plasmas. This high precision UV measurcment identified unambiguously the wave-
length at 3627.13 + 0.10 A, about 80 A longer wavelength than the calculations of
Feldman et al. predicted. Having an ionization energy of 4.7 keV, this Ti-like W
transition should be strong in plasinas with 5-6 keV clectrons. New calculations by

Kato have achicved agreement with this measurement to a level of better than 2 A.
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8.2 Suggestions for future research

There is much rescarch still to be done on EBIT in terms of EUV and UV /visible
spectroscopy. The following are suggestions for measurements related to the present

work.

e Most importantly, a calibration of the EUV spectrometer’s response as a func-
tion of cnergy should be made. This requires resources, such as a calibrated
light source, outside of the EBIT facility such as could be provided by syn-
chrotron radiation. Plans are currently under way to make such measurements
during the first half of calender vear 2000 at the Lawrence Berkeley Laboratory

Advanced Light Source (ALS).

e In order to be able to study fine details of the QED calculations, the Cu-like
measurcments could be preformed at higher resolution. This would also be
necessary in order to know better the total QED effects at high-Z. However,
this requires a new spectroscopic system with greater resolving power and/or a

CCD (or other type) detector with at least 5x smaller pixel size.

e The measurement of the Ti-like transition for W filled a void in the experimental
dala to show the predictions of a slowly varying energy for this transition as a
function of Z are more or less correct. As plasma temperatures become hotter,
it would bhe useful to know the trend of the wavelength at the high-Z cend of
the periodic table. Therefore, it would be useful to make measurements of the
transition in several more elements, such as Ph, Th, and U. These measurements

could easily be done with instrumentation currently available for use on EBIT-II.
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A TABLES OF LINES AND ENERGIES

A.1 Calibration Lines

Table A.1: Lines used in the calibration of the flat-field spectrometer spectra
described in this work. The values for hydrogen-like ions were calculated by
Johnson and Soff [71]; the helium-like lines are taken from the caleulations by
Drake [72]; the Li-like Ne wavelengths come from Tondello and Paget [58]; and
the Ne-like Ar were measured by Phillips and Parker [59]. Wavelengths marked
with an * come from measurements by Edlén [73]. Many of these lines also have
been tabulated by Kelly as found in [74]. Values listed for the hydrogen-like
and helium-like have an accepted accuracy of at least &1 in the last digit listed;
measuremenis for the Li-like Ne claim to be good to £5; while for the case of

Ne-like Ar the reported accuracy is +2. (Sce table on next page.)
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FFS Calibration Lines

Element (Z) Ion Type Identification Wavelength (A)

C H 15 %S0 — 2p *Piyo 33.7396

1s %810 — 2p *Py 33.7342

He 152 1S, — 1s2p 1P, 40.2680

N H 182812 — 2p Pipa 24.7846

15 2510~ 2p Papy 24.7792

18 %812 - 3p Py 20.910*

He 15% 15, - 1s2p 3P 29.0843

15 1Sy — 1s2p 1P, 28.7870

1s? 155 — 183p ‘P, 24.898%*

152 1Sy — 1sdp ‘P,

0 H 15 %512 — 2p %Py o

18 2812 — 2p Py
He 15° 1S, — 1s2p 3P,
152 1Sy — 1s2p 'R,

Ne Li 15225 25\ /2 — 15%3p Py s
15%2s 2y )0 — 1s%dp 2Py
15%2s 2515 ~ 15%5p Py
18725 510 — 15%6p “Pyn
15228 %Sy — 18°Tp 2Py o

Ar Ne 15225%2p" 1S, — 15%25%2p%3s 1P,

1522522p% 15, — 15%25%2p3s °P,

23.771*
18.9725
18.9671
21.8036
21.6015
88.092
67.382
60.796
07.747
56.043
48.730
49.180
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Table A.2: Wavelengths of the lines used in the calibration of a single setting
for the TGS. The third column shows the state of the ion: II — singly-charged,;
IIT - doubly-charged. The lines are listed in order of increasing wavelength, The
precision of each line is better than £1 in the last digit shown. The single wave-
length marked by the * is the weighted average of an unresolved blend of two
lines, Each of the other lines appears well resolved. These wavelengths are taken
from the National Burcau of Standards compilation Wavelengths and Transition.

Probabilities for Atoms and Atowmic Ions, Part 1 [75].

TGS Calibration Lines
Spectrum

Element Wavelength (A) number

Ne 3568.50 I1
Nc 3547.47* 11
Kr 3607.88 II
Kr 3641.34 III
Ne 3643.93 II
Kr 3653.928 I
Ne 3664.07 11
Kr 3669.01 I1
Kr 3686.182 I1
Kr 3690.65 III
Ne 3694.21 II
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A.2 Jonization Energies
Table A.3: Relevant ionization cnergies for the measurement of 4sy/, — 4pas

transitions for 6 high-Z elements [67]. These calculated values have an estimated

precision of about 1%.

Ionization Energics (keV)

Element (Z) Zu-like Cu-like  Ni-like
Yh (70) 1.9943 2.0488 3.4546
W (74) 2.3708 24299 4.0648
Au (79) 2.8930 2.9581 4.8960
Pb (82) 3.2352  3.3039 5.4314
Th (90) 4.2614 1.3402 6.9933
U (92) 4.5456  4.6270 7.4144




B CONCAVE GRATING THEORY

B.1 TUniformly Spaced Grooves

Consider a spherically concave grating with a uniform groove separation, d, oriented
with the x-axis normal to the grating at its center, the z-axis parallel to the grooves,
and the y-axis completing the regular Cartesian coordinate systewn, as shown in
Fig B.1. A(x, v, 2) represents a point on the entrance slit, B(a’, 3/, 2') represents a fo-
cal point, P(u.w,1) represents a point on the grating surface, and 0(0,0,0) indicates
the origin of the coordinate system on the surface of the grating. For the condition
of constructive interference of light from A, striking two grooves some distance, w,
apart imaged at B, it must bhe true that the path difference, (A)

mau
A= 7 (B.1)

where X is the wavelength of light, and m is an integer (m = 1,2,3-.-). For an

arbitrary light path, the path function, I, may he written
F=AP+DBP+A (13.2)
The distances AP and BP may be represented in terms of Cartesian coordinates as
(AP)? = (v —uw)* + (y — w)* + (2 = I)® (B.3)

and
(BP): = (2’ —u) + (f —w)?+ (2" = 1)? (B.4)
It is convicnient to represent the distances from AO and BO in terms of their
angles of incidence and diffraction in the xy-plane, therefore introducing cylindrical
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Ax,y, z)

Figure B.1: Coucave grating geometry.
) 1) L )
coordinates with their origin coinciding with that of the Cartesian system,

r=rcosa 7 =71cosp
(B.5)
y=rsina y =r'sinf
Note that the signs of o and 8 are opposite if A and B lic on diflerent sides of the
xz-plane.

Consider, also. that any poeint, P. on the grating surface lies on a sphere of radius,

R, centered at the position (R, 0, 0), that can be represented by the equation

R* = (u— R)? 4w’ +? (B.6)




which, solved for u, yiclds

u= R+ /R?— (w?+1?) (B.7)

Only the minus sign is important. here since the plus sign represents solutions on the
opposite side of the sphere where no grating exists. Inserting Eqs. B.5 and B.7 into

Eq. B.3 yiclds the expression for (AP)?
2
(AP)* = {7' COS (¥ — [R — R — (w? + lz)]} + (rsina—w)?4-(z—1)? (B.8)

which can be rearranged to be

. 2. 12
(AP)? = r?--2rwsin a-+w?+(2—1)*4-2R? (1 - ch;: n) (1 - 4/1— Ei—j_?lll—) (B.9)

By scries expansion of the term within the square root of the form

(1-3)=>1- %% - %‘(',) (,,)“‘ - wherc a. < b, then
(AP)? = (r —wsina)? + (z = 1)* ~ _preese 2(cos? o — T c;):a) 4
] reose (w2 +13)? (w173

Taking the square root of both sides and expanding the right hand side leads to the

result
’2((:08"(\ _ M) ( _ ro&su
AP =r —wsina + . - 2(7 w sin &) +
2(r —wsina)  2(r —wsin @)
22— 2z ( — rema) [ (y? 4 [%)?
2(r - wsin a) 2(r — wsin o) 8R?
(]_ — L_l'l“"i) (.w'.! + 12)3 'UJd (0052 a-—1 (u;n)2 -
- — HOT (B.11
2(r — wsin a) 16124 1 8(r — wsin «)? o ( )

where HOT refers to higher order terms not considered here. Expanding

(1- s =5 (14 mion . (2sa)" )
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yields a final expression for AP

w? ((:032 o cos c\-) [ (1 c.oscy) lz 22

AP =r —wsina+ — =
2 r R 2 \1 R r o 2r
. . 2 : :
(w? + 12)? ( 1 cos a-) w' (cos’a cosa)”  wisina fcos’a  cosa N
8R? T R 82 7 R 2 T R
2o ain or S (Y an si a2 22, ¢in v .
[Fwsin « (_I_l_ B w.sa) wsu;cr(_m: +22) + (w*+1 )27u sin o (l _co8 a) +
2r r R 2r 82y T R
w'sin? e fcos?o  cosa Pw?sin? o ( 1 cos a-) w? sin? o = 2
—_ —_— - -2z + 2z [
22 T R 2r? 7 R 273

(B.12)

A similar expression can be found for B by replacing all of the rs by /s, the 2s by
2's, and the as by #Js.

Finally, an expression for F' can be written as

F=R+FR+FE+FA Iy HOT(wl)+ A (B.13)
where
22 o2 : 2
Fi=r47 -w (sinn- <1 - p) + sin /3 (1 - -2,—,_,)) -1 (7— 4- 7—1) (B.11)
7 = ﬁ cos? _cosa + ﬁ cos*S cosfB\
Ty R 2\ o R )
wisina (cosa  cosa N w'sinf (cos’ B cosf
2 T R 2 r! R
wisin?a [cos’a  cosa wisin? B fcos? B cosf
— — .. 15
5 ( - I ) + 5 ( ~ 7 ) 4 (B.15)
F. £ (l + L_1 (cosa + co '3)) + A (B.16)
n=—|—-4+—=— =(cosa+cosf — + — .
PTG TR o " 2
Pwsine /1 cosa PwsinfS (1 cosf wlzsina  wlz'sing
e el G- L. - - .
1 o r R + o (,,.: R r2 72 (B.17)
(e +0)2% 1 11
Fo=——— =4 — - =(cosc S [ .
: Y (_’_ b R(wb o+ cos,i)) (B.18)
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By Fermat’s Principle of least time, point B is located such that I will be an
extreme for any point P. Since A and B are fixed while P is any point on the

grating, the conditions for I’ to be an extremne arce

OF oF
_—= —_= (
5 0 and 5l 0 (B.19)

If these were to be true for any pair (w,!) for a fixed point B, then B would be in
perfect focus. However, since 0F/dw and OF/9l arc still functions of [ and w these
functions may not be made zero for B unless the constant term and all coefficients
of { and w in OF/&w and 8F /0! are made zero. This can not be done for a concave

grating. The reason is stated clearly by Namioka [47]:

A ray diffracted from a point P(w,l) goes in the direction specificd by
8 and z'/r'" which are determined by (8F/ow and OF/8l). Since 8 and
='/r' are functions of w and I, this direction of the diffracted ray changes
slightly with the position of the point . Thercfore, when the point P
wanders over the ruled arca of the grating, diffracted rays fall on slightly
different points on the focal plane. In order Lo produce an image with
the least aberration, the dependence of 4 and z’'/r' on w and | must be

minimized.

In the strictest sense, all kinds of aberrations are closely related to cach other and
should be treated as a whole for a given system. However, for the purposes here, to
a good approximation the components of F' can still be treated as if independent.

Considering the terns first order in w and [, that is Fi + A, from B.19

?

aF +A) z 2
a

=S| w

+
2|t

il
c




therefore,
T
Similarly, _
4 4A) : 2* , 32 mA
o = (sm a (1 ~ 53 +sinf |1 o2 i 0

Therefore,
mA 52 . .
- = <1 - —2;—,) (sina +4- sin 3)

(B.20)

This equation is a first order approximation to the geometric relation between the

object and image points known as the grating equation. In most cases, z < r and the

term 22/2r? can be neglected.

In a similar way, consider the lowest order term inw for Fy. 8F,/0l = 0, identically.

Further, from 813 /6w = 0 we have
w cos? o _cosa cos? B _ cosfi\ 0
r R 7 R /-
From this,
cosa 1 cosff 1
cosa( pan I_Z) +cosﬂ( i -I_?) =0

By inspection, two solutions to this are
7= Rcosa and ' = Rcosf8

Rcos* 3

cos & - cos 3

and
r=ocandr =

(B.21)

(B.22)

Equation B.21 is the equation of a circle in polar coordinates and is known as

the Rowland Circle. Equation B.22 is the condition that the source be at an infinite



Two solutions to this are

and r' = — (B.23)

and

g B B.24
r =00 ana1 (cos - cos fB) | )

Equation 13.23, complementary to B.21, is the equation of a straight line tangent to
the Rowland circle. Thercfore any point on the tangent will be focnsed vertically and
brought to a horizontal astigmatic line on the same tangent. Eqnation B.24 shows the
condition to be satislied for stigmatic imaging when the source is at infinity. Further
corrections can be made in this way. As will be seen in the next section, there is

another way to reduce the aberrations of a concave grating.

B.2 Variably Spaced Grooves

Consider the case of a spherically shaped concave grating with a groove spacing that
is allowed to vary as a function of w, the horizontal distance from the center of the
grating. Such a grating is described by Harada and Kita [48]. They consider an
in-plane mounting such that z = 2z’ = 0 and a ruling machine that defines the blank
translation from the center of the grating to the nth groove as a function of wy and

0, the tilt angle of the ruling tool with respect to the yz plane, as
wy = w — utanl (B.25)

Thercfore, the relation between the groove number and position can be written

1 1)2 . b3 . b4
n= % (wa + —ﬁ'wj + }—?Ew;j + Fw,’} + e
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where dp is the groove spacing at wy = 0, and b; are the ruling parameters. The

groove spacing, d, can be written

2b, 3b 4b
d= rlo/<1+ 7 2200 + R,f"wf,+ R: wy + - ) (B.26)

From these equations we can write the modified path function as

F=rtr'+wFo+uwFay-+ 2 Fyy + wiFyo +wlP s + w2 Fyy +w' Fy + I E; - HOT
(B.27)

Some of the terms in Eq. B.27 follow:

mA
Fyg = —(sina + sin 3) + —

. 1 {cos’a cosa N 1 [cos®f3 _cosf3 +m)\ b tané
TR R 2\ 7 R dR \°" 2

By = 1 ( 1 cos n) L/1 cosp mAtan(
2 =3 R ) 3\7 ™R 241
} sinc fcos?ae cosa sinf3 fcos®’3  cosf3 maA
Fan = 2r ( r R ) Y ( " R ) dIj? (b3 = by tan’ 0)
; sin o (1 cos cz) + sinf (1 cosp mAbytan g
2= R 2r \ ¢! R dR?

The terms of this path function are closely related to those of the uniformly spaced
groove grating. Fyp is rclated to the dispersion of the grating, Fy, to the horizontal
focus, Iy to the astigmatism, Fi to coma-type aberration, and so forth. As with
the uniformly spaced groove grating, the components of the path function including
modifications for the varying groove spacing can be treated scparately. And, again,
as it is impossible to satisfy both conditions from Fermat’s Principle simultaneously,
cach of the terms Fj; must be made zero or minimized to reduce aberration. How-
ever, the inclusion of the ruling parameters allows more flexibility in this elimination

or reduction. The gratings used in this work are of this type, collectively known
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as wvariably-line-spaced gratings, or simply as VLS gratings. A subtle, yet powerful,
advantage to this type of grating occurs at grazing incidence. It is possible to choose
the ruling parameters in such a way that the diffracted rays focus on a planc which
is nearly perpendicular to dircetion of travel of the diffracted rays. This advantage is

discussed further in the main body of text.




C CCD FILTER PROGRAM

The CCD filter program was written for the purpose of reading a 2-dimensional array
stored as a binary file created by Photometrics Iimaging Software, PMIS, determining
which of the pixels have been rendered un-usable by cosmic particles, climinating
these pixels from the data, collapsing the usable data to a 1-dimensional ‘line out’
spectrum, and outputting this information as an ASCII file. The purpose of this
appendix is to describe the process by which the filtering is done and other important
details. A copy of the program can be obtained from the Anthor upon request.
Each pixel in the file is independently examined. The general process of the filtering
of the data involves that cach pixel is comnpared to necighboring pixels using criteria
input hy the user before filtering. The primary condition for identifying a pixel
as bad is that it has an exceptionally large number of counts as compared Lo its
neighbors. This would indicate that the counts were created by a single, anomalous
event rather than the accumulation of charge from successive photons hitting the
chip. Throughout most of the filtering process there are three active columns of data.
This is truc except for filtering of the first and last columns on the CCD and these
special cases are handled separately. An outline of the program in flow-chart format
is displayed in Fig. C.1 (see page 134).  Prior to filtering, the user supplies the
information regarding the filtering limits and the range of columns to be summed for
the line out. The limits arc defined as (for clarity, columns are designated by n, with
an alphabelic range starting with ‘a’, and rows by ¢, with a muneric range beginning

with ‘1": ‘Across’ means varying n; ‘Along’ means varying #):

132
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e Step size across: Requires the difference between the currently active pixel and
cither of the neighboring pixels across the dispersion direction to be less than
this limit.
e Step size along: Requires the difference between the currently active pixel and
cither of the neighboring pixeis along the dispersion direction to be less than

this limit.

o Maximum Value: Requires that any pixel have fewer than this number of counts.
The range of columns allows the user to choose how much of the spectrum should be
added to the line-out. Various versions of the program produce one, three, or ecight
independent line-outs, which allows for sectioning of the data. Other nser supplied
information is:

e File name and path

¢ Number of consecutive files to be filtered

¢ Request for output file in PMI software format

e Request for histogram of counts

e Bias Value: the most likely number of counts that a bad pixel would have if not
for the anomalous event. This is used when filtering the first and last colummns

only.

Use of this software is an iterative task. It is necessary to examine the output file to be
assured that the bad pixels have been satisfactorily climinated, while avoiding cutting
away imnportant spectral information. By making adjustments to the maximum pixel

allowance and the two step-sizes, the user can optimize the filtering process.
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Read first two
columns (a, b)

Y Begin with pixel a-1

Compare (a-i)

10 Max Pixel I |

a-i > Max

Replace with
i < dpn A a-i<Max ¥ user defined
Bias value
If in range, add
to lineout-1.
i+l
i=ime Y Recad third column (c), (b) becomes active
Go to first
pixel in active
column
—
Conditions
4 Determine b i > Max Pixel
| averageof 3 : ni > Max Pixe
least neighbors 2:(|ni-n(i-1)| or |ni-n(i+1)]) > Step Across
n + | becomes active Y 3u(jni-(n-1i] or [mi-(n+ D) > Step Along
n+1=2n - i i .
Read next column C()n]pare p|xe[ 4:|m-“3-uw'rag¢" | > 0.8*Step Across
to all
conditions
i <ipg A
e If any are true,
the pixel is bad I l bad
notbad Y Replace with
3-average
If in range, add I
“— (o lincout-i.
i”i+]
n<n n=n R N
" | Write LINEOUT

izl NP0+ 1

Figure C.1: CCD filter program outline.

1o data file
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