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Abstract 

Microwave Sounding Unit (MSU) channel 2 temperatures are computed for 
three sets of model experiments and their interannual variation is compared to that 
of the observed. The models used are: (1) an ensemble of ten integrations of the NCAR 
CCM3 using prescribed SSTs for 1979 to  1995, (2) A 300 year integration of the 
NCAR/DOE Parallel Climate Model (which has the CCM3 as the atmospheric model) 
and (3) a 300 year integration of the ECHAMUOPYC coupled model at the Max 
Planck Institute for Meteorology. In addition Nino34 and A 0  indices were computed 
from SST and MSLP of each data set.The observed data spanned the period of 1979 
to 1998. The CCM3 integrations used the observed SSTs from 1979 to 1995. The 300 
year coupled runs were divided into non-overlapping 20 year segments and each seg- 
ment was processed independently. 

The EOFs of the zonally averaged, monthly mean MSU-2 anomalies were com- 
puted. An SVD analysis of the covariance of the tropical (30s-30N) precipitation and 
MSU-2 was carried out. 

The first and second mode of the observations are related to  the ENSO variations 
and the Arctic Oscillation, respectively. The Nino34 index leads the ENSO mode by 5 
months in the observations. For the nine realizations of the CCM3, all have the ENSO 
as the leading mode but one does not have the A 0  as the second. The lag between the 
Nino34 and leading EOF decreases to  about 3 months.The fourteen PCM 20 year seg- 
ments show a similar variation to  the CCM3, but the lag is decreased to  2 months. All 
fourteen of the ECHAM segments have the ENSO and A 0  as the leading and second 
modes. The fourteen ECHAM data sets evince smaller variations between segments 
than the PCM and even the CCM3 realizations. The lag between the ECHAM Nino34 
and the leading EOF is about 3 months.Thus, both coupled models have a substan- 
tially faster response to variations in tropical SSTs. This can affect the way that these 
models simulate the relation between the seasonal cycle and ENSO. 
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1. Introduction 

This paper compares the brightness temperatures measured by the Microwave 
Sounding Unit (MSU) channel 2 (53.74 GHz) to  the analogous brightness tempera- 
tures computed from General Circulation Model (GCM) output. Specifically, we are 
investigating the interannual variation of the monthly means of the brightness tem- 
perature. The MSU-2 data are available for 20 years, 1979 to  1998, and form a global 
measurement of the mean temperature of the lower 80% of the atmosphere. Since we 
are interested in the interannual variations the problems associated with estimating 
trends from these data, Hurrel and Trenberth (1997),are not pertinent. Although the 
20 years is a rather short record it is felt that in should be adequate to  indicate the 
patterns of the major modes of interannual variation. 

A work addressing the relation of MSU temperatures and tropical SST varia- 
tions was that of Newell and Wu (1992). They established the close relation of MSU 
and SST temperatures in the Tropics. There was a clear ENSO signal of the varia- 
tions of the MSU values. The entire tropical band reacted in a nearly uniform fashion 
to the ocean forcing. They noted lags of up to  6 months between the SSTs in the Trop- 
ical eastern pacific and the MSU anomalies. In the extratropics the relations were re- 
stricted locally and to  lags of only a month. 

Yulaeva and Wallace (1994), hereafter YW, described the ENSO signature in the 
MSU data. They identified two components of the MSU response, anomalies in the 
mean temperature and a residual which consisted of the zonally asymmetric part of 
the ENSO signature. A key to this decomposition was the 3 month time lag between 
the two components. The residual component was identified with the dynamical re- 
sponse to  the changes in convection over the equatorial central Pacific. The mean 
tropical temperature was shown t o  be consistent with a thermodynamic response to 
the surface energy fluxes driven by the SST anomalies in the equatorial eastern Pa- 
cific. The mean temperature displayed the l to 2 season lag with respect to  the SSTs 
as seen in Newell and Wu (1992). 

It would appear t o  be a useful check on the model physics and especially the air 
sea interactions, that they correctly model the relationships between tropical SSTs 
and MSU2 temperatures. The model data used here is from integrations using pre- 
scribed SST and from fully coupled oceadatmosphere GCMs While one would certain- 
ly not expect the coupled models to reproduce the observed MSU-2 record, it is 
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reasonable to  assume that the leading modes of variability of the MSU data be reflect- 
ed in the model integrations. 

The next section will present the data both observed and model. The next section 
contains the results of the EOF analysis of zonally averaged MSU2 temperatures, 
The zonal mean was used in order to  provide more spatial information than just the 
global mean but also accomplish enough data condensation to compare a large num- 
ber of data sets. Section 3 is an SVD analysis of the covariance of tropical precipita- 
tion and MSU2 temperature.The final section will be discussion and conclusions. 

2. Data and data procedures 

a. Observed Data 
The MSU data were obtained from the web site maintained by John Christy at 

the University of Alabama Huntsville. These data have been processed to  provide a 
continuous record from 1979 to  1998, Spencer and Christy (1992). The MSU-2 data 
represent a weighted tropospheric mean temperature. The weighting curve has a 
maximum near 500 hPa. The curve is provided in Hurrel and Trenberth (1999). The 
data are on a global 2.5 x 2.5 degree longitude, latitude grid. 

The precipitation data used here was that described by Xie and Arkin (1992).It 
represents a blending of gauge measurements and satellite estimates of precipitation 
put on a global 2.5 x 2.5 degree longitude latitude grid. 
b. Model Data 

Data was available for an ensemble of ten realizations of the NCAR Community 
Climate Model, version 3, Kiehl et al. (1998). These all used identical, prescribed ob- 
served SSTs but varied slightly in the initial conditions. The first of these integrations 
is the NCAR CCMS submission to AMIP2. The integrations used observed SSTs from 
1979 to 1994 as specified by the AMIP2 protocol. 

A coupled G-CM integration which used the CCMS as its atmospheric model is 
the NCAR/DOE Parallel Climate Model (PCM), Washington and Coauthors 
(2000),The PCM data used here consisted of a 300 year control integration using 
present day conditions of greenhouse gases. This is a fully coupled air-land-ocean-sea 
ice model. Finally, data was obtained for the ECHAM 4 /OPYC (ECHAM), Roeckner 
et al. (1999,) 300 year integration of present day conditions. These data were provided 
by the Max Planck Institute for Meteorology in Hamburg. 
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From each 300 year integration of ECHAM and PCM, non-overlapping 20 year 
periods were processed computing the MSU2 temperatures and the interannual 
anomalies. To minimize any possible spinup problems the initial 20 year segment of 
each model was not used. 

The nature of the tropical SST variations in the NCAR/DOE Parallel Climate 
Model and the ECHAM 4 /OPYC integrations is fairly realistic. Figure 1 presents a 
frequency distribution of SST anomalies for the Nino3.4 region, 5S-5NY 17OW-l20W, 
for both models and observations. The observations are only for the period 1950 to  
1999, while the model data are for 280 years of simulation. The fi-equencies are nor- 
malized. Overall, the models do a credible job in emulating the SST variations in this 
region. The ECHAM model has a definite tendency to  have fewer of the large positive 
anomalies, a trait shared to a lesser extent by the PCM. Both models tend to look 
more like the observations for the cold anomalies. Over the past twenty years the SST 
variations in the tropical Pacific have been rather remarkable, so the models may be 
a bit better than Fig. 1 might indicate. If 280 years of observations existed they might 
well look more like the model data. 

c. Calculation of MSU Brightness temperatures 
Az1 the GCM MSU-2 brightness temperatures were generated using a weighting 

function supplied by John Christy and following procedures outlined in Hurrel and 
Trenberth (1999). The computation is simply determining the weighted vertical mean 
of the model’s temperature field for each grid point of the monthly mean values. Tem- 
perature values at  grid points where the pressure level was below the model terrain 
surface for the entire month were not used in the calculation. 
d. Arctic Oscillation and Nino3.4 Indices 

The Arctic Oscillation (AO) index was computed as described in Thompson and 
Wallace(2000) as the leading principal component of the MSLP over all longitudes 
from 20N to  90N. The observed A 0  was computed using the MSLP of the NCEP/ 
NCAR reanalysis for the period 1979 to 1997. The index computed this way was vir- 
tually identical to  that made available by Thompson and Wallace. 

The Nino 3.4 index was computed as indicated by Barnston et al. (1997). This is 
an average of the SST in the region 5S-5N7 17OW-12OW. The SSTs were available for 
all the models and observations, the same code was used to compute all the Nino3.4 
mean temperature anomalies. 
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3. Results 

a. EOFs of Zonal mean anomalies and correlations with Indices 
Figure 2a shows the leading two EOFs of the covariance matrix of zonally aver- 

aged MSU-2 monthly mean anomalies for the period 1979 to  1998. As seen in Table 
1, this second mode is fairly well separated fi-om the third. The first mode is quite sim- 
ilar to the one presented by YW, only they used data for the period 1979 t o  1992. The 
leading mode is obviously dominated by tropical variability, while the second is con- 
fined to the northern extratropics. Figure 2b presents the lagged correlation of the 
leading mode’s expansion coefficients and the Nino3.4 ocean temperature anomalies. 
As might be anticipated, the leading mode displays a strong correlation to the Nino3.4 
index. The maximum of about 0.7 is lagged at 5 months, the SST variation leading the 
MSU mode. This lag of 1-2 seasons is a robust feature of the relation of mean tropo- 
spheric temperature and the Tropical pacific SST, Newel1 and Wu (1992), Hurrel and 
Trenberth (1992), YW. The broad nature of the lagged correlation curve shows the 
long time scale of the interaction of the global atmosphere and the tropical Pacific. In 
Fig. 2c, the second mode shows a simultaneous correlation maximum with the A 0  in- 
dex, and a rapid falloff on either side, as compared to  the gentle fall of the previous 
figure. Thus, the two leading EOF modes can be related to the ENS0 and A 0  oscilla- 
tions for the period. This neatly encapsulates two of the major modes of interannual 
variability in a single analyses, and as such presents a metric for the evaluation of 
this aspect of atmospheric and atmosphere-ocean GCMs. The sixth EOF displayed a 
similar correspondence to the Southern Hemisphere High Latitude Mode, Kid- 
son(1988), as the second did to  the A 0  index. This mode accounted for about 5% of the 
variance, it was felt that this level of variance was too low for any M h e r  investiga- 
tion in this work. 

Figure 3 is the same as Fig. 2, except for the MSU2 temperatures computed for 
the CCM3 AMIP2 integration. The sequence of figures in the Fig. 2, the observations, 
and Fig. 3, the CCM3, is quite similar. From Table 1, it can be seen that the explained 
variance is comparable to  the observations. The lag correlation plot of the leading 
mode with the Nino34 SST, Fig. 3b, reaches the maximum a bit quicker than seen in 
the observations. The peak is at 3 months, as opposed to  5. The value of the correla- 
tion maximum being about the same at 0.7. The second mode has a maximum at zero 
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lag with the A 0  index as in the observations, but the peak correlation value is some- 
what reduced in the model result. The model appears to be behaving in a manner 
much like the observed atmosphere except the ENSO forcing of the mean tropospheric 
temperature is proceeding faster. 

We are restricted to one realization of the observed atmosphere, but this does not 
apply to  the model. Multiple realizations are especially vital to gain the proper per- 
spective when dealing with variability as opposed t o  mean climate. The same EOF 
analysis was carried out for 10 realizations of the CCM3. Table 1 shows that the per- 
cent variance of the leading mode does vary a fair bit across the various realizations, 
and the distinction of mode two and three can be small. The leading mode, associated 
with ENSO, is always well separated and dominant. Figure 4 displays the same data 
as in Fig. 3 except for the ten realizations of the CCMS plotted together and the lead- 
ing and second modes are displayed on separate figures. Figure 4a, the leading mode, 
shows that the region in the Tropics, 30s - 30N, has a reproducible pattern while pole- 
ward of this region the inter-realization variability is large. The variations in the mid- 
latitudes have little synchronicity with the Tropics and are not restrained to any 
great extent by the imposed SSTs. The lag correlation with the Nino3.4 time series, 
Fig. 4c, shows a good deal of consistency between the realizations. The lag to  the peak 
in the correlation varies from 3 to 5 months, with 3 , 6  and 1 being the number of re- 
alizations for lags of 3 , 4  and 5 months, respectively. While the model can match the 
lag seen in the observations(in one case), it does tend towards shorter lags. Figure 4d 
shows that at least one and probably two realizations do not have an A 0  related mode 
as the second. 

Figure 5 displays the leading modes and lag correlations for the EOF analysis of 
the zonally averaged MSU2 temperatures of fourteen 20 year segments of the PCM 
integration.Table 2 lists the percent variance explained for the leading four modes. 
The atmospheric model used in these fully coupled simulations is the same version of 
the CCMS as analyzed above. Figure 5a appears to have more variation than Fig. 4a, 
which might just be due to the fact that there are 5 more data sets in the PCM figures. 
A more likely cause is that the PCM would exhibit more variation in the Tropics since 
the SST anomalies are unique for each 20 year section, whilst they are the identical 
for each member of the CCM3 ensemble. As seen in Table 2, the percent variance ex- 
plained by the leading mode tends to  drop compared to the CCMS and observations, 
yet there are segments with comparable values. The range of the leading percent vari- 
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ance explained is somewhat larger than in Table 1 among the CCM3 AMIP ensemble. 
It is also evident from Table 2 that the second and third modes are not always well 
separated. Figure 5c reveals that the coupled model accentuates the shortening lag 
indicated by the CCM3 runs. Eleven of the PCM sections have maximum correlation 
at  lags of 2 months and 3 have lags of 3 months. The lag correlation has a sharper 
peak than in the previous figures, the cycle appears to  proceed more quickly in the 
model. Figure 5d shows that often the third mode is related to the A 0  index of the 
period in similar fashion to  the CCMS behavior. 

Figure 6 shows the plots for the fourteen 20 year segments of the 300 year inte- 
gration of the ECHAM model. In Fig. 6a the variability from segment to  segment is 
substantially reduced in the Tropics from that shown by the PCM, even in the second 
mode there is a consistency exceeding that of the CCMS AMIP ensembles. Evidently, 
the introduction of an interactive ocean does not guarantee the degree of variation 
seen in Figs. 5a and b. The percent variance explained, Table 3, on the other hand 
show a substantial variation, more so than the PCM. The second and third modes 
tend to  be a bit more separated. The lag correlation with Nino3.4, Fig. 6c, has 10 seg- 
ments with 3 months and 4 of 2 months. This is a tendency to longer lags compared 
to  the PCM but keeping in the 2-3 month range. The lag curve is also a bit broader for 
the ECHAM as compared to Fig. 5c.The second EOF appears t o  have some A 0  com- 
ponent in all the time segments. 

b. EOF related spatial patterns 
In this section plots of the projection of the leading EOFs upon the two dimen- 

sional time series are presented. The time series are normalized so the patterns indi- 
cate the response to  a standard deviation change in the EOF. 

Figure 7 presents the patterns for the leading two modes of the observations. 
Figure 7a, the leading mode, clearly depicts the familiar dumbbell shaped pattern in 
the eastern Equatorial Pacific, first described by YW and Newel1 and Wu (1992). This 
pattern is related to the response of the MSU2 to the ENS0 events. There is also a 
pattern like the ubiquitous PNA arching across the northern Pacific and North Amer- 
ica. There is a symmetry about the Equator from Pole to  Pole with positive values on 
either side of the Equator becoming sharply negative at  higher latitudes. This sym- 
metry is most evident in the Pacific basin. 

The regression of the second mode is essentially restricted to poleward of 30N, 
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with extrema tending to  be over the continents. Regressions of the A0  index with 
1000 hpa geopotential tend to have extrema over the oceans, while similar regression 
with 1000 to 500 hPa thickness more closely resemble Fig. 7b, Thompson and Wallace 
(2000). Thompson and Wallace (2000) relate this pattern to  the advection by the an- 
nular flow of zonal asymmetries generated by land sea temperature contrasts. 

Figure 8 is the same as 7, except for the CCM3 AMIP TI data. While the patterns 
of Figs. 8a and ?a are quite similar, the model tends to  have less amplitude, a notable 
exception being the minimum over the southern US. All the ensemble members ex- 
hibit this behavior. The model has negative values across the eastern North Atlantic 
and into Europe, while the observations are of comparable magnitude but opposite in 
sign. This region is a minimum in all but one of the ensemble members. Figures 7b 
and 8b are similar. The model has more amplitude over the polar regions and less 
over the midlatitudes. The model has a minimum in the north Pacific at about the 
Dateline. This feature is seen in half of the ensemble members and is not evident in 
the thickness regression of Thompson and Wallace(2000). 

The PCM data is shown in two figures, Figs. 9 andl0. Figure 9 is for the segment 
of the PCM having the largest variance explained by the leading mode, while Fig. 10 
is the PCM segment having the lowest. In both Figs. 9a and 10a the equatorial east 
Pacific dumbbell pattern is at best rather ill defined, and is almost absent in Fig.lOa. 
The amplitude of the local tropical signal is quite reduced from the observations. The 
patterns in the midlatitudes are generally similar to  the observations, but both sec- 
tions have the negative values over the east north Atlantic and Europe seen in the 
CCM3. In Figs 9b andlob, there is an indication of an isolated minima along the Date- 
line in the north Pacific. The second mode regressions are perhaps more similar to  the 
CCM3 than to the observations. The isolated extrema at  the Dateline near 50N is a 
consistent feature of the CCM3 and PCM. 

The analogous figures for the ECHAM are shown in Figs. 11 and 12. The equa- 
torial Pacific pattern is again too weak, but it is a bit more distinct and like the obser- 
vations than the PCM. There is definite evidence for a dumb bell like pattern of 
reduced amplitude from the observations. The pattern over North America is some- 
what zonal compared to  observations. The second mode regressions are quite similar 
in patterns and magnitude to the observations. Figure l l b  is a good match for 7b. 

Both PCM and ECHAM over all the segments are generally similar, mostly vary- 
ing with respect to the amplitude of the features. The dumbbell pattern in both inte- 
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grations never approaches the distinctness seen in the observations. This is true even 
for the PCM which has Nino events as strong as observed. 

c. Covariance of Precipitation and MSU-2 in the Tropics 
The lack of a distinct ENSO signature in producing the global warming associ- 

ated with ENSO, would lead to  investigating the nature of the precipitation SST link 
in the models and observations since this is a prominent energy conduit from the 
ocean to the atmosphere. 

Figure 13 is the heterogeneous covariance patterns of the SVD analysis of XA ob- 
served precipitation and MSU-2 from 30s to 30N around the globe. The MSU-2 pat- 
tern, Fig. 13a, shows the familiar dumb bell in the eastern Pacific and the rainfall, 
Fig. 13b, the familiar ENSO related pattern of a maximum anomaly in the equatorial 
mid Pacific. Both are quite similar to  YW. The SCF is 0.81 for this analysis. Figure 14 
(a) shows the lag correlations of the expansion coefficients of the MSU and precipita- 
tion with each other and each with the Nino 34 index. The precipitation leads the 
MSU-2 by about a month. The rainfall lags the Nino34 by a month. The MSU lags the 
Nino34 by about 3 months, although the peak is fairly flat. This three month lag is 
that identified by YW, as the lag between the MSU-2 residual temperature and the 
tropical SST. This outlines a sequence of the ocean SST affecting the rainfall initially 
then later reflected in the tropical mean layer atmospheric temperature. 

The patterns of the CCM3 AMIP run, Fig. 15, are consistent with the previous 
findings.The MSU2 pattern, Fig, 15a, is quite similar to the observed but at  a reduced 
amplitude. The rain pattern, Fig. 15b, has a maximum close t o  the observed at the 
Equator about the Dateline. The CCM3 field is more equatorially confined and a bit 
westward. Perhaps the largest difference is the positive values near the Equator from 
60E to 120E, where the observed data had negative values. Even though the maxima 
are nearly equal, the observations have a larger area. For example, the 1 m d d a y  con- 
tour extends over a somewhat larger area in the observations which corresponds to  a 
significant amount of energy. This might account for the somewhat larger MSU re- 
sponse in the observations. These relations and patterns are essentially preserved 
throughout all the ensemble members. 

Figure 16 is the same as 14 except for the PCM sections having the highest and 
lowest variance explained by the leading EOF. The lag of the MSU expansion coeffi- 
cient and the Nino3.4 is reduced by a month but the other two relations are the same 
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as the observed. The lag correlations are also a bit steeper in the PCM data, this is 
especially true for the MSU-2 /Nino34 curves, which are quite broad in Fig. 14. The 
SCF is 0.72 for the highest but somewhat reduced to 0.50 in the lowest. 

Figures 17 and 18 show the heterogeneous SVD patterns for the PCM data. The 
MSU patterns are somewhat weaker than the observed and the dumbbell is ill de- 
fined, and virtually absent in Fig. 18 which are the figures for the PCM segment 
showing the smallest variance explained for the leading EOF mode. In a general 
sense the rainfall patterns are similar to  the observed but the maxima along the 
Equatorial Pacific are pushed westward across the Dateline. The minimum which is 
seen at about 9OW, 20-10s off the coast of Peru in the observations and CCM3, ex- 
tends equatorward and westward in the PCM. The is a manifestation the model's ten- 
dency to produce a tongue of anomalously cold water along the Equator in the eastern 
Pacific. Although the rainfall is shifted noticeable to the west the MSU response pat- 
tern, such as it is, does not appear to  be shifted accordingly. The rain shift might just 
alter the magnitude of the response but not the location. 

Figure 19 shows the lag correlation curves for the ECHAM SVD. These show a 
marked change in character from the previous figures. The MSU2 and precipitation 
now have a zero lag maximum in correlation of the expansion coefficients, and the 
curves show a very rapid drop-off compared to  the observations, the, CCM3 and PCM 
and reduced values for the correlation-The phasing of the Nino3.4 and precipitation 
and MSU-2 time series show the same lag relations as the PCM. The SCF is 0.88 for 
the highest PVE and drops to  0.65 for lowest. 

4. Discussion and Conclusions 

The addition of 6 years of data to  the observational set does very little to alter 
the results of YW. This is a substantial percentage increase to  the data used by YW 
and does provides some confidence in the robustness of their conclusions. The most 
consistent aspect of the models is that they are too weak and too fast in altering the 
MSU-2 temperature in response of Tropical SST anomalies. The weak aspect might 
not be too surprising in that the SST anomalies produced by the model are generally 
smaller than that observed over the last 50 years. The too fast aspect is the more trou- 
bling feature. One might argue that the models produce an tropical SST anomaly that 
is too small, but by judicious scaling the processes occurring in the actual atmosphere 
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might be recovered. However, the fact that the MSU-2 variations can be three months 
too fast seriously undermines the scheme. The speed of the model warming confines 
the phenomena t o  a single season, and changes the nature of the ENSO interaction 
with the seasonal cycle. The SVD analysis of the precipitation and MSU-2 tempera- 
tures in the Tropics indicates that the dynamic response, as termed by YW, is only 
slightly fast, if at  all. Thus, the speed of the response is due t o  the thermodynamic 
processes. The focus of model error traditionally focuses on the error on the rather un- 
certain convective schemes. In this case, the rather mundane transfer of heat out of 
the boundary layer and subsequent mixing is the culprit. YW demonstrate that a 
rather simple model can describe the thermodynamic processes but capturing the es- 
sence of the simple model is evidently difficult for the highly complex GCMs. 

Another notable fact is the difference in variability amongst the 20 year seg- 
mentqbetween the PCM and the ECHAM for the leading EOF of the zonally averaged 
MSU-2, Figs. 5a and 6a. The ECHAM has somewhat less variation than even the 10 
realizations of the CCM3, each of which used the identical SST forcing. It is impossi- 
ble to  verify which model is correct. But unless the CCM3 is an extraordinarily active 
model the results of the CCM3 ensemble would indicate that the ECHAM model is 
underestimating the inter-segment variability. 

a. Conclusions: 
Based on the EOF analysis of the zonally averaged monthly mean MSU-2 tem- 

(1) the leading mode is linked to the ENSO cycle in both the observations and 

(2) The phasing of the tropical SSTs and MSU-2 response is different in the sim- 
ulations and observations. The models both coupled and driven by prescribed SSTs 
have a lag which is about 2 to  3 months less than the observations. 

(3) The second mode is linked to the A 0  in the Observations, and for the most part 
this is true for the simulations. In some model simulations cases. the second mode is 
not related to the AO. In general, this second mode tend to  have less separation in the 
model data than seen in the small observed sample. 

An SVD analysis of the tropical, 20N-20S7 covariance of the precipitation and 
MSU-2 temperatures showed: 

(1) The observational leading mode is ENSO related with a distinct precipitation 

perature anomalies it is found: 

GCM simulations. 
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anomaly in the equatorial mid Pacific and a dumbbell shaped pattern in the MSU2 
straddling the equator in the eastern Pacific. The MSU-2 pattern is the same as the 
global EOF result. this is as in YW. 

(2) the precipitation anomalies for the models are close in magnitude to  the ob- 
served, although slightly farther west. The MSU-2 response is weak and ill defined in 
the coupled models. 

Overall the models did a fair job in emulating the general interannual variations 
in the MSU-2 temperatures. There are serious doubts about the models ability to  ac- 
curately depict the phase relation between the tropical Pacific ENS0 SST anomalies 
and the global tropospheric temperature. 
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Table 1. Percent variance explained by the leading 4 EOFs of the zonally averaged monthly mean 
MSU2 anomalies for the observations and 10 realizations of the CCM3. The observations are for 
the period 1979-1996. The CCM3 integrations use prescribed SSTs for the period 1979 through 
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Table 2. Percent variance explained by the leading 4 EOFs of the zonally averaged monthly mean 
MSU2 anomalies for fourteen 20 year segments of the PCM 300 year control integration. 
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Table 3. Percent variance explained by the leading 4 EOFs of the zonally averaged monthly mean 
MSU2 anomalies for fourteen 20 year segments of the ECHAM 300 year control integration. 
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Dataset 

Xie-Arkin MSU2 
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PCM model years 60 - 80 

PCM model years 80 - 100 

~~~~ I mode 1 I mode2 mode3 
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0.72 0.05 0.05 

0.50 0.09 0.08 

ECHAM4 model years 140 -160 

I ECHAM4 model years 260 - 280 

0.88 0.03 1 0.018 

0.65 0.06 0.05 

Table 4. The squared covariance fraction explained by the first three modes of the 
SVD analysis of tropical (30s-30N) MSU2 temperatures and precipitation for six data 
sets. 
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-19- 



Figure 6. (a) The leading EOF of the covariance matrix of zonally averaged monthly mean MSU2 tem- 
perature anomalies for fourteen 20 year segments of the ECHAM. 
(b) As in (a) except for the second EOF. 
(c) The lag correlation between the time series of the leading EOF of the MSU-2 temperatures and the 
Nino3.4 time series for fourteen 20 year segments of the ECHAM. The positive lag indicates the 
Nbo3.4 leads the MSU-2. 
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(b) As in 7(b) except for the PCM segment with the highest percent variance explained by the leading 
mode of the fourteen 20 year segments. 
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Figure 12. (a) As in 7(a) except for the ECHAM segment with the lowest percent variance explained by 
the leading mode of the fourteen 20 year segments. 
(b) As in 7(b) except for the ECHAM segment with the lowest percent variance explained by the leading 
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mode of the fourteen 20 year segments. 

Figure 13. (a) The heterogeneous pattern of the MSUB for the SVD analysis of the observed tropical 
precipitation and for the observed MSU2 data. 
(b) As in (a) except for the observed precipitation. 

Figure 14. (a) The lag correlation between the time series of expansion coefficients for the MSUB for 
the SVD analysis of the observed tropical precipitation and for the observed MSUB data and the ex- 
pansion coefficients for the observed precipitation (solid line). The lag correlation between the expan- 
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(b) As in Fig. 13(b) except for the ECHAM segment having the highest percent variance explained for 
the leading mode of the EOF of zonally averaged monthly mean MSUB anomalies. 
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(b) As in Fig, 14(a) except for the E C W  segment having the lowest percent variance explained for 
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Figure 21. (a) As in 13(a) except for the ECHAM segment having the lowest percent variance explained 
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Figure 1. Histogram of the normalized frequencies of the SST anomalies in the Nino3-4 region for the 
observed (solid), PCM (dash-dot) ,and ECHAM (dash) data. The observations are for the period 1950 
to 1998. The model data are for 280 years of simulation. 
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Figure 2. (a> The leading two EOFs of the covariance matrix of zonally averaged observed MSU-2 
monthly mean temperature anomalies for the period 1979 to 1998. The first EOF is the solid line, the 
second is the dashed. They account for 44 and 13 percent of the temporal variance. 
(b) The lag correlation between the leading EOF of the observed MSU-2 temperatures and the Nino34 
time series. The positive lag indicates the Nino34 leads the MSU-2. 
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Figure 2 (c) The lag correlation between the second EOF of the observed MSU-2 temperature and the 
Arctic Oscillation Index 
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