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Abstract –First-order boundary condition perturbation theory is extended to nth-order in transport theory for 

eigenvalue problems.    In particular, using an unperturbed (known) solution, formalisms are developed to determine 

the solution to the neutron transport equation when the boundary condition of the system is perturbed.    The new 

method requires the computation of an adjoint Green’s function.  The numerical solution of this function is discussed.  

Finally, four numerical examples are provided to verify the validity of the formalisms presented. 

 

 

I. INTRODUCTION 

 

Boundary condition perturbation was first introduced into reactor physics in 1977 1 for simple 

idealized geometries in diffusion theory.  In 1981, the theory was further extended by allowing for a 
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first-order prediction of the eigenvalue for extrapolation distance in diffusion theory.2 However, the 

first-order eigenvalue solution was not explicitly given until 1989.3 In Ref. 3, ratios of linear 

functionals were given for a current-to-flux boundary condition perturbation which is useful in 

homogenization techniques in nodal methods.4 In 1994, Ref. 5 completes the first-order boundary 

perturbation theory in diffusion theory by solving for the first-order flux.     

 

The first-order eigenvalue was not considered in transport theory until 1996.6 First-order change 

in linear functionals in transport theory was explored the following year.7 In 1998, a theory was 

developed in first-order to treat a boundary perturbation as a boundary condition perturbation.8 

High-order boundary condition perturbation theory started as a solution to the second-order 

eigenvalue 9 and then finally reached arbitrary order in the diffusion approximation.10 Reference 10 

was used to develop a high-order cross section homogenization method to improve the coarse-mesh 

nodal accuracy in diffusion theory.11  The high-order boundary condition theory is needed to 

improve the accuracy of the discontinuity factor in equivalence theory 12 since first-order 

approximation is not accurate enough.   

 

The purpose of this paper is to present a formalism for a high-order boundary condition analysis 

in transport theory.  The next section has a derivation of the first-order theory that has previously 

been discussed 6,7 and continues the work to higher-order.  In Sec. III, we show how numerical 

techniques may be applied to solve for the adjoint Green’s function needed for the derivation of 

expansion coefficients. Four numerical example problems are given in Sec. IV to demonstrate the 

                                                                                                                                                                                                 
1 Current address: Lawrence Livermore National Laboratory, L-414 LLNL, Livermore, CA 94550, 
mckinley9@llnl.gov  
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correctness of the theory. Section V discusses the propagation of the errors that limit the accuracy of 

the high-order method. The paper concluded in section VI. 

 

II. DERIVATION 

 

 We begin our analysis by first defining a compact notation for the phase space integration: 

  and (1) abddExdab
E ∫∫∫ Ω>≡<

ℜ π4
23

  (2) abddExdab
Es ∫∫∫ Ω≡><

ℜ πδ 4
22

where x is the physical dimensions, E is the neutron energy, Ω is the angular direction, and a and b 

are arbitrary operators and/or functions.  The surface integral in Eq. (2) may further be modified by 

specifying certain angular directions such as 0ˆˆ, <⋅Ω
>< nsab , which limits the integral to only 

incoming directions. 

 

 The first step starts with the steady-state homogenous (eigenvalue) transport equation in a given 

domain ℜ for the unperturbed case: 

 000 ϕλϕ FH =  (3) 

where H and F are the transport operators defined as 

 )ˆ,ˆ,;(),(ˆ ''

4

'2' Ω→ΩΩ−+∇⋅Ω= ∫∫ EExddEExH sσσ
π

 and (4) 

 )ˆ,ˆ,;(),( '''

4

'2' Ω→ΩΩ= ∫∫ EExExddEF fσν
π

 (5) 

Where, σ is the total cross section, σs is the scattering kernel, ν is the average number of neutrons 

released per fission, and σf is the fission cross section.  We define the assumed known, unperturbed 
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normalized flux, )ˆ,,( ΩExoϕ , such that the phase space integration of it is exactly one.  The initial 

eigenvalue, λ0, is also assumed known and is defined as the inverse of the effective multiplication 

factor, keff.  Common to many reactor physics applications, we choose to write the boundary 

condition as specular reflection boundary condition, which may be expressed as: 

 0ˆˆ,),ˆ,,()ˆ,,( 000 <⋅Ωℜ∈Ω=Ω nxExEx r ∂ϕγϕ , (6) 

where n  represents the outward unit normal direction to the boundary and  is the unit vector in 

the direction of specular reflection at the surface. The vacuum boundary condition is obtained by 

setting 

ˆ rΩ̂

0γ  to zero. 

 

 Perturbing the boundary condition by a small amount yields the following perturbed equation: 

 ϕλϕ FH =  (7) 

where λ is the perturbed eigenvalue and ϕ is the perturbed flux that is normalized so that its phase 

space integral is equal to one. We assume that we can expand the normalized flux and eigenvalue in 

powers of a smallness parameter, ε, as shown below: 

  (8) )( 1
2

2
10

+++++= n
n

n O ελελεελλλ

 )( 1
2

2
10

+++++= n
n

n O εϕεϕεϕεϕϕ  (9) 

Integrating Eq. (9) over the phase space and equating terms of powers of ε gives the following 

condition: 

 








>
=

>=<
0,0
0,1

i
i

iϕ  (10) 

Substituting the expansions of the eigenvalue and flux from Eqs. (8) and (9) into Eq. (7) and 

combining terms with common powers of ε results in a series of equations,  the first equation that 
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corresponds to ε0 terms is the initial unperturbed equation, Eq. (3).  The series of equations continue 

as 

 0110 )( ϕλϕλ FFH =−   (11) 

 )()( 021120 ϕλϕλϕλ +=− FFH  (12) 

  

 )()( 022110 ϕλϕλϕλϕλ nnnn FFH ++=− −−  (13) 

 

 We assume there is a perturbation in the albedo that takes the form of 

 0 1
ˆ ˆ ˆ( , , ) ( ) ( , , ), ,rx E x E x nϕ γ εγ ϕ ∂Ω = + Ω ∈ ℜ Ω⋅ <ˆ 0 . (14) 

Expanding the above equation with the expansions from Eqs. (8) and (9) and equating terms of 

powers of ε gives another series of equations.  The first equation reduces to the unperturbed 

boundary condition found in Eq. (6).  The other formulas are listed in order of the powers of ε: 

 0ˆˆ,),ˆ,,()ˆ,,()ˆ,,( 01101 <⋅Ωℜ∈Ω+Ω=Ω nxExExEx rr ∂ϕγϕγϕ  (15) 

 0ˆˆ,),ˆ,,()ˆ,,()ˆ,,( 11202 <⋅Ωℜ∈Ω+Ω=Ω nxExExEx rr ∂ϕγϕγϕ  (16) 

  

 0ˆˆ,),ˆ,,()ˆ,,()ˆ,,( 110 <⋅Ωℜ∈Ω+Ω=Ω − nxExExEx rnrnn ∂ϕγϕγϕ  (17) 

The above equations are also valid for the unnormalized flux as well. 

 

 With above expressions, we can now solve for the first-order eigenvalue.  We begin by 

operating on Eq. (11) with >⋅< ,*
0ϕ  where *

0ϕ  is a yet to be determined function.  After applying 

several manipulations we obtain the following equation: 
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 .)(ˆˆ
0

*
01

*
0

*
0

*
1

*
01 ><>=−<+>⋅Ω< ϕϕλϕλϕϕϕ FFHn s   (18) 

where 

 )ˆ,ˆ,;(),(ˆ ''
4

'2'*
' Ω→ΩΩ−+∇⋅Ω−≡ ∫∫ EExddEExH sE

σσ
π

 (19) 

 )ˆ,ˆ,;(),( ''
4

'2'*
' Ω→ΩΩ≡ ∫∫ EExddEExF fE

συ
π

 (20) 

Define *
0ϕ as 

 ℜ∈=− xFH oo ,0)( *** ϕλ  (21) 

 0ˆˆ,),ˆ,,()ˆ,,( *
00

*
0 <⋅Ωℜ∈Ω=Ω nxExEx r ∂ϕγϕ . (22) 

The surface integral term in Eq. (18) is simplified by making use of Eqs. (15) and (22) in the 

expression.  This results in a surface integral term that is only integrated over the incoming 

directions.  Since the second term in Eq. (18) drops out due to Eq. (21), we have an expression for 

the first-order eigenvalue as 

 
><

>⋅ΩΩΩ<
= <⋅Ω

0
*
0

0ˆˆ,0
*
01

1

ˆˆ)ˆ()ˆ(

ϕϕ

ϕϕγ
λ

F

n nsr  (23) 

 

which is equivalent to Eq. (19) in Ref. 6. 

 

 To complete the first-order theory, we need to solve for the flux.  We can write a relationship 

for the normalized and unnormalized flux with a Dirac delta function as 

 
><

><
=

)(
)(),(

)( 0
0 r

rrr
r

ϕ
ϕδ

ϕ  (24) 

where r  and 0r are phase space tensors.  This relationship may be expanded as 
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)(,,,,

))((
1

2
2

10

2
2

102
2

10
++><+><+><+>=<

><+><+><+><++
n

n
n

n
n

n
n

O εϕδεϕδεϕδεϕδ

ϕεϕεϕεϕϕεϕεϕεϕ
. (25) 

Multiplying out and equating terms of ε yields the following series of equations: 

 
><

><
=

)(
)(),(

)(
0

00
00 r

rrr
r

ϕ
ϕδ

ϕ  (26) 

 
><

><−><
=

0

1010
01

)()(),()(
ϕ

ϕϕϕδϕ rrrrr  (27) 

 
><

><−><−><
=

0

112020
02

)()()(),()(
ϕ

ϕϕϕϕϕδϕ rrrrrr  (28) 

  

 
><

><−><−><
= −

0

1100 )()()(),()(
ϕ

ϕϕϕϕϕδϕ rrrrrr nnn
on  (29) 

 

 Equation (26) yields the expected result for the unperturbed flux while Eq. (27) may be used to 

obtain the first-order normalized scalar flux by rewriting it as 

 
><

><
=

)(
)(),,(

)(
0

10
01 r

rrrg
r

ϕ
ϕ

ϕ  (30) 

where 

 )ˆ,,()ˆˆ()()(),( 00000000 Ω−Ω−Ω−−≡ ExEExxrrg ϕδδδ  (31) 

 We operate on Eq. (11) in an unnormalized flux form with < ⋅>. The function, Ψ , is a yet-to-be 

defined adjoint function. After using the divergence theorem, vector identities, and a change of 

variable, we arrive at an equation that is very similar to Eq. (18) or 

*
0Ψ *

0

   (32) .)(ˆˆ
0

*
01

*
0

*
0

*
1

*
01 >Ψ<>=Ψ−<+>⋅ΩΨ< ϕλλϕϕ FFHn s

We define  as the solution to *
oΨ
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  (33) gFH =Ψ− *
0

*
0

* )( λ

 0ˆˆ,),ˆ,,()ˆ,,( *
00

*
0 <⋅Ωℜ∈ΩΨ=ΩΨ nxExEx r ∂γ . (34) 

By using the unnormalized form of Eq. (15) in Eq. (32) we can rewrite this as 

 . (35) >Ψ<>=<+>⋅ΩΩΩΨ<
<⋅Ω 0

*
0110ˆˆ,0

*
01 ,ˆˆ)ˆ()ˆ( ϕλϕϕγ Fgn nsr

Note that for Ψ  to exist, the Fredholm alternative)ˆ,ˆ,,,,( 000
*
0 ΩΩEExx 13 must be satisfied: 

 0>=< goϕ . (36) 

This expression holds because it can be rewritten as Eq. (26). 

 

 Since  is not unique, we define the following uniqueness condition to simplify Eq. (32). Ψ0
*

 0  (37) 0
*
0 >=Ψ< ϕF

Combine Eq. (37) with Eqs. (32) and (35) gives 

 0ˆˆ,0
*
01

0

0ˆˆ,0
*
01

0001 ˆˆ)ˆ()ˆ(
)(

ˆˆ)ˆ()ˆ(
)ˆ,,(

<⋅Ω
<⋅Ω >⋅ΩΩΩΨ<−=

><

>⋅ΩΩΩΨ<−
=Ω nsr

nsr n
x

n
Ex ϕγ

ϕ

ϕγ
ϕ  (38) 

 

 The above derivation can be expanded up to an arbitrary order, n, by following methods 

presented in Ref. 10.  Operate on the higher-order expansion of the transport equation, Eq. (13), 

with >⋅*
0ϕ<  and use vector identities, the divergence theorem and a change of variables to get  

 
><+><+><

>=−<+>⋅Ω<

−− 0
*
02

*
021

*
01

*
0

*
0

**
0 )(ˆˆ

ϕϕλϕϕλϕϕλ

ϕλϕϕϕ

FFF

FHn

nnn

nsn 1, >n   (39) 

We rearrange this equation and apply the definition of *
0ϕ  along with the nth-order boundary 

condition expansion in Eq. (17) to get an equation for any higher-order eigenvalue term: 
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><

><−><−><−>⋅ΩΩΩ<
=

−−−<⋅Ω−

0
*
0

1
*
012

*
021

*
010ˆˆ,1

*
01 ˆˆ)ˆ()ˆ(

ϕϕ

ϕϕλϕϕλϕϕλϕϕγ
λ

F

FFFn nnnnsrn
n . (40) 

 

 Deriving an expression for the flux starts with rewriting Eq. (29) as  

  
><

><−><−><
= −−

)(
)()()()()(,

)(
0

101101
0 r

rrrrrg
r nnn

n ϕ
ϕϕϕϕϕ

ϕ  (41) 

We can derive an equation similar to Eq. (39) by operating on the unnormalized form of Eq. (13) 

with <  and performing similar manipulations to get >⋅Ψ*
o

  . (42) 
>Ψ<+>Ψ<+>Ψ<=

>Ψ−<+>⋅ΩΨ<

−− 0
*
02

*
021

*
01

*
0

***
0 )(ˆˆ

ϕλϕλϕλ

λϕϕ

FFF

FHn

nnn

onsn

Use of Eq. (33) yields 

  
0ˆˆ,1

*
01

*

2
*

21
*

1

ˆˆ)ˆ()ˆ(

,

<⋅Ω−

−−

>⋅ΩΩΩΨ<−>Ψ<+

>Ψ<+>Ψ<>=<

nsrnoon

nonon

nF

FFg

ϕγϕλ

ϕλϕλϕ
. (43) 

 

 We can write the integral terms on the right hand side in terms of normalized fluxes by 

operating on Eq. (29) with  to get >⋅Ψ< Fo
*

  >><Ψ<+>><Ψ<+>><Ψ>=<Ψ< − kkkk FFFF ϕϕϕϕϕϕϕ 0
*
011

*
00

*
0

*
0  (44) 

where k varies from 1 to n-1.  We substitute Eq. (43) into Eq. (41) and expand it with Eq. (44).  

Terms of >< kϕ , where k goes from 1 to n-1, drop out due to cancellation.  Only the < >oϕ  term 

remains to give a formula for the higher-order flux: 

0ˆˆ,1
*
011

*
012

*
021

*
01 ˆˆ)ˆ()ˆ(

<⋅Ω−−−− >⋅ΩΩΩΨ<−>Ψ<+>Ψ<+>Ψ<= nsrnnnnn nFFF ϕγϕλϕλϕλϕ  (45) 

which can be proved by induction similar to the method presented in Ref. 10. 
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III. NUMERICAL TECHNIQUES 

 

 The adjoint, Ψ , does not have a straight forward numerical solution.  The difficulty lies in the 

uniqueness condition presented in Eq. (37).  This condition does not lend itself well to numerical 

manipulation.  However, we can find a method to solve for the unique adjoint given an arbitrary 

particular solution, , to Eqs. (33) and (34). 

*
0

*
pΨ

 

 The unique solution may be written as a particular solution plus a linear combination of the null 

space solution or 

 )()(),(),( *
000

*
0

*
0 rrrrrr p ϕα+Ψ=Ψ . (46) 

Operating on Eq. (46) with the uniqueness condition in Eq. (37) yields 

 rrpr FFF ><+>Ψ=<=>Ψ< 0
*
00

*
0

*
0 0 ϕϕαϕϕ  (47) 

which may be used to solve for α.  Once α is known, Eq. (46) may be used to give the unique 

adjoint solution. 

 

 The solution for Ψ  can be solved iteratively by solving Eqs. (33) and (34) for a given *
0 0r  using 

numerical methods similar to the solution of *
0ϕ  in Eqs. (21) and (22). After each iteration, the 

uniqueness condition is satisfied by solving Eq. (47) for α and adjusting the solution using Eq. (46).  

Repeat until the convergence criterion is met.  An outer iteration over 0r  will give the complete 

solution to . *
0Ψ
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 Numerically, the delta function may be hard to work with.  One technique that works well is to 

use a nodal method and integrate Eq. (33) over a node.  The integration of the delta function over a 

node is equal to 0.  It is equal to 1 only if 0r  is equal to r .  This term may be then treated as an 

additional source term. 

 

IV. EXAMPLE PROBLEMS 

 

To verify the formalism presented above, four examples are provided.  For simplicity, the 

examples are all modeled as mono-energetic, one-dimensional slabs using discrete-ordinates (S-N) 

approximations. Unless otherwise noted, the example problems use S-4 with 100 spatial mesh 

points.  Scattering and fission reactions are assumed to be isotropic.  The first two examples use a 

simple slab with one material and two of different initial boundary conditions.  The next example is 

a two-region (fuel/moderator) problem.  The final example approximates a BWR fuel assembly 

with three materials. 

 

IV.A. Single Material Slab with Vacuum Boundary Conditions 

 

The first example is a simple slab of width 1 with 1== fνσσ  and 5.0=sσ .  The surfaces are 

exposed to a vacuum boundary condition (γ0 = 0 in Eq. (6)).  We perturb the right face boundary 

condition by changing εγ1 in Eq. (14) from 0.0 to 1.0.  Table I shows the eigenvalue and the 

corresponding error as a function of albedo and perturbation order.   Table II shows the %RMS 

errors for the flux for the same albedoe.  The errors in Tables I and II are defined as 
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 








 −
=

exact

predictedexact

x

xx
error 100%  and (48) 

 
N

x
xx

RMS

N

i exact

iexact∑
=








 −

= 1

2

% . (49) 

 

 

There are two points to note.  The first is that first-order analysis is typically good enough up to 

εγ1 = 0.5.  The higher-order terms become more important as the albedo is further increased.  The 

second is that even at higher-orders for some of the mid-range albedos, the errors do not go away or 

even diminish past a certain point.  This will be further discussed in the next section. 

 

IV.B. Single Material Slab with Specular Reflection Boundary Conditions 

 

The second example has the same material composition and dimension as the previous example.  

The main difference is the starting (unperturbed) boundary condition has full specular reflection that 

is perturbed.  The perturbation ranges from a vacuum boundary condition (εγ1 = -1.0) to double 

neutron reflection (εγ1 = 1.0).  Table III shows the eigenvalue computations for the higher-order 

terms and their respective errors.   Table IV shows the %RMS errors in the flux for the higher-order 

perturbation predictions. 

 

The results of this example are consistent with what was seen in the previous example.   We 

once again have higher-order terms with errors that are larger than a lower-order term.  Also at the 

extreme perturbations, the higher-order terms become very important. 
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IV.C. Two Region (Fuel / Reflector) Slab 

 

The third example adds in an extra region to the idealized homogenous slab of the previous 

examples..  This example is modeled after a simple fuel and reflector slab example.  The length of 

each region is 0.5.  The fuel is made of the same material as given in Examples 1 and 2.  The 

reflector is a purely scattering material with 1== sσσ .  The fuel side has a specular reflection 

boundary condition imposed on it and the reflector has a vacuum boundary condition.  The 

reflector's boundary condition is perturbed by εγ1 in Eq. (14).  Table V shows the eigenvalues and 

their errors while Table VI shows the errors associated with the higher-order flux predictions. 

 

The albedo is increased up to 1.75.  At very large perturbations, the higher-order terms reduce 

the eigenvalue error from -3981% down to 6.5% and the flux error from 105.3 to 0.38.  This shows 

that in cases where the perturbations may become large for a problem, higher-order theory is needed 

to improve the accuracy. 

 

IV.D. Three Region Fuel Assembly Slab 

 

The final example attempts to model a BWR fuel assembly in one dimension based on the work 

done in Ref. 14.  The example consists of three regions, two fuel and one water.  The setup is shown 

in Fig. 1 and the cross sections are defined in Table VII. 
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The boundary condition at the external boundary of the water is perturbed.  The fuel boundary 

condition is treated as a symmetry condition (full specular reflection).  Therefore, an equivalent 

representation of this example is to see it as six regions with both water boundary conditions 

perturbed by the same amount.  Table VIII shows the results of the higher-order eigenvalue 

perturbations while Table IX shows the errors in the flux. 

 

Tables VIII and IX show much of the same information as previously seen in the other 

examples.  One of the main differences is that the higher-order perturbation terms become important 

with small changes in the perturbation factor, εγ1.  The range of the albedo changes is within 

realistic limits so this example shows us a practical case that definitely needs higher-order analysis 

to maintain accuracy. 

 

The scalar flux is plotted in Fig. 2 for εγ1 = 0.20 in the water and part of fuel 2 region.  This 

region was chosen since it shows a large enough perturbation that the results of a 5th order analysis 

can be seen.  Initially the zeroth-order solution is basically flat.  The 1st order flux shows a large 

improvement in modeling the exact scalar flux.  By 5th-order the perturbation estimate is close to 

the exact solution and could still use even higher-order to improve the accuracy if so desired.  Plots 

for lower perturbations follow the same trend, but they are not as pronounced as given in Fig. 2.   

 

 

V. DISCUSSION 
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In the previous examples, it was noted that some of the higher-order solutions had errors the 

same as or higher than some lower-order terms.  This is due to propagation of error in the 

perturbation terms.  From examining Eqs. (40) and (45), one can see that each term is a function of 

all previous lower-order terms.  So any error in the first-order terms is carried to the second-order 

terms.  The first and second-order errors are thus carried to the third-order terms and so forth.  The 

end result is the higher-order terms are overshadowed by the errors in the previous terms. 

 

We verified that propagation of error was the cause of the errors observed by directly solving 

for the higher-order flux and eigenvalue terms in Eqs. (11) – (17).  The direct solutions were more 

accurate than the solutions found by using the perturbation solutions from Eqs. (40) and (45).  The 

direct solutions showed the errors consistently getting smaller for higher-order analysis.   

 

While the direct solution should also suffer from propagation of error since each order is based 

on solutions of the pervious order, the direct solution seems to be able to go to orders very high in 

analysis before this happens. This is most likely due to the limited precision of the adjoint function, 

.  The errors most likely arise from the way the numerical methods model the Dirac delta 

function found in Eq. (33).  

*
0Ψ

 

 

VI. CLOSING REMARKS 

 

In this paper, we derived formalisms for the computation of higher-order flux and eigenvalue 

terms for a boundary condition perturbation.  Numerical implementation for the solution to the 
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adjoints was also discussed.  Four numerical examples were presented and discussed as well as the 

errors associated with the errors associated with some of the higher-order solutions. 

 

In this paper we have considered eigenvalue (criticality) problems only. It would be interesting 

to extend the method to fixed source problems in which a perturbation in the boundary condition of 

the system is of interest.  

 

In reference 8, an equivalence theory was developed to treat a perturbation in the external 

boundary of the system as a perturbation in the boundary condition of the system. This method was 

based on first-order perturbation theory. If the equivalence theory is extended to higher order then 

the method presented here can be used to determine the change in the solution due to a perturbation 

in the external boundary of the system with arbitrary accuracy.  

 

Applications of the presented methods should take into consideration the high computational 

cost of computing the adjoint function, .  One may solve for this equation by solving a fixed 

source problem once for each phase space point.  Therefore applications should treat this as a pre-

computation that needs to be solved only once and the results stored for later computations. 

*
0Ψ

 

As an example, the method presented herein may be applied to high-order homogenization 

methods as seen for the diffusion approximation in reference 11.  This would allow for the 

correction of the homogenized cross sections for the effect of neutron leakage to any order of 

accuracy facilitating the development of efficient numerical transport methods for criticality 

analysis of large systems with heterogeneous coarse-mesh grids. 
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TABLE Ia 

Comparison of Higher-Order Eigenvalue Terms for Example 1 
 

εγ1 Exact 0th-Order 1st-Order 2nd-Order 3rd-Order 4th-Order 5th-Order 
0.01 1.1812 1.1857(-0.4) 1.1812(0.0) 1.1812(0.0) 1.1812(0.0) 1.1812(0.0) 1.1812(0.0)
0.05 1.1632 1.1857(-1.9) 1.1630(0.0) 1.1631(0.0) 1.1631(0.0) 1.1631(0.0) 1.1631(0.0)
0.10 1.1409 1.1857(-3.9) 1.1403(0.1) 1.1407(0.0) 1.1408(0.0) 1.1408(0.0) 1.1408(0.0)
0.50 0.9721 1.1857(-22.0) 0.9588(1.4) 0.9692(0.3) 0.9727(-0.1) 0.9719(0.0) 0.9719(0.0)
1.00 0.7896 1.1857(-50.1) 0.7318(7.3) 0.7734(2.1) 0.8014(-1.5) 0.7894(0.0) 0.7881(0.2)

a The numbers in parenthesis are percent errors from the exact solution 
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TABLE II 
Comparison of Higher-Order Flux Errors for Example 1 

 
εγ1 0th-Order 

%RMS 
1st-Order 
%RMS 

2nd-Order 
%RMS 

3rd-Order 
%RMS 

4th-Order 
%RMS 

5th-Order 
%RMS 

0.01 5.12 0.01 0.01 0.01 0.01 0.01 
0.05 11.60 0.11 0.02 0.02 0.02 0.02 
0.10 15.79 0.30 0.03 0.03 0.03 0.03 
0.50 32.51 4.24 0.32 0.17 0.04 0.05 
1.00 50.10 15.94 2.43 1.66 0.71 0.18 
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TABLE IIIa 

Comparison of Higher-Order Eigenvalue Terms for Example 2 
 

εγ1 Exact 0th-Order 1st-Order 2nd-Order 3rd-Order 4th-Order 5th-Order 
-1.00 0.7896 0.5000(36.7) 0.7606(3.7) 0.7957(-0.8) 0.7942(-0.6) 0.7913(-0.2) 0.7905(-0.1)
-0.75 0.7130 0.5000(29.9) 0.6955(2.5) 0.7152(-0.3) 0.7146(-0.2) 0.7137(-0.1) 0.7135(-0.1)
-0.50 0.6385 0.5000(21.7) 0.6303(1.3) 0.6391(-0.1) 0.6389(-0.1) 0.6387(0.0) 0.6387(0.0)
-0.10 0.5264 0.5000(5.0) 0.5261(0.1) 0.5264(0.0) 0.5264(0.0) 0.5264(0.0) 0.5264(0.0)
-0.05 0.5131 0.5000(2.6) 0.5130(0.0) 0.5131(0.0) 0.5131(0.0) 0.5131(0.0) 0.5131(0.0)
-0.01 0.5026 0.5000(0.5) 0.5026(0.0) 0.5026(0.0) 0.5026(0.0) 0.5026(0.0) 0.5026(0.0)
0.01 0.4974 0.5000(-0.5) 0.4974(0.0) 0.4974(0.0) 0.4974(0.0) 0.4974(0.0) 0.4974(0.0)
0.05 0.4871 0.5000(-2.7) 0.4870(0.0) 0.4871(0.0) 0.4871(0.0) 0.4871(0.0) 0.4871(0.0)
0.10 0.4743 0.5000(-5.4) 0.4739(-0.1) 0.4743(0.0) 0.4743(0.0) 0.4743(0.0) 0.4743(0.0)
0.50 0.3784 0.5000(-32.1) 0.3697(2.3) 0.3785(0.0) 0.3787(-0.1) 0.3785(0.0) 0.3785(0.0)
0.75 0.3240 0.5000(-54.3) 0.3045(6.0) 0.3243(-0.1) 0.3249(-0.3) 0.3240(0.0) 0.3242(-0.1)
1.00 0.2736 0.5000(-82.7) 0.2394(12.5) 0.2745(-0.3) 0.2760(-0.9) 0.2732(0.2) 0.2740(-0.1)

a the number in parenthesis are percent errors from the exact solution 
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TABLE IV 
Comparison of Higher-Order Flux Errors for Example 2 

 
εγ1 0th-Order 

%RMS 
1st-Order 
%RMS 

2nd-Order 
%RMS 

3rd-Order 
%RMS 

4th-Order 
%RMS 

5th-Order 
%RMS 

-1.00 1413.41 182.07 16.27 16.19 8.26 4.63 
-0.75 65.89 8.34 0.65 0.43 0.25 0.18 
-0.50 27.51 2.57 0.14 0.07 0.05 0.04 
-0.10 3.75 0.08 0.00 0.00 0.00 0.00 
-0.05 1.81 0.02 0.00 0.00 0.00 0.00 
-0.01 0.35 0.00 0.00 0.00 0.00 0.00 
0.01 0.35 0.00 0.00 0.00 0.00 0.00 
0.05 1.71 0.02 0.00 0.00 0.00 0.00 
0.10 3.33 0.07 0.00 0.00 0.00 0.00 
0.50 14.18 1.65 0.15 0.02 0.01 0.01 
0.75 19.93 3.59 0.51 0.07 0.01 0.03 
1.00 25.35 6.24 1.20 0.17 0.07 0.07 
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TABLE Va 

Comparison of Higher-Order Eigenvalue Terms for Example 3 
 

εγ1 Exact 0th-Order 1st-Order 2nd-Order 3rd-Order 4th-Order 5th-Order 
0.01 0.9151 0.9185(-0.4) 0.9151(0.0) 0.9151(0.0) 0.9151(0.0) 0.9151(0.0) 0.9151(0.0)
0.05 0.9015 0.9185(-1.9) 0.9016(0.0) 0.9014(0.0) 0.9014(0.0) 0.9014(0.0) 0.9014(0.0)
0.10 0.8842 0.9185(-3.9) 0.8846(0.0) 0.8840(0.0) 0.8839(0.0) 0.8839(0.0) 0.8839(0.0)
0.15 0.8666 0.9185(-6.0) 0.8677(-0.1) 0.8662(0.0) 0.8662(0.1) 0.8661(0.1) 0.8661(0.1)
0.30 0.8114 0.9185(-13.2) 0.8168(-0.7) 0.8109(0.1) 0.8106(0.1) 0.8106(0.1) 0.8106(0.1)
0.50 0.7322 0.9185(-25.4) 0.7491(-2.3) 0.7326(-0.1) 0.7310(0.2) 0.7309(0.2) 0.7308(0.2)
0.75 0.6228 0.9185(-47.5) 0.6644(-6.7) 0.6274(-0.7) 0.6219(0.1) 0.6211(0.3) 0.6210(0.3)
1.00 0.5000 0.9185(-83.7) 0.5796(-15.9) 0.5139(-2.8) 0.5009(-0.2) 0.4984(0.3) 0.4980(0.4)
1.25 0.3612 0.9185(-154) 0.4949(-37.0) 0.3923(-8.6) 0.3668(-1.5) 0.3607(0.1) 0.3594(0.5)
1.50 0.2034 0.9185(-352) 0.4102(-102) 0.2624(-29.0) 0.2183(-7.3) 0.2058(-1.2) 0.2025(0.4)
1.75 0.0225 0.9185(-3981) 0.3255(-1346) 0.1243(-452) 0.0543(-141) 0.0311(-38.2) 0.0240(-6.5)

a the number in parenthesis are percent errors from the exact solution 
 

 25



TABLE VI 
Comparison of Higher-Order Flux Errors for Example 3 

 
εγ1 0th-Order 

%RMS 
1st-Order 
%RMS 

2nd-Order 
%RMS 

3rd-Order 
%RMS 

4th-Order 
%RMS 

5th-Order 
%RMS 

0.01 7.38 0.03 0.03 0.03 0.03 0.03 
0.05 15.52 0.08 0.07 0.07 0.07 0.07 
0.10 20.55 0.14 0.09 0.09 0.09 0.09 
0.15 23.96 0.21 0.10 0.10 0.10 0.10 
0.30 30.67 0.52 0.11 0.10 0.10 0.10 
0.50 36.74 1.03 0.12 0.09 0.09 0.09 
0.75 43.45 1.78 0.16 0.06 0.05 0.05 
1.00 51.21 2.66 0.27 0.03 0.00 0.00 
1.25 61.87 3.71 0.50 0.04 0.07 0.08 
1.50 78.11 5.06 0.93 0.10 0.16 0.19 
1.75 105.30 7.04 1.80 0.25 0.31 0.38 
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TABLE VII 

Cross Section Data for Each Material in Example 4 
 

Material σt σs
A σa νσf 

Fuel 1 0.2762 0.2478 0.0284 0.0416 
Fuel 2 0.2762 0.251 0.0252 0.034 
Water 3.45 3.45 0 0 

A Isotropic scattering is assumed. 
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TABLE VIIIa 

Comparison of Higher-Order Eigenvalue Terms for Example 4 
 

εγ1 Exact 0th-Order 1st-Order 2nd-Order 3rd-Order 4th-Order 5th-Order 
-0.20 0.8358 0.7089(15.2) 0.9199(-10.1) 0.7833(6.3) 0.8729(-4.4) 0.8144(2.6) 0.8524(-2.0)
-0.15 0.8146 0.7089(13.0) 0.8672(-6.5) 0.7903(3.0) 0.8281(-1.7) 0.8096(0.6) 0.8186(-0.5)
-0.10 0.7881 0.7089(10.1) 0.8144(-3.3) 0.7802(1.0) 0.7914(-0.4) 0.7878(0.0) 0.7890(-0.1)
-0.05 0.7541 0.7089(6.0) 0.7616(-1.0) 0.7531(0.1) 0.7545(0.0) 0.7543(0.0) 0.7543(0.0) 
-0.01 0.7191 0.7089(1.4) 0.7194(0.0) 0.7191(0.0) 0.7191(0.0) 0.7191(0.0) 0.7191(0.0) 
0.01 0.6980 0.7089(-1.6) 0.6983(-0.1) 0.6980(0.0) 0.6980(0.0) 0.6980(0.0) 0.6980(0.0) 
0.05 0.6456 0.7089(-9.8) 0.6561(-1.6) 0.6476(-0.3) 0.6462(-0.1) 0.6459(-0.1) 0.6459(0.0) 
0.10 0.5510 0.7089(-28.7) 0.6033(-9.5) 0.5692(-3.3) 0.5580(-1.3) 0.5543(-0.6) 0.5531(-0.4)
0.15 0.3943 0.7089(-79.8) 0.5506(-39.6) 0.4737(-20.1) 0.4359(-10.5) 0.4173(-5.8) 0.4083(-3.5)
0.20 0.0880 0.7089(-705) 0.4978(-466) 0.3611(-310) 0.2715(-209) 0.2130(-142) 0.1749(-98.7)
a the number in parenthesis are percent errors from the exact solution 
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TABLE IX 
Comparison of Higher-Order Flux Errors for Example 4 

 
εγ1 0th-Order 

%RMS 
1st-Order 
%RMS 

2nd-Order 
%RMS 

3rd-Order 
%RMS 

4th-Order 
%RMS 

5th-Order 
%RMS 

-0.20 17.28 10.20 5.84 3.46 1.69 1.22 
-0.15 13.06 5.78 2.33 1.15 0.34 0.29 
-0.10 8.85 2.61 0.68 0.26 0.01 0.07 
-0.05 4.53 0.67 0.08 0.03 0.01 0.02 
-0.01 0.93 0.03 0.00 0.00 0.00 0.00 
0.01 0.95 0.03 0.00 0.00 0.00 0.00 
0.05 4.98 0.73 0.13 0.04 0.03 0.03 
0.10 10.87 3.18 1.00 0.37 0.20 0.15 
0.15 18.84 8.23 3.72 1.80 0.99 0.65 
0.20 32.85 18.97 11.13 6.71 4.23 2.86 
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Fig. 1. Material Layout for Example 4 

Fig. 2. Scalar Flux Plot for εγ1 = 0.20 for Example 4 
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