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edge-fit (bright thin lines) to map the location of tho 
bright band (bright diffuse region) obtained in a 
lated shadowgraph image from DT ice in a ta t cap- 
sule. Shadowgraphy is the primary technique currently 
in use to determine the roughness of the fuel ice layer 
in transparent shells. The edge-fit (upper figure) intro- 
duces significantly more noise into the modal analysis 
of the bright band as compared to the Gaussian-fit a 
therefore does not give an accurate representation of- 
the ice roughness. The lower-right figire shows a Nova 
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scalelength, high-density, and high-temperature plas- 
ma. This type of target provided a vast range of 
important atomic physics and plasma physics inforn id- 
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(late) C EGA laser beams are interacting with the wall 
plasma. 1 he deviation of the x-ray spots from the origi- 
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motion. The rippling, satin-like background (p. 24) is a 
simulated transmission interferogram of a two-dime 
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FOREWORD 

This first issue of the ICF Semiannual Report contains articles whose diverse subjects 
attest to the broad technical and scientific challenges that are at the forefront of the ICF 
program at LLNL. 

The first article describes the progress being made at solving the surface roughness 
problem on capsule mandrels. All NIF capsule options, except machined beryllium, 
require a mandrel upon which the ablator is deposited. This mandrel sets the baseline 
sphericity of the final capsule. Problems involving defects in the mandrel have been over- 
come using various techniques so that 2-mm-size mandrels can now be made that meet 
the NIF design specification. 

The second article validates and provides a detailed numerical investigation of the 
shadowgraph technique currently used to diagnose the surface roughness of a fuel ice 
layer inside of a transparent capsule. It is crucial for the success of the indirect-drive igni- 
tion targets that the techniques used to characterize ice-surface roughness be well under- 
stood. This study identifies methods for analyzing the bright band that give an accurate 
measure of the ice-surface roughness. 

The third article describes a series of realistic laser and target modifications that can 
lead to 3-4 times more energy coupling and 10 times greater yield from a NIF indirect- 
drive ignition target. Target modifications include using various mixtures of rare-earth 
and other high-Z metals as hohlraum wall material and adjusting the laser-entrance-hole 
size and the case-to-capsule size ratio. Each option is numerically examined separately 
and together. 

The fourth article reviews how detailed x-ray and Thomson scattering measurements 
from a high-density and high-temperature gasbag plasma are used to test spectroscopic 
modeling techniques. There is good agreement between the model and experimental 
dielectronic capture satellite intensities. However, improvements are required in the 
modeling of inner shell collisionally populated satellite states. These improvements can 
have important implications for the interpretation of inertial confinement fusion capsule 
implosions. 

The fifth article reports on experiments using the OMEGA laser that investigate sym- 
metry control in hohlraums. The experiments explore a control method where different 
pointings are used for different groups of beams and the beams are staggered in time. 
This gives a dynamic beam pointing adjustment during the laser pulse. Measurements of 
the capsule symmetry show agreement with simulations and show the ability to control 
low-mode drive asymmetries. 

The sixth article reports on the observation of an intense high-energy proton beam 
produced by irradiating a thin-foil target with the petawatt laser. This experiment is 
important for understanding new mechanisms of ion acceleration using high-intensity 
short-pulse lasers. Proton beams of the type observed here could be of interest for appli- 
cations ranging from medicine to fast ignition. 
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capsule options except machined Be 

require a mandrel upon which the ablator 
is deposited. This mandrel, a thin-walled 
plastic shell, sets the baseline sphericity of 
the final capsule, especially over the low 
modes. Subsequent ablator coating opera- 
tions may degrade the capsule surface 
finish and are unlikely to improve it. For 
Nova capsules, the mandrels were histori- 
cally -0.5-mm-ldiam polystyrene thin- 
walled microshells produced by solution 
droptower rneth0ds.l However, these 
methods are lirnited to shell sizes of less 
than 1-mm diameter. In 1997, Lawrence 
Livermore National Laboratory and 
General Atomics began to explore the use 
of microencapsulation techniques to pro- 

duce NIF-scale capsule mandrels. These 
techniques had been largely developed for 
inertial confinement fusion (ICF) capsule 
fabrication by researchers at Osaka 
University for small polystyrene shells;2 
however, the techniques were easily 
extended to produce shells with 2-mm 
diameters needed for the NIF. At issue was 
whether the required symmetry and 
sphericity could be achieved. The NIF cap- 
sule design sphericity specifications are 
essentially taken from the best sphericities 
achieved for Nova  capsule^.^ Not only are 
the techniques to be used different, but the 
capsules are to be four times larger. 

The basic microencapsulation process 
(see Figure 1) involves encapsulating a 
water droplet with a nonaqueous polymer 
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FIGURE 1. Cartoon of 
microencapsulation 
process. 
(N1F-0401-02076pb01) 

'General Atomics 

UCRL-LR-105821-00-1 



THE DEVELOPMENT OF PLASTIC MANDRELS FOR NIP TARGETS 

solution and suspending this encapsulated 
droplet in a stirred aqueous bath. During 
a multihour curing phase, the organic 
solvent slowly dissipates into the bath, 
leaving a solid polymer shell filled with 
water, which can be removed by slow air 
drying. Shells in the 2-mm-diam (or larg- 
er) size could be easily prepared; however, 
the quality of these shells did not satisfy 
the NIF specifications. 

Figure 2 illustrates in cartoon fashion 
the types of defects, their manifestation in 
example atomic force microscope (AFM) 
equatorial traces of the shell, and the 
related effect on the surface power spec- 
tra.4 First, shells had significant wall 
thickness variation, a nonconcentricity 
(NC) or P,  defect that does not manifest 
itself in AFM traces, but which can affect 

subsequent fabrication steps, as well as a 
large mode-2 out-of-round. These lowest- 
mode asymmetries were thought to origi- 
nate in the basic hydrodynamics of the 
curing process, coupled with density dif- 
ferences between the bath, oil phase, and 
inner water phase. Second, the mandrel 
surface also had significant amplitude in 
modes 10 to 50 (defects on length scales 
of 100s of microns). Wall thickness mea- 
surements generally showed these repre- 
sented "ripples" in the wall rather than 
thickness variations. It was suspected 
that these defects had multiple causes: 
collisions of the mandrels with each other 
and/or the bath stirring device, surface 
distortions caused by large vacuoles 
(voids) within the mandrel wall, and 
some kind of modulated stress resulting 
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FIGURE 2. Shown at the top are exaggerated drawings of microencapsulated shell defects: (a) mode-1 wall thickness 
variation, (b) mode-2 out-of-round, (c) middle-mode roughness, and (d) high-frequency roughness due to surface 
debris and surface or near-surface vacuoles. Below left are example AFM SphereMapper traces (three parallel traces 
40 pm apart). For a NIF shell, 1 degree represents about 17.5 pm of a surface trace.Thus the prominent features at 
about 75,145,210,and 290 degrees are"bumps"that are 0.2 to 0.4 pm high and 100s of pm wide.These give rise to the 
power over modes 10 to 50 in the power spectrum on the right.The features in the traces that appear as"narrow 
spikes"are due either to surface debris or surface vacuoles and are responsible for the high-frequency power. 
(NIF-0401-02077pb01) 
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in shell wall buckling. Third, the shell 
surface had a rather high amplitude in 
modes >loo. These high-frequency 
defects were due in part to surface debris 
and the presence of small-diam vacuoles 
in the polymer wall, some of which dis- 
rupted the surface. 

In this article, we describe how these 
problems were overcome or at least 
reduced, so that we are now able to pro- 
duce 2-mm mandrels that are beginning to 
meet the design specifications. Our objec- 
tive is not to provide detailed procedures, 
but rather to discuss the scientific basis of 
the approaches we have taken and to doc- 
ument their effectiveness in meeting our 
objectives. In the final section, we summa- 
rize the current mandrel status. 

capsulation 

The initial microencapsulated droplets 
are prepared using a triple orifice droplet 
generat~r .~.~ As schematically shown in 
Figure 1, the innermost orifice that deliv- 
ers pure water is inside a larger orifice that 
delivers a nonaqueous polymer solution 
resulting in the encapsulation of the inner 
droplet. This compound droplet is then 
stripped off the orifice by an outer aque- 
ous flow that carries it into an aqueous 
bath. The compound droplet size is con- 
trolled by the rate of this flow and the ori- 
fice dimensions, while the relative 
amounts of inner water and oil phases, 
which determine the wall thickness, are 
precisely controlled by syringe pumps. 
NIF-scale shells can be generated at a rate 
of about 2.5 s-ll and though metastable, 
are remarkably robust. They can, for 
instance, be squeezed down a tube whose 
inner diameter is -20% smaller than the 
shell outside diameter (OD) without loss 
of the inner water phase. The typical batch 
size is about 3000 shells, and the variation 
in final diameter (-2000 pm) and wall 
thickness (-15 pm) within a batch is less 
than 0.5% and 3%, respectively. The poly- 
mer used in OUT work is poly(a-methyl- 
styrene) (PaMS); its structure is shown in 
Figure 3. The polymer has a very narrow 

FIGURE 3. PctMS 
structure. CH3 

I 

l 
.'. f CH, - C y;. Mw E 400,000 (NIF-0401-02078pb01) 

molecular weight distribution centered at 
about 400,000. PaMS is used because it 
can be thermally decomposed to gaseous 
products at 300°C, a step in subsequent 
capsule preparati~n.~ The polymer is dis- 
solved in fluorobenzene, a solvent picked 
primarily for its reasonably close density 
match Cp(25"C) = 1.024 g/cm3] to the 
aqueous media. The aqueous bath and 
stripping fluid must contain a "protective 
colloid" to prevent interaction and 
agglomeration of the compound droplets. 
This has typically been about 2 wt% 
poly(viny1 alcohol) (PVA), but for reasons 
that will be discussed later, we currently 
use poly(acry1ic acid) ( P a )  at a much 
lower concentration. 

pound fluid shells must be agitated for 
some period of time to center the inner 
aqueous droplet in the oil shell. The exact 
mechanism of this centering is not well 
understood, but Norimatsu8 has shown in 
model calculations that fluid droplet 
deformation causes core centering. 
Experimentally, we have found that cen- 
tering can be achieved rapidly with vari- 
ous bath agitation methods. Initially, we 
used a simple open beaker with a stir pro- 
peller, but have since moved to a rotating 
drum device as pictured in Figure 4. This 
approach tumbles the shells very effective- 
ly, but at the same time more gently, giv- 
ing higher batch yields of mandrels with 
very uniform walls and also allows us to 
easily control the rate of solvent loss from 
the fluid shells; that latter feature has 
important consequences as described later. 

When the shells have cured, the interior 
water phase must be removed. Shells are 
put in 25% ethyl alcohol solution to create 
an osmotic pressure and diffuse some of 
the water out of the interior water phase. 
This water removal puts a compressive 
stress on the shell that will increase until 

Following droplet generation, the com- 
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FIGURE 4. Shown is the 
temperature-controlled 
rotating drum curing 
device. A flow of N, gas 
partially saturated with 
fluorobenzene vapor con- 
trols the rate of curing. 
(N1F-0401-02079pbOl) 

Flow meter Flow fluorobenzene 
saturated N, cas 9 I -  

1 l a  
- 

Rotation motor 

the shell buckles or a gas bubble nucleates 
in the interior water phase and relieves the 
pressure. After two or three days, we must 
nucleate the gas bubble with an ultrasonic 
bath to avoid the cracking or collapse of 
thin wall (<20 pm) shells; thick-wall shells 
are strong enough to nucleate a bubble on 
their own. Once bubbles have formed in 
the shells, they are put in a vacuum oven 
at low temperature to remove the rest of 
the interior water phase. At room temper- 
ature, that can take 5 to 7 weeks. 

- 
'Curingshells f I 
in rotating drum 

Fluorobenzene 
in bubbling trap 

Theoretical Con& 
Below is a review of some of the rele- 

vant modeling results that have formed 
the framework for our experimental work. 
The model used was initially a simple 
homogeneous fluid droplet suspended in 
a second immiscible fluid? though more 
detailed consideration of the compound 
droplet has also been undertaken, both at 
LLNLlO and elsewhere.8 For the homoge- 
neous droplet, the only force promoting 
sphericity is due to the interfacial tension 
y. The distorting forces examined included 
(a) deformation due to a density mismatch 
between the droplet and the supporting 

bath and (b) deformation due to hydrody- 
namic interaction between the bath fluid 
and the droplet. For the first case one can 
show that maximum out-of-round 
(MOOR), equal to the difference between 
the maximum and minimum droplet 
diameters, is given by 

5gr3AP MOOR G - , 
4Y 

where g is the acceleration of gravity, r the 
droplet radius, and Ap is the density dif- 
ference between the droplet and support- 
ing fluid. This calculation, which assumes 
an ellipsoidal deformation, was done for a 
droplet sitting on a surface, but is also 
accurate for situations in which the 
droplet deformation is more rapid than 
translational droplet motion. As an exam- 
ple of the effects of hydrodynamic interac- 
tions, the case of the fluid droplet in a 
linear shear gives 

8pGr2 MOOR G -, 
Y 

where p is the bath viscosity and G is the 
linear shear field experienced by the 
droplet, related to both the method and 
intensity of the bath agitation method. In 
both examples note the greater-than-linear 
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dependence on the droplet size and that 
the distortion scales with l/y. It is clear 
from these simple models that good densi- 
ty matching (low Ap), attention to bath 
agitation, and maximization of the interfa- 
cial tension y are critical to minimizing 
MOOR. 

Density Matching 
Our initial studies showed us that the 

basic mode-2 out-of-round was sensitive to 
the density match of the bath to the com- 
pound droplet (inner water core plus oil 
phase), consistent with Eq. 1. Careful mea- 
surements of the density of fluorobenzene 
solutions of PaMS as a function of tempera- 
ture and concentration were made to deter- 
mine the optirnal density matching 
conditions, at least at the time of droplet 
generation. Since the thermal expansion 
coefficient of fluorobenzene is greater than 
water, it was possible to use temperature to 
adjust the density of the compound droplet 
to that of the bath density. However, the 
density of the compound drop is time 
dependent due to the continuous loss of the 
fluorobenzene during cure. Careful model- 
ing calculations showed that the variation 
in compound d.roplet density would be lim- 
ited to a few thousandths of a g/cm3,6 
probably about as good as our absolute con- 
trol given small variations in the droplet to 
droplet size and wall thickness. 

Application of these density-matching 
controls and more gentle bath agitation 
techniques certainly improved the quality 
of our shells, but still left us somewhat 
above the specification we were trying to 
meet. Specifically, the mode-2 out-of-round 
was still a few microns in the best shells, 
somewhat larger than the desired one 
micron. In addition, middle-mode rough- 
ness was still high, with shells generally 
showing a clear bump in the power cen- 
tered at modes 10 to 20, and vacuoles near 
the surface as well as surface debris were 
still causing significant high-frequency 
roughness. The ultimate solution to the 
mode-2 problem is detailed in the next sec- 
tion; the middle- and higher-mode prob- 
lems are discussed in the sections 
“Solutions to the Mode-10 to -50 Bump 
Problem” and ”Solutions to the High- 
Frequency Roughness” that follow. 

Interfacial Tension 
It was clear that an additional handle to 

control the mode-2 out-of-round was to 
increase the interfacial tension y. We began 
by considering other organic solvents for 
the oil phase? but the requirements for 
density matching, water insolubility, and 
polymer solubility drastically limited our 
choices, and we determined there was not 
much to gain by this approach. Thus, 
effort was focused on modification of the 
aqueous bath phase. 

As noted above, PVA has historically 
been used as the protective colloid addi- 
tive to the bath. PVA acts as an entropical- 
ly driven steric stabilizer, resisting the 
approach of two encapsulated droplet sur- 
faces because of the entropic consequences 
of deforming the PVA random coils in the 
aqueous phase between them. This action, 
however, is independent of the effect that 
PVA or any other polymeric stabilizer 
might have on the oil/aqueous interfacial 
tension. A typical value of the interfacial 
tension between a pure nonpolar organic 
fluid such as benzene and pure water is 
about 35 dynes/cm, about half the value 
of pure water against air. Interfacial ten- 
sion measurements showed that our rela- 
tively impure systems (fluorobenzene 
containing PaMS vs water containing 
PVA) had an interfacial tension about 
twenty times less (Table 1). 

lar weight PAA is an equally effective 
protective colloid, while significantly 
increasing the droplet/ba& interfacial 
tension. The differences between PAA and 
PVA with respect to interfacial tension 
were clearly demonstrated in a series of 
experiments based on homogeneous 

We have discovered that high molecu- 

TABLE 1. Interfacial tension measurements by droplet deformation of 2.5-mm- 
diam PcrMS/fluorobenzene drops in various aqueous solutions. Measurements 
made at 45”C.11 

Additive wt% A diam (pm) Ap (g/m3) Y (dyne/cm) 

None (0) 165 0.02s 3.0 
PVA 2 221 0.016 1.7 
PAA 0.025 17 0.021 30. 
PAA 0.00625 29 0.02s 1 7. 
PAA 0.00156 18 0.021 28. 
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droplet deformation.ll Droplets 2.5 mm 
diam of 15 wt% PaMS in fluorobenzene 
were placed on a flat glass support in 
an aqueous bath containing pure water, 
2 wt% PVA, or PAA at a variety of concen- 
trations as shown in Table 1. The droplet 
shape was recorded photographically, and 
from this image the horizontal and vertical 
drop diameters were measured. Eq. 1 was 
then used to evaluate the value of the 
interfacial tension y using independently 
measured values of the fluid densities.6 
This method is a rough approximation to 
the sessile drop method of determining 
interfacial tension,12 and is adequate to 
demonstrate the marked difference 
between PVA and PAA solutions. We find 
that the interfacial tension of the oil/PAA 
system is a factor of 10 or more higher 
than that of the oil/PVA system, in fact 
near to the expected value for a pure non- 
polar solvent against water. 

The structures of PVA and PAA are 
shown in Figure 5a. The effectiveness of 
PAA as a protective colloid at very low 
concentrations (0.01 to 0.05 wt%) may be 
due in large part to the very high molecu- 
lar weight, but the polymer molecular 
weight should have little effect on the 
interfacial tension. The differences may be 
due to the weak ionic character of PAA (in 
contradistinction to PVA) in aqueous 
media (Figure 5b). This polyelectrolyte 
character leads to strong interactions 
between the macromolecules in solution, 
with the result that for concentrations at or 
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FIGURE 5. (a) Structures of PVA and PAA. (b) Partial ionization of PAA. 
(N I F-040 1 -02080pb0 1) 

above 0.05 wt%, the quiescent solution 
forms a thixotropic gel. Another manifes- 
tation of this strong interaction is in mea- 
surements of solution viscosity as shown 
in Figure 6. We have found that microen- 
capsulated shells can only be produced at 
a bath viscosity of less than about 10 to 
20 cP (PAA concentrations no greater than 
0.05 wt%); at higher viscosity the shear 
from mixing causes the encapsulated 
droplet to lose its inner aqueous core. 

fests itself in the microencapsulation pro- 
cess in shells with distinctly reduced 
mode-2 out-of-rounds as illustrated in 
Figure 7, where we show in histogram 
form the best PVA and PAA batch results. 
Also shown is the nonconcentricity (NC), 
which also shows a significant improve- 
ment. Figure 7 also demonstrates the sig- 
nificant increase in consistency made 
possible by the use of PAA. 

The increase in interfacial tension mani- 

Almost all microencapsulation PaMS 
shells regardless of size have had a 
prominent peak or shoulder in the power 
spectrum near modes 10 to 20, often 2 to 3 
orders of magnitude higher than the NIF 
specification. Frequently, this defect can be 
seen clearly as oscillations in the AFM 
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FIGURE 6. Viscosity of PAA and PVA as a function of poly- 
mer concentration. (NIF-0401-02081pb01) 
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2 wt% PVA 0.05 Wt% PAA 
Batch numbers 

equatorial traces with amplitudes of 100s 
of nm and wavelengths of -500 p m ~  
Simultaneous wall thickness measure- 
ments usually show that the largest com- 
ponent of the defect is a wall "wrinkle" 
rather than a thickness variation. Since 
power in modes between 10 and 50 is the 
major driver of Rayleigh-Taylor instabili- 
ty in the implosion, it was essential to 
identify the origin of the defect and elimi- 
nate its presence. 

There have been multiple hypotheses 
for the origin of this mode-10 to -20 
power, among them buckling due to 
osmotic stress during the curing13 or due 
to unspecified shrinking stresses in the 
drying (the focus on stress being motivat- 
ed by the very long wavelength nature of 
the defect and the view that this was the 
product of some global rather than local 
cause). We now believe that the seeds of 
this low-mode structure are set by convec- 
tion cells that form in the fluid shell wall 
during the curing phase. The existence of 
convection cells is well known in the dry- 
ing of thin flat films. This phenomenon is 
called Marangoni convection and is driven 
by surface tension gradients at the surface 
of the film.14 These gradients can be gen- 
erated by temperature (heat flow) or con- 
centration (mass flow) differences. In our 
situation, we have a variation of surface 
tension with polymer concentration. This 
convection is ainalogous to Rayleigh con- 
vection in thicker films, where density gra- 
dients due to temperature are the source.15 

Marangoni convection for heat transfer 
has been studied in thin flat films for 

FIGURE 7. Histogram pic- 
ture of OOR (black) and 
NC (gray) for 6 batches 
each of PVA and PAA pro- 
cessed shells. 
(NIF-0401-02082pb01) 
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many years, but application of these prin- 
ciples to the drying of spherical shells is 
new. Two important results can be 
derived.16 First, the theory yields the con- 
ditions under which Marangoni convec- 
tion is "turned on," namely that the 
Marangoni number M be greater than 
some critical value Me The Marangoni 
number for our situation of a shell losing 
solvent from its outer wall is defined as 

ACw(dy / dC) 
rlD 

M =  , 

where AC is the difference in polymer con- 
centration C from the inside to the outside 
of the fluid wall of thickness w, (dy/dC) is 
the change of the outer surface interfacial 
tension with respect to polymer concentra- 
tion, q is the oil phase viscosity, and D is 
the diffusivity of fluorobenzene in the oil 
phase. Second, the theory allows the pre- 
diction of the spherical harmonic mode 
that should characterize the lateral length 
scale of the convection cells. In a flat film 
there is only one characteristic length, the 
thickness of the film, and this determines 
both the critical Marangoni number and 
the dimension of the convection cell. 
However, for a spherical shell,17 there are 
two length scales of interest, the thickness 
of the oil phase wall w and the circumfer- 
ence 2 7 ~ ~  of the oil phase shell. These two 
length scales give rise to a set of solutions 
of the hydrodynamic equations, each solu- 
tion corresponding to a different spherical 
harmonic mode 2 characterizing the relative 
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size of the convection cells. However, for 
each mode, there is a unique critical 
Marangoni number. Thus, the physically 
observed I mode will be the one that gives 
the minimum critical Marangoni number. 
Using our best estimates for our experi- 
mental process parameters, we find that 
this mode is approximately given by 

(4) 

Thus the characteristic size of the 
observed convection cell is very close to 
four times the initial film thickness w. 
The value of r/w is dependent only on the 
ratio of the inner water and oil phase flow 
rates, and we find for typical encapsula- 
tion conditions that the predicted mode 
based upon the initial encapsulation 
conditions is between 8 and 17, consis- 
tent with the experimental results we 
have seen. 

These shells are not in steady state but 
rather are continually changing during 
cure. As the solvent is removed, the inter- 
facial tension and probably also its gradi- 
ent are changing, the wall thickness is 
decreasing, the viscosity is dramatically 
increasing, and the diffusivity of fluo- 
robenzene probably decreasing. Thus, 
primarily because of the decrease in w 
and increase in y, the Marangoni number 
for the shell is decreasing during curing. 
Assuming M starts off above MC, at some 
time later its value drops below the criti- 
cal value and convection stops. If the oil 
phase shell is too viscous at this point to 
"relax out" distortions caused by the con- 
vection cells, their imprint will remain in 
the final dry shell. Experimentally, we 
find that the mode structure we see corre- 
sponds roughly with the compound 
droplet conditions at the time when the 
droplet is initially formed, when the con- 
vection is easiest due to low viscosity, 
rather than at some later time when M is 
still greater than Mc, but the calculated 
lob has changed due primarily to the 
thinning wall. The failure of the shell con- 
vection cells to "adjust" to the changing 
geometry by decreasing their size (and 
simultaneously increasing their number) 
is possibly due to an activation barrier. 

Although we do not have quantitative 
values for many of the relevant terms, the 
functional relationships developed clearly 
point to processing changes that can 
decrease M and thus potentially shut off 
Marangoni convection while the shell is 
still fluid enough to relax, or perhaps pre- 
vent it entirely. As described below, the 
easiest parameters to control are the poly- 
mer concentration difference across the 
wall AC and the initial wall thickness w. 

We can decrease AC by slowing the 
removal of fluorobenzene during curing. 
Control of the rate of fluorobenzene 
removal is achieved by providing a flow 
of nearly saturated fluorobenzene vapor to 
the space above the curing bath as shown 
in Figure 4. In principle, the level of satu- 
ration can be controlled exactly; however, 
in the experiments described here, we 
have simply bubbled the N2 flow through 
a tube containing fluorobenzene at the 
same temperature as the bath. As shown 
in Figure 8, we find that 2-mm OD shells 
cured in one day (without a fluorobenzene 
vapor flow) show a substantial mode-10 
feature compared to shells in which the 
curing was extended to four days using 
fluorobenzene vapor. By extending the 
drying, we have decreased AC and pre- 
sumably dropped the shell Marangoni 
number below the critical value, eliminat- 
ing convection, either from the time of 
compound droplet formation or while the 
oil layer was still fluid enough to relax. 

Decreasing w also dramatically decreas- 
es the mode-10 power. Thinner-walled 
shells can be made by starting with more 
dilute polymer in the oil phase and/or by 
encapsulating with a thinner initial oil 
phase layer. The latter is preferable from 
the point of view of minimizing the initial 
shell M value, hopefully to a value below 
M c  so that convection is not turned on. 
However, the use of more dilute solution 
is often necessary for the formation of sta- 
ble initial compound droplets by the 
droplet generator. In these cases, the initial 
value of M may, in fact, be greater due to 
the lower viscosity of the oil phase; how- 
ever, we believe M drops below M c  while 
the shell is still fluid enough to relax away 
the convection cell imprint. To demonstrate 
the effect of decreasing w, in Figure 9 we 
plot the observed mode-10 power for 
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individual shells as a function of the final 
dry shell wall thickness for a set of 950- 
pm-diam shells all made with 8 wt% 
PaMS in fluorobenzene. For these shells, 
the variation in wall thickness was con- 
trolled by varying the relative oil to inner 
core water flow rates. Although shell-to- 
shell results vary significantly, the mode- 
10 power clearly increases dramatically 
(note log scale) with thicker-walled shells. 

These recent experiments, though quali- 
tative in nature, demonstrate that we have 
identified Marangoni convection as the 
controlling mechanism that leads to the 
mode-10 to -201 power seen on previously 
fabricated mandrels. Further, we have 
shown that by process control of slowing 
the curing process and/or reducing w, we 
can either prevent the onset of Marangoni 
convection or insure that it txrns off while 
the shell is still fluid enough to relax. 

Vacaaoles 
Polymer shells made by microencapsu- 

lation have historically had a problem 
with vacuoles. The vacuoles are present 
as a dispersion. of voids or bubbles in the 
final shell wall with diameters up to 
several microns. They affect the high- 
frequency surface finish by either 

cb) 

Fast curing 

-2000 
0 60 120 180 240 300 360 

Angle 

perturbing the surface if they lie close to 
it or by creating small “pits” if they break 
through the surface as the shell dries. 
These very-high-frequency defects are 
then amplified in subsequent coating 
operations to produce unacceptably 
rough surfaces. 

It had long been understood that the 
vacuoles were caused by phase separation 
of water in the oil phase wall during the 
curing step. However, the specific mecha- 
nism of this phase separation was 
unknown. Initially, it was thought that 
when the concentration of polymer 
increased as the organic solvent dissipated 

950-pm-diam shells 

3 

1 

1 
3 

a ”  

5 10 15 20 25 

Dry shell wall thickness (pm) 

FIGURE 8. (a) Power spec- 
tra for two shells are 
shown,the light gray data 
for a shell cured rapidly in 
one day, the dark gray data 
for a shell cured more 
slowly over four days. 
(b) Examples of AFM traces 
taken from the two shells 
clearly show a dramatic 
difference in long-length 
scale surface oscillations. 
(NIF-0401-02083pb01) 

FIGURE 9. Shown are 
measurements of 
mode-10 power as a 
function of final shell wall 
thickness for a number of 
950-hm-diam shells. Wall 
thickness was controlled 
by varying the relative 
oil to inner core water 
flow rates. 
(NIF-0401-02084pb01) 
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into the bath, the solubility of water in the 
oil phase wall would decrease, resulting in 
supersaturation. Modeling of this process 
demonstrated that this was the case; 
however, the predicted degree of super- 
saturation was very low, effectively pre- 
cluding homogeneous nucleation and 
suggesting that heterogeneous nucleation 
promoted by particulate or ionic impuri- 
ties was responsible for vacuole forma- 
tion? Subsequent to this modeling work, 
it was discovered that the addition of 
inorganic salts to the aqueous bath would 
suppress vacuole formation, presumably 
by lowering the water activity in the bath 
relative to possible water droplets in the 
oil phase.19 It was also observed that 
water droplets would spontaneously 
form in a fluorobenzene solution of 
PaMS when placed in contact with water, 
indicating that supersaturation caused by 
solvent removal was unnecessary and 
supporting the concept of the presence of 
a hydrophilic impurity in the organic 
phase driving aqueous droplet formation. 
Further analysis showed that the PaMS 
contained 20 to 50 parts per million lithi- 
um salts, a residue from the butyl lithium 
initiator used to prepare the polymer 
from monomer. Removal of this ionic 
impurity by multiple reprecipitations 
now allows us to produce nearly vacuole- 
free shells without the use of inorganic 
salts in the bath. There remain a variable 
but small number of generally larger 
vacuoles that seem to have different 
origins-their elimination is the subject 
of ongoing efforts. 

Surface Debris 
The presence of small amounts of sur- 

face debris on the mandrels is problemat- 
ic. Although a 1-pm piece of dust on the 
surface may be thought to add roughness 
to the shell surface power spectrum at 
only very high frequency, subsequent 
coating operations can lead to a signifi- 
cant broadening of the bump resulting in 
unacceptable dome formation.20 Thus, 
cleanliness is of extreme importance. Not 
only are all solutions carefully filtered, 
but the entire fabrication operation is 
conducted in a Class-100 clean-room 

environment. With these techniques and 
the use of PVA as the bath protective 
colloid, we have been able to produce 
shells essentially free of surface debris. 

However, as discussed previously, the 
interfacial tension benefits of using very 
high molecular weight PAA as the bath 
additive are significant. Unfortunately, 
we have found that shells produced in 
these baths have what appears to be 
areas of thinly deposited PAA on their 
surfaces. In general, these deposits have 
only a very minor effect on the bare shell 
power spectra, but are manifest more 
seriously in subsequent coatings. 

We are currently developing tech- 
niques to remove these deposits. Our ini- 
tial attempt involves making use of the 
highly functionalized PAA structure. 
When used in the baths, PAA is dis- 
solved into pure water, thus it is only 
weakly ionized (Figure 5). However, in 
the presence of base, the molecule 
becomes a completely ionized polyelec- 
trolyte, and because of this, its chain con- 
formation changes radically.21 Likewise, 
it can be completely protonated by treat- 
ment with acid. In initial experiments, 
we have used washes with acid and base 
to loosen and remove PAA from fully 
cured shell surfaces, expecting that the 
changes in chain conformation will facili- 
tate the process. Some success has been 
achieved, as is shown in Figure 10. 
Shown on the left are both Sphere- 
Mapper traces and an AFM patch scan of 
a PaMS shell that was produced in a 
PAA bath and rinsed only with water 
before drying. Note the high-frequency 
roughness in the traces as well as the 
mottled appearance of the patch scan. 
On the right is a shell from the same 
batch that was also rinsed with dilute 
NaOH (2%), rinsed again with water, 
and then rinsed with dilute HC1 (0.5%) 
followed by a final rinse with water. The 
trace profiles are clearly improved, and 
the patch scan shows significantly 
reduced deposits. However, capsules 
made from these washed PaMS man- 
drels are still too rough to meet our 
requirements, so development of tech- 
niques to prevent or remove these 
deposits is an ongoing activity. 
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Current Status 

In the course of solving the surface 
roughness problems, we have substantial- 
ly modified the mandrel production pro- 
cess, making use of our understanding Qf 
the important materials and processing 
parameters. Part of the solution involved 
new chemical interactions and mechani- 
cal processes, and part was due to better 
materials and processing control. Clearly, 
all aspects of the process are interrelated, 
and in some cases, the solutions to one 
problem have had consequences for 
another. 

In Figure 11, we show five power 
spectra from representative 2-mm PaMS 
shells. Clearly, we are at or below the 
final capsule design requirements. 
However, as noted at the beginning of 
this article, these are just the initial man- 
drels, and one must be concerned with 
subsequent coating operations. Of partic- 
ular importance is the PAA deposit 
roughness described above, which is 
spread over the high-frequency modes. 

(a) 105 

104 Average of 5 shells 
NIF capsule ignition 
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FIGURE 1 ().Three parallel 
AFM SphereMapper traces 
40 pm apart [top, (a) and 
(b)] and AFM patch scans 
(bottom) of a PcrMS man- 
drel cured in a PAA soh- 
tion (c) as-dried and (d) 
after washing in dilute 
NaOH and HCI solutions. 
(NIF-0401-02085pbOl) 

FIGURE 1 1. (a) Shown are 
power spectra for five of 
the best shells from recent 
batches.The very light 
gray line in the power 
spectrum graph is the 
average of the five-shell 
power spectra; it is at or 
below the final capsule 
design specification 
(shown in black). (b) A rep- 
resentative trace from 
each of the shells is 
shown.Visible on these 
traces is evidence of PAA 
surface contamination. 
(MIF-0401-02086pb01) 
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We have found that coatings on these 
shells produce lower-frequency power in 
the critical central part of the spectrum, 
and for this reason, this is our primary 
concern at this time. 
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Tgnition of thermonuclear burn in iner- 
Atial confinement fusion (ICF) experi- 
mentsl will require extremely precise 
control of many laser and target parame- 
ters. The type of target currently envi- 
sioned for ignition experiments at the 
National Ignition Facility (NIF) has a 
frozen deuterium-tritium (DT) ice layer 
adhering to the inner surface of an ablator 
shell, and the specifications for the inner 
surface quality of this ice layer are 
extremely demand i r~g .~~~  To achieve igni- 
tion on NIT, the DT ice layer must be well- 
characterized. In some target designs, the 
ablator shell is transparent to visible light, 
greatly facilitating ice-surface characteriza- 
tion, while in other designs, the ablator 
shell is opaque. Formation of suitably 
smooth ice layers in opaque shells will 
probably rely Jieavily on the experience 
gained from the characterization of ice lay- 
ers in transparent shells. Optical character- 

ization of ice layers in transparent shells 
will, therefore, be critical to achieving igni- 
tion on NIF, and reliable diagnostics are 
required. 

tic of DT ice-surface quality in spherical 
shells is backlit ~hadowgraphy,~ and the 
geometry of this technique is shown in 
Figure 1. In this technique, light that is 
totally internally reflected from the inner 
ice surface is imaged in transmission as a 
bright band, and the power spectrum of 
the radial variations of the bright-band 
position is assumed to be equal to the 
power spectrum of the ice-surface radial 
profile in the great-circle plane perpendic- 
ular to the shadowgraph optical axis. The 
square of the rms surface roughness is 
then inferred by summing the mode coeffi- 
cients of the bright-band power spectrum. 

The details of how the bright band 
maps to the inner ice surface are complex 

Currently, the primary optical diagnos- 

Object plane Image plane Intensity 

/ Shadowgraph lineout 
Shell 

Bright band 

FIGURE 1. Schematic of 
backlit shadowgraphy, 
illustrating how light total- 
ly internally reflected from 
the inner ice surface forms 
a bright band in transmis- 
sion. Other ray groups 
form weaker inner hands 
near the bright band; 
these inner bands appear 
concentric and nearly cir- 
cular when the ice surface 
is very smooth. 
!NIF-0401-02035pb01) 
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and depend on many factors. Earlier ray- 
tracing work examined the behavior of 
the bright-band position in the presence 
of localized surface imperfections and 
found that the correlation depends on the 
height and curvature of the imperfe~tion.~ 
In general, a first-principles mathematical 
analysis is intractable, and ray tracing uti- 
lizing localized surface imperfections does 
not obviously illuminate the general case 
of many coupled surface modes. In the 
present work, we therefore take a differ- 
ent approach; we ignore the details of 
how the local bright-band position corre- 
lates to individual imperfections, and 
instead, we use exact numerical ray trac- 
ing to examine how well the overall 
power spectrum derived from the bright- 
band analysis corresponds to the actual 
ice-surface power spectrum inside the 
spherical shell. This approach directly 
addresses the validity of backlit shadow 
graphy, since ignition capsules will ulti- 
mately be qualified against specifications 
on the basis of power spectra and rms 
measurements. 

We considered experimental characteri- 
zation of a fabricated surrogate capsule as 
an approach to validating shadowgraphy, 
but this approach presents significant dif- 
ficulties. First, one must rely on calibra- 
tions from a separate inner-ice-surface 
diagnostic that is known to be more reli- 
able than shadowgraphy, and no such 
diagnostic exists over the full range of 
mode numbers accessible with shadow 
graphy; ray tracing through a simulated 
capsule eliminates this problem by allow- 
ing mathematical ice surfaces to be speci- 
fied to arbitrary precision. Second, an 
experiment would only allow validation 
with a single surrogate ice-surface profile, 
and other profiles would require separate 
surrogate shells to be fabricated; ray trac- 
ing provides infinite flexibility for choices 
of simulated ice-surface parameters. 
Third, a diagnosable fabricated capsule 
would necessarily have different charac- 
teristics than a real ignition-qualifiable 
cryogenic ICF capsule (and would likely 
need to be a noncryogenic multilayer 
hemisphere), and the impact of these dif- 
ferences upon the conclusions of the 
experiments could not be known without 
ray tracing to verlfy that the differences 

are quantifiable. Finally, a simulation 
capability allows alternative optical diag- 
nostic techniques to be investigated and 
compared with shadowgraphy, and 
allows for detailed analysis of any sub- 
tleties that might arise. 

cal ray-trace code, SHELL3D, to address 
this issue.6 With SHELL3D, we simulate 
ice surfaces with specified spherical- 
harmonic modal imperfections, and we 
produce simulated shadowgraphs that 
are interpreted with the same data analy- 
sis code used to interpret real experimen- 
tal data. We find that shadowgraph- 
derived power spectra are reliable 
indicators of ice-surface power spectra 
and total rms out to Fourier mode num- 
bers as high as 80, provided the radial 
position of the bright band is defined 
with an appropriately fitting algorithm. 
We also find that the position fit previ- 
ously used to define the bright-band posi- 
tion produces erroneously high power in 
the higher modes and overestimates the 
total rms by factors as large as 2; as a 
corollary, we find that our experimentally 
produced ice surfaces are smoother than 
we once thought they were. Finally, we 
find that experimental diagnostic 
improvements may be obtained by 
changing the illumination geometry and 
analyzing other shadowgraph features, 
and that enhanced information may be 
obtained by utilizing backlit transmission 
interferometry instead of simple backlit 
imaging. The results have significantly 
improved our understanding of how 
DT ice surfaces may be characterized in 
order to qualify them for ICF experiments 
on NIF. 

We have therefore developed a numeri- 

We begin by reviewing the operation of 
SHELL3D. The simulated capsule geome- 
try is shown in Figure 2. In SHELL3D, the 
outer and inner shell surfaces are defined 
as perfect cocentered spheres, and the 
inner ice surface is defined as the sum of 
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(diffuse or collimated) 

real-valued spherical harmonics with arbi- 
trary values of Z and m: 

x2 t y2 + Z 2  = 

R: [ 1 = 1  l+x 

A , , , ~ P l , , ( c o s  e) + 1 

where R1 is the Ao,o coefficient, and the 
associated Legendre functions Pl,, are 
defined by the usual recursion 
The outer ice surface is assumed to be 
identical to the inner shell surface, and the 
code does not permit topological changes 
such as cracks or gaps between the outer 
ice surface and the inner shell surface. 
Furthermore, each layer is assumed to be 
homogeneous, nonpolarizing, and nonab- 
sorbing. The x-axis in Figure 2 is typically 
used for referencing 8 in the spherical har- 
monics, and all results discussed in this 
paper use this orientation. 

The general approach followed in the 
simulation is shown schematically in 
Figure 3. SHELL3D is essentially an ana- 
lytical ray-tracing code; starting from an 
initial source point (xo, yo, 20) and an initial 
ray vector <u, b, e>, the intersection point 
(XI, y1,zl) with the outer surface F(x, y, z)  
= 0 is determined by substituting the para- 
metric equations F(xo+ut, yo+&, zo+ct) = 0 

FIGURE 2. Schematic of 
the ray-tracing geometry 
used in SHELL3D.The sim- 
ulation is nonsequential in 
that each ray can reflect 
from or transmit through 
the surfaces in any order 
before leaving the capsule 
and being back-traced. --.& z (NIF-0401-02036pb01) 

and solving for t. The transmitted and 
reflected ray vectors are determined based 
on the incident vector, the surface normal 
VF(x1, y1, zl), and the indices of refraction. 
The choice of reflection or transmission is 
probabilistic based on the ray polarization, 
angle of incidence, and indices of refrac- 
tion; the process then repeats from the new 
point and ray vector. Several features and 
subtleties are important to note: 

a. The choice of spherical-harmonic 
recursion relations can have a signifi- 
cant impact on the numerical accura- 
cy of the code, and in particular, it is 
easy to generate spurious high-fre- 
quency structures near the poles 
(e = 0 and TC) when using recursion 
relations that involve the term 
d l  - cos2 0 in the denominator. We 
have taken care to eliminate these 
instabilities from our algorithms, 
which arise from round-offs and 
divide-by-zero errors. 

b. The polarization of each ray is ran- 
domly chosen and fixed as S or P. In 
fact, the polarization with respect to 
the local surface will generally 
evolve as the ray propagates through 
the capsule if the inner ice surface is 
not spherical. This effect is not treat- 
ed in the code, but the practical 
result of this simplification will 
be negligible for nearly smooth 
surfaces. 
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FIGURE 3. Logical 
flowchart of SHELL3D. 
(NIF-0401-02037pb01) 
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c. A wrapped transmitted phase map is 
generated along with the image array, 
and this map can be postprocessed 
by phase-unwrapping software to 
generate a transmitted wavefront 
map, as will be discussed below. 

d. The maximum number of surfaces 
each ray can intersect is 16. This 
is sufficient to pass all forward- 
scattered, twice-reflected rays. 

e. The effective imaging lens is perfect 
and has no distortion, but can be 

specified to have an effective point- 
spread function. In all cases dis- 
cussed here, the imaged plane is the 
midplane of the capsule. 

f. For the spherical surfaces, intersection 
points are determined analytically; 
there are generally two roots for each 
intersection, and the correct choice 
can be determined logically. For the 
spherical-harmonic surface, there are 
an unknown number of intersection 
points that cannot be determined ana- 
lytically and that fall in an unknown 
order. For this surface, the code 
instead propagates the ray forward in 
small incremental steps in the region 
of the inner ice surface9 until the first 
root is passed; this bounds the posi- 
tion of the root, which is then deter- 
mined iteratively using an imple- 
mentation of Brent’s algorithm.8 

The output shadowgraph array is a 
1024 x 1024 pixelized image, which can be 
analyzed as if it were real data by the same 
analysis code, LAYER,l0 which is used to 
analyze experimental bright-band data. For 
comparison to the bright-band-derived 
power spectrum and surface rms, a separate 
code calculates the actual radial variations 
of the mathematically generated ice surfacell 
as a function of 8 in the great-circle plane 
perpendicular to the shadowgraph axis, and 
Fourier-transforms AR(8) to obtain a one- 
sided power spectrum. In both cases, the 
Fourier-mode coefficients sum to the square 
of the rms surface deviation in one dimen- 
sion, which in turn can be related to the two- 
dimensional rms power spectrum most rele- 
vant to ICF ignition capsule simulations.12 

All codes currently run on the Livermore 
Computing Center DEC 8400 machines. The 
central processing unit (CPU) time required 
to produce simulated images through two- 
dimensionally rough ice surfaces with 
SHELL3D scales approximately as L2, 
where L is the maximum cut-off mode 
number. Good signal-to-noise ratios (>lo 
throughout the full field of view) for 
L = 40 can be obtained after approximately 
750 CPU hours. For such large problems, 
multiple versions of SHELL3D can be run 
simultaneously using different random 
number seeds, and the results can be added 
to minimize the actual clock time required. 
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We described preliminary results 
obtained using a simplified rotationally 
symmetric version of SHELL3D in an ear- 
lier paper;6 here we describe more recent 
results we obtained using the full capabili- 
ties of the code to validate real experimen- 
tal DT data. In these simulations, we 
specify the spherical-harmonic mode coef- 
ficients I Al,m I to be functions of 2 only, 
but with randomly chosen signs for each 
value of I, m, and -m, and we use several 
functional scalings for 1 Allm I (2) in order 
to vary the one-dimensional power spec- 
trum and total rms. In the simulations 
described in this section, we assume an 
isotropically emitting, nonpolarized, inco- 
herent, broadband diffuse backlight source 
that subtendsf/4 as viewed from the cap- 
sule center; this is comparable to current 
experimental configurations. In all cases, 
we image the midplane of the capsule 
with anf/4 lens having a 3-pm-diameter 
(hll width at half-maximum intensity) 
point-spread function. 

Shadowgraph analysis is performed 
with LAYER.lo In this analysis, the radial 
position of the bright band can be defined 
by a steepest-slope fit to the inside edge of 
the bright band, or by a Gaussian centroid 
fit to the center of the bright band. The 
edge fit has historically been used to 
analyze experimental data, while the 
Gaussian fit was only recently implement- 
ed. LAYER outputs a linearly unfolded 
bright-band curve and a one-dimensional 
bright-band-derived power spectrum in 
units of pixels-squared. The bright- 
band-derived power spectra can then be 
converted to units of pm-squared using 
the known scaling of the shadowgraph 
data for direct comparison to the known 
input ice-surface power spectrum. 

shadowgraphs from SHELLSD, both of 
which assume a 1-mm-diameter capsule 
with a 10-pm-thick plastic shell and a 
100-pm-thick DT ice layer. Figure 4a speci- 
fies 10 modes of one-dimensional (rota- 
tionally symmetric about the x-axis in 
Figure 2) surface structure, while Figure 4b 
specifies 10 modes of two-dimensional 

Figures 4a and 4b show two simulated 

surface structure with a comparable value 
for the total rms. Figures 4c and 4d show 
the power spectra of the actual ice-surface 
profiles from Figures 4a and 4b, respec- 
tively, together with bright-band-derived 
power spectra using both the edge fit and 
the Gaussian fit to define the bright-band 
position. 

these figures. First, both the edge fit and 
the Gaussian fit to the bright-band posi- 
tion in the rotationally symmetric case of 
Figure 4c yield bright-band-derived 
power spectra that are in excellent agree- 
ment with the known input spectrum over 
the 10 modes that are actually present, but 
the edge fit diverges from the input spec- 
trum for mode numbers >10 while the 
Gaussian-fit power spectrum falls rapidly 
above mode 10, in agreement with the 
input spectrum. This behavior is generally 
reproduced in the two-dimensional exam- 
ple in Figure 4d; however, the bright- 
band-derived power spectra do not match 
the input spectrum as well over the first 
10 modes using either fit algorithm. We 
have found this to be a general feature of 
the two-dimensionally rough surfaces we 
have modeled and analyzed and to repre- 
sent a difference from the rotationally 
symmetric results reported earlier.6 This 
poorer peak-by-peak agreement likely 
results from polar-angle averaging (in the 
z-direction of Figure 2), which has a much 
stronger effect in the two-dimensionally 
rough case than in the rotationally sym- 
metric case, and is dominated by the 
effectivef/# of the diffuse backlight, as 
will be discussed below. We return to the 
reasons for the generally poorer agree- 
ment between the input spectra and the 
edge-fit bright-band spectra later in this 
section. 

Recent experimental DT ice datal3 has 
shown approximately 1.5-pm total rms 
roughness for modes 1-60 and approxi- 
mately 0.5-pm rms roughness for modes 
3-60, using beta layering in a 2-mm-diam- 
eter capsule with a 30-pm-thick shell and a 
200-pm-thick ice layer. This data was ana- 
lyzed using a Gaussian centroid fit to 
define the bright-band position, and the 
results are significantly smoother than ear- 
lier data (analyzed with an edge fit to 
define the bright-band position) appeared 

Several features are important to note in 
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FIGURE 4. (a) Simulated 
shadowgraph of a rota- 
tionally symmetric ice sur- 
face with 10 L-modes of 
(one-dimensional) asym- 
metry; (b) simulated 
shadowgraph of a two- 
dimensionally rough ice 
surface with 10 LM-modes 
of asymmetry; (c) great- 
circle ice-surface power 
spectrum for the simula- 
tion of Figure 4a together 
with edge-fit and 
Gaussian-fit bright-band 
power spectra; (d) great- 
circle ice-surface power 
spectrum for the simula- 
tion of Figure 4b together 
with edge-fit and 
Gaussian-fit bright-band 
power spectra. 
(NIF-0401-02038pb01) 
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to indicate. We show here that the current 
results are almost certainly correct, and 
that the earlier results were in error 
because the edge fit analysis yielded spu- 
rious high-mode power. 

Figure 5a is an experimental shadow- 
graph of a DT ice layer in a capsule,13 and 
Figure 5b shows bright-band-derived 
power spectra from both the Gaussian 
centroid fit and the edge fit. The edge-fit 
power spectrum clearly shows higher 
power in the higher modes and has an 
rms that is 86% higher. As noted above, 
the Gaussian centroid fit spectrum was 
expected to be correct based on earlier 
simulation results6 To verify this conclu- 
sion for the present case, we performed 

I I I I I I I 

100 
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10-2 

Edge fit, 3.15 pm rms 

10-3 

i n d  _ _  
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Fourier mode 

two simulations that are shown in 
Figures 5c and 5e. The first simulation is 
derived from a mathematical ice surface 
(with the same capsule and ice thickness 
parameters), which was specified to have 
a known power spectrum that nearly 
matches the Gaussian-fit spectrum from 
Figure 5b over the first 40 modes; the sec- 
ond simulation is derived from a mathe- 
matical ice surface (again with the same 
capsule and ice thickness parameters), 
which was specified to have a known 
power spectrum that nearly matches the 
edge-fit spectrum from Figure 5b over the 
first 40 modes. Qualitatively, the shadow- 
graph in Figure 5c appears fairly smooth, 
whereas the shadowgraph in Figure 5e 
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FIGURE 5. (a) Experimental shadowgraph of DT ice; (b) edge fit and Gaussian-fit bright-band power spectra from the data of Figure 5a; (c) simulated 
shadowgraph of an ice surface with a great-circle ice-surface power spectrum nearly equal to the Gaussian-fit bright-band power spectrum from the 
experimental data over the first 40 modes; (d) great-circle icesurface power spectrum for the simulation of Figure 5c together with edge-fit and 
Gaussian-fit bright-hand power spectra; (e) simulated shadowgraph of an ice surface with a great-circle ice-surface power spectrum nearly equal to 
the edge-fit bright-band power spectrum from the experimental data over the first 40 modes; (f) great-circle ice-surface power spectrum for the simu- 
lation of Figure 5e together with edge-fit and Gaussian-fit bright-band power spectra.The shadowgraph image intensity scales have been adjusted to 
bring out the bright band and inner hands more clearly. (NIF-0401-02039pb01) 
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appears substantially more mottled than 
the experimental ice surface shown in 
Figure 5a. This suggests that the experi- 
mental ice surface cannot be as rough as 
the edge-fit spectrum would indicate; this 
is quantitatively supported by the results 
from analysis of the two simulated shad- 
owgraphs, which are shown in Figures 5d 
and 5f respectively. In both cases, the 
Gaussian centroid fit to the bright-band 
position matches the input spectrum very 
well, with total rms errors <35%, while in 
both cases the edge fit to the bright-band 
position seriously overestimates the power 
in modes >1 and overestimates the rms by 
factors of 1.5-2. We have reached similar 
conclusions from all other simulations we 
have analyzed; we therefore conclude that 
the Gaussian centroid fit to the experimen- 
tal data is essentially correct, and that the 

edge fits used to analyze older experimen- 
tal data were consistently overestimating 
both the higher-mode power and the 
total rms. 

There appear to be two reasons for the 
poor accuracy of the older edge-fit analy- 
sis algorithm. First, the edge fit appears to 
be more susceptible to noise in the data, 
resulting in large spurious variations in 
the fitted position of the bright band. This 
is clear from Figure 6, which shows a 
known great-circle ice-surface profile for a 
10-mode two-dimensionally rough simula- 
tion (that of Figure 4b) together with 
linearly unfolded shadowgraph bright 
bands and the corresponding. Gaussian- 
and edge-fit profiles. The edge fit clearly 
shows spurious power in higher modes 
that is not actually present in the simulat- 
ed ice surface, while the Gaussian fit 

(4 
FIGURE 6. (a) Great-circle 
ice-surface profile from 
the 10-mode simulation of 
Figure 4b; (b) unfolded 
bright band and edge-fit 
profile (thin white line) 
from the simulation of 
Figure 4 b  (c) unfolded 
bright band and Gaussian- 
fit profile (thin white line) 
from the simulation of 
Figure 4b.The horizontal 
axis is the azimuth angle 
from 0" to 360°, and the 
vertical axis is the radius. 
The vertical scale varies in 
these plots. 
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matches the known input spectrum much 
more closely. The reason for this difference 
may be related to the lack of sharp edges 
in the bright bmand that would tend to help 
define the bright-band position for the 
edge fit. However, even the Gaussian fit 
does not exactly match the input profile, 
for reasons discussed below. 

racy of the edge-fit analysis is averaging 
along the surface in the direction of the 
optical axis. Figure 7 is a map of bright- 
band radius vs polar angle on the ice sur- 
face (relative to the z-axis in Figure 2) 
showing where rays that contribute to the 
bright band at a particular radius have 
intersected the ice surface. Each radius of 
the bright band consists of many rays that 
have intersected the ice surface at various 
polar angles; for this example of anf/4 
diffuse backlight andf/4 imaging, a par- 
ticular radius in the shadowgraph bright 
band corresponds to light that reflects off 
the ice surface over an -12O-wide circular 
ribbon symmetric about the z-axis in 
Figure 2. Surface structure on the ice sur- 
face along this direction (particularly with 
mode numbers greater than -30, corre- 
sponding to the 12" width) will therefore 

The second reason for the poorer accu- 

~ I I I b I  I I 1 
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- 
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Polar angle along optical axis (degrees) 

FIGURE 7. Points correspond to rays that appear at a 
particular radius in the bright band and that have 
reflected off the inner ice surface at a particular polar 
angle relative to the z-axis of Figure 2. This particular 
example is for an f/4 diffuse backlight and f/4 imag- 
ing, a 2-mm-diameter capsule, a 30-pn-thick shell, 
and a 150-pm-thick ice layer. The bright band clearly 
averages over an -1T-wide circular ribbon in this 
case. (NIF-0401-02041 pbOl ) 

broaden the bright band, and the edge fit 
will track the inner edge of this broadened 
distribution. This adds spurious power to 
higher surface modes by confusing struc- 
ture in the polar direction with structure 
in the azimuthal direction. 

shows a known great-circle ice-surface 
profile for a 40-mode two-dimensionally 
rough simulation (that of Figure 5e) 
together with linearly unfolded shadow- 
graph bright bands and the corresponding 
Gaussian- and edge-fit profiles. The edge 
fit tracks scattering artifacts in the bright 
band along the lower boundary that do 
not correspond to actual great-circle-plane 
ice-surface features along the azimuth, but 
rather correspond to structure in the polar 
direction that has been averaged, resulting 
in a locally broadened band. The Gaussian 
fit, in contrast, is less affected by polar 
averaging and tracks the center of the dis- 
tribution regardless of its width. This aver- 
aging does affect the absolute accuracy of 
the Gaussian fit, however, and is likely to 
be the reason why the Gaussian-fit power 
spectrum does not exactly match the input 
spectrum in two-dimensionally rough sim- 
ulations (this is clear, e.g., in Figure 6). 

This effect is clear from Figure 8, which 

Progress towards 

Characterization 
Improved DT Ice 

Based on the simulation work described 
above, we believe that diffuse-backlit 
shadowgraphy is a valid diagnostic of cur- 
rently achievable DT ice-surface power 
spectra for great-circle mode numbers at 
least as high as 40, and perhaps6 as high 
as 80, provided a Gaussian centroid-posi- 
tion fit is used to define the local bright- 
band radius. We also find that the edge fit 
previously used to define the local bright- 
band radius yields erroneously high 
power and overestimates the total rms by 
factors as large as 2; as a corollary, we find 
that our experimentally produced ice sur- 
faces are smoother than we once thought 
they were. 

reasons to seek improved characterization 
Despite these successes, there are several 
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FIGURE 8. (a) Great- 
circle ice-surface pro- 
file from the 40-mode 
simulation of Figure 
5e; (b) unfolded bright 
band and edge-fit 
profile from the simu- 
lation of Figure 5e; 
(c) unfolded bright 
band and Gaussian-fit 
profile from the simu- 
lation of Figure 5e. 
(NIF-0401-02042pbOl) 
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techniques. Imaging with a diffuse back- 
light naturally increases polar averaging 
and eliminates any one-to-one correspon- 
dence between bright-band position and 
ice thickness in a single perpendicular 
plane (see Figure 7). This averagkg broad- 
ens the bright band, degrades the achiev- 
able position-fitting precision, and limits 
our ability to observe and diagnose 
short-scale-length features. In addition, 
extremely smooth ice surfaces will become 
increasingly difficult to quantitatively 
diagnose since the radial variations in the 
bright-band position will become unob- 
servably small. Finally, we anticipate a 
need to characterize DT ice surfaces in 
situ, in a hohlraum in the NIF target 
chamber prior to an ignition experiment, 
and restricted access to the capsule will 
constrain our ability to utilize existing 
characterization techniques. 

One simple improvement to current 
backlit shadowgraphy is to use a collimat- 
ed backlight rather than a diffuse back- 
light. Figure 9 shows SHELL3D simulated 
sections of a bright band that would be 
observed from the same ice surface under 
f/4 diffuse backlight conditions and under 
collimated (e.g., laser) backlight condi- 
tions. The collimated-backlight geometry 
clearly produces a sharper bright band, 
the position of which can be defined more 
precisely. Perhaps more importantly, how- 
ever, the effects of polar averaging are 
minimized in the case of a collimated 
backlight, and a one-to-one relationship 
can be identified between ice-surface fea- 
tures in a single perpendicular plane and 
features in the bright band, particularly 
along the outer edge (see Figure 10). This 
suggests that higher-frequency spatial 
structure will be more easily observed at 
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FIGURE 9. Close-up of the 
bright-band structure; 
(a) uses a diffuse backlight, 
while (b) uses a collimated 
backlig ht.The collimated 
backlight produces a 
sharper bright band, the 
position of which can be 
more precisely defined 
(NIF 0401-02043pb01) i 

--.I_--_ --.I.- _ I I - - - _ L - I ~ _  - . -. 

the outer edge of the bright band using a 
collimated-backlight geometry. 

We also note that most shadowgraphs 
(e.g., Figures 5c and 5e) clearly show inner 
bands that are weaker but more distorted 
than the bright band. These bands result 
from other multiple-reflection ray paths 
and appear visually to be more sensitive 
indicators of ice-surface asymmetry than 
the bright band itself; however, the more 
complicated ray paths suggest that dis- 
cerning a quantitative correspondence 
between inner-band structure and ice- 
surface structure will be difficult. 
Additionally, the central portions of the 
shadowgraphs (e.g., in Figure 4b) show 
mottled structure that is clearly related to 
ice-surface asymmetry; this structure may 
provide additional surface-quality infor- 
mation (particularly with a collimated 
backlight), though again the quantitative 
correspondence will probably be difficult 
to discern. 

Finally, we note that bright-band trans- 
mission interferometry might be utilized to 
provide ice-surface-quality information. A 
simple implementation of this technique 
would be to interfere a plane-wave refer- 
ence beam with a collimated-backlight 

shadowgraph image; in this case, the ray 
paths are already understood from the 
above analysis, and the quantitative 

0.851 I I I I I I I 
82 84 86 88 90 92 94 96 

Polar angle along optical axis (degrees) 
8 

FIGURE 10. Points correspond to rays that appear at a 
particular radius in the bright band and that have 
reflected off the inner ice surface at a particular polar 
angle relative to the z-axis of Figure 2. This particular 
example is for a collimated backlight and f /4  imaging, 
a 2-mm-diameter capsule, a 30-ym-thick shell, and a 
150-p-thick ice layer. The inner edge of the bright 
band averages over an -3"-wide circular ribbon in this 
case, while the outer edge of the bright band tracks a 
single trace along the ice surface. (NIF-0401-02044pb01) 
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FIGURE 1 1. Simulated 
transmission interfero- 
gram of a two-dimen- 
sionally rough ice 
surface with 10 LM- 
modes of asymmetry, 
using a collimated back- 
light but otherwise using 
the same model parame- 
ters as used for the simu- 
lated diffuse-backlight 
shadowgraph shown in 
Figure 4b. Phase infor- 
mation in the bright 
band relates to optical 
path length difference; 
this can be related to sur- 
face roughness and can 
perhaps be observed 
more easily than radial 
position variations. 
(NIF-0401-02045pbOl) 

correspondence between bright-band phase 
and surface structure is straightforward to 
derive for a given shell thickness, nominal 
ice thickness, and capsule diameter. In 
Figure 11 we show a simulated bright-band 
interferogram obtained by interfering a 
shadowgraph image (that of Figure 4b) 
with a plane-parallel reference beam. The 
bright-band phase varies significantly in 
azimuth and radius, and this phase corre- 
lates to the same surface structure that 
affects the radial position of the peak 
bright-band intensity (in this particular 
case, one wave of phase corresponds to 
1.4 pm of ice-thickness radial variation). 
These phase variations may be more easily 
measured than radial variations of the 
position of the bright band, particularly for 
cases where the ice surface is nearly perfect. 
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We are working towards developing phase 
unwrapping software that can be used to 
analyze bright-band interferograms, and 
we plan to perform experiments to devel- 
op this and other ice-surface characteriza- 
tion techniques in the coming year. 
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ur original ignition “point designs”l 
(circa 1992) for the National Ignition 

Facility (NIF)’ were made energetically 
conservative to provide margin for uncer- 
tainties in laser absorption, x-ray conver- 
sion efficiency, and hohlraum-capsule 
coupling. Since that time, extensive experi- 
ments on Nova3 and OMEGA4 and their 
related analysis indicate that NIF coupling 
efficiency may be almost “as good as we 
could hope for.” Given close agreement 
between experiment and theory/model- 
ing, we can credibly explore target 
enhancements which couple more of NIF’s 
energy to an ignition capsule. These 
include using optimized mixtures of mate- 
rials to reduce x-ray wall losses, slightly 
reduced laser entrance holes, and laser 
operation strategies that increase the 
amount of energy we can extract from MF. 
We find that 3 4 x  increases in absorbed 
capsule energy appear possible, providing 
a potentially more robust target and -lox 
increase in capsule yield. 

The NIF in the United States and Laser 
Megajoule (LMJ)5 in France, the next gen- 
eration of high-energy, high-power ICF 
laser drivers, have the potential of achiev- 
ing thermonuclear ignition and gain in the 
laboratory. One key element of achieving 
that goal is coupling a significant fraction 
of the laser’s energy to a fuel capsule. We 
can relate the quantity of x-rays absorbed 

C?P 
by an indirect-drive ignition capsule E 
to the laser energy E ,  via the expression 

‘cap = qabsqCEqHR-capENIF (1) 

As indicated schematically in Figure 1, 
qabs is the fraction of incident laser energy 
absorbed by the hohlraum, qCE is the con- 
version efficiency of laser light into x-rays, 
and qm.cap is the fraction of generated 
x-rays that are actually absorbed by the 
capsule. Typically, qabs is assumed to be 
1 - (SBS + SRS) where SBS is the fraction 
of incident laser light reflected or scattered 
out of the hohlraum by stimulated 
Brillouin scattering and SRS is the fraction 
reflected by stimulated Raman scattering6 
Since E, for NIF is nominally 1.8 MJ, 
standard ”point design” capsules1f7 
that absorb 150 kJ of x-rays require 
qabqaqm.ap = 0.083. Additional constraints1 
are that the hohlraum be gas filled, the 
laser pulse shape be carefully tailored, and 
the peak radiation temperature (TR) be 
250 to 300 eV. 

Numerical simulations of the ignition 
point design’s hohlraum and capsule show 

qlHR.cap = fraction of 
generated x-rays 

reflected fraction absorbed by capsule 
qabs = 1 - (SBS + SFS) 

t 

qcE = conversion efficiency 
of laser light to x-rays 

FIGURE 1. The x-ray ener- 
gy absorbed by a capsule 
is the product of the three 
efficiencies shown and the 
laser energy. 
(NIF-0401-02046pb01) 
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a theoretical conversion efficiency of -80% 
and an qHR-cap of -14%, producing a 
theoretical qCEqm-cap of 0.11. Compared 
to the 0.083 required efficiency, this pro- 
vides a 25% margin. This margin was 
intentionally incorporated into the ignition 
program in the early ’90s in order to com- 
pensate for uncertainties, allowing us to 
be off somewhat in our assumptions and 
still be able to achieve ignition. For exam- 
ple, if Tabs = 1 and qC-qHR-cap = 0.11, then 
E, = 1.35 MJ would successfully drive 
our ignition design. Or if stimulated 
backscattering losses proved to be as 
much as 25% but qCEqmecap = 0.11, then 
the expected 1.8 MJ will successfully 
drive the ignition design. Similarly if 
qabs > 0.75 and E,, = 1.8 MJ, then values 
of qCEqHR-cap < 0.11 would also work. 

Since the original point design was 
specified, an extensive experimental effort, 
first on Nova3 and, more recently, on the 
OMEGA4 laser, has significantly reduced 
the uncertainties in coupling. Indeed, 
these experiments and their related analy- 
sis indicate that NIF coupling efficiency 
will be almost as good as we had hoped 
for. Ongoing experiments studying stimu- 
lated Brillouin and Raman backscattering 
(also known as Laser Plasma Interactions 
or LPI) in ignition hohlraum ”plasma 
emulators” imply that the total backscat- 
tered losses from these two processes 
should be <-5% [Ref. 81. Complementing 
this work are experiments studying the 
radiation driveg-ll and ~ y m m e t r y l ~ - ~ ~  in 
laser-heated hohlraums. Analysis of these 
experiments shows that x-ray production 
and capsule coupling is very close to our 
modeling. We conclude that for a capsule 
of given area and albedo, an ignition 
hohlraum’s qCEqm-cap will be -1.04+0.12 
of coupling predicted by our simulations. 
Applying that to the NIF point design 
gives an estimated coupling of 0.115t0.012 
[Ref. lo]. 

Given coupling that is close to model- 
ing, we can credibly explore ways to 
increase capsule absorbed energy. 
Referring to Equation 1, we can increase 
capsule energy by increasing yCE, qHR-capr 
and/or E,. In the section below, we 
describe improvements to the hohlraum 
that allow us to increase the overall 
hohlraum coupling efficiency qCEqHR.cap. 

In the section “Increasing E,,,” we 
describe strategies that allow us to 
increase the laser energy. 

Coupling Efficiency 

The energy that a capsule absorbs is just 
one part of the overall hohlraum energy 
balance. For a given amount of total x-ray 
production in the hohlraum, qcE(qabsE,)p 
we can write 

EWALL + ELEH + ECAP = 

where €WALL is the the x-ray energy 
absorbed by the high-Z walls of the 
hohlraum (a diffusive, radiative heat flow) 
and EL, is the radiation losses through 
the laser entrance hole (LEH). We use 
ratios in Equation 2 to emphasize that we 
can increase capsule coupling by decreas- 
ing the fractional energy absorbed by the 
wall relative to the capsule absorption, 
and by decreasing the fractional energy 
that escapes the LEH relative to the cap- 
sule absorption. Since the wall losses are 
proportional to the hohlraum area, we can 
reduce EwALL/E,-m by making changes 
that decrease the heat flow/unit area as 
well as by decreasing the total area of the 
wall while leaving the capsule size fixed 
(the need to maintain good implosion 
symmetry limits the degree to which we 
can shrink the hohlraum). Similarly, we 
can reduce ELEH/E,-AP by decreasing the 
area of the laser entrance hole while leav- 
ing the capsule size fixed. Finally, we note 
that hohlraum improvements that either 
directly or indirectly increase x-ray con- 
version efficiency qCE or hohlraum 
absorption qabS will also increase E,-- 

To understand the improvements that 
can be made to ignition hohlraum cou- 
pling efficiency, consider as a case study 
a target based on a 600-kJ variant of a 
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250-eV target with a beryllium ablatorl as 
shown in Figure 2. This capsule has an 
outer radius of 1.77 pm and produces 
70-120 MJ of yield, depending on the 
detailed drive profile and the amount of 
DT fuel assumed. We can drive this target 
with a continuous radiation temperature 
vs time as shown in Figure 3. At 600-kJ 
absorbed energy, the target is rather for- 
giving to changes in timing. The capsule 
produces high yield for drive profiles with 
plateau-time parameter z ranging between 
11 and 16 ns. The hohlraum size and, 
therefore, the wall area for this target 
depends on our choice of ”case-to-capsule 
ratio,” x,, = (Ahohl/Acap)o-5. Virtually aU 
the NIF point design work, to date, has 
been done at Rcc = 3.65. This case:capsule 
ratio would place the capsule in a 
hohlraum 8.8 rnm diameter and -13.3 mm 
long (this is approximately a 5 .55~ scale- 

Be 
1.845 g/cm3 

1.769 mm 

1.589 mm 
1.539 mm 

1.408 mm 

0.3 mg/cm3 3 
FIGURE 2. Be ignition capsule designed to operate at 
250 eV.The 50-pm-thick doped layer next to the DT ice is 
Be with 2% (atomic fraction) Na and 0.4% Br on the 
inside of the layer, linearly decreasing to 0.5% Na and 
0.1% Br on the outside of the layer.The yield is -75 MJ 
with the amount of DT ice shown and the pulse shape of 
Figure 3. By increasing the ice thickness and adjusting 
the pulse shape,yields up to 120 MJ are achieved in sim- 
ulations. (NIF-0401-02047pb01) 

300 

200 

v E 
E? 

100 

up of a standard Nova hohlraum, or ”scale 
5.55”). Standard NIF design practice calls 
for the laser entrance holes to have a diam- 
eter of 50% of the hohlraum diameter. 

Had we examined this 600-kJ capsule in 
the early ’90s when we were first explor- 
ing NIF possibilities, we would have 
concluded the capsule/hohlraum combi- 
nation requires too much energy. At that 
time we would have assumed pure gold 
walls, a scale 5.55 hohlraum and 50% laser 
entrance holes. The energy budget for this 
target, Case A in Table 1, shows that it 
requires 3.3 MJ of x-rays. In the early  O OS, 
when there was considerable uncertainty 
about hohlraum physics, we hoped that 
hohlraum x-ray conversion efficiency 
might be as high as 70%. Using that value, 
we would have concluded that this target 
would require -4.7 MJ of laser energy- 
well beyond our expectations for NIF. 

However, there are several improve- 
ments that can be made to the hohlraum 

TABLE 1. Energy budget for three different 
assumptions of hohlraum wall material, laser 
entrance hole, and conversion efficiency. Capsule- 
absorbed energy remains fixed. 

CaseA CaseB CaseC 

EWALLWJ) 1.8 1.2 0.95 
ELEH (MJ) 0.9 0.55 0.4 
E~~~ (MJ) 0.6 0.6 0.6 
Total x-rays (MJ) 3.3 2.35 1.95 
CE 0.7 0.9 0.9 
Laser energy (MJ) 4.7 2.6 2.2 

FIGURE 3. The 250-eV Be 
capsule can be driven with 
a continuous pulse shape 
parameterized by a 
”plateau time”z.The func- 
tional form is T 4  = rO4 + 
crF4 - rO4)(rmn for t < z. 
n = 5 typically allows igni- 
tion over the widest range 
of z. (NIF-0401-02048pb01) 
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coupling. Wall losses/unit area can be 
significantly reduced by using hohlraums 
made of material mixtures. The basic idea 
is simple: single materials have opacity 
that is quite high in some parts of the 
x-ray spectrum but low elsewhere in the 
spectrum. Radiation will preferentially 
flow through these opacity ”holes.” 
However, by making the walls from mix- 
tures of complementary materials these 
opacity holes can be filled in.l5-I7 For 
example, experiments on Nova showed 
that -240-eV radiation will flow through a 
mixture of gold and gadolinium more 
slowly than through pure gold.16 The 
increase in Rosseland opacity inferred 
from the measurements is close to what 
was expected from theory. 

For ignition pulse shapes that span a 
very large range in temperature, very sig- 
nificant decreases in wall losses can be 
achieved by using mixtures of several 
materials. For example, Figure 4 shows 
wall loss vs time for three different wall 
materials exposed to the TR vs time of 
Figure 3. These estimated wall losses were 
calculated with the LASNEX18 code using 
an average atom19 of a n  atomic physics 
model. The losses plotted in Figure 4 cor- 
respond to the area of a scale 5.55 Nova 
hohlraum made out of the indicated 
materials. Mixtures can very significantly 

2.0 I I 

1.5 
0 
3 
8 m 
a 5 1.0 

E v 
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0.5 
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__-.--------- 
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FIGURE 4. Solid 1ines:x-ray energy (MJ) absorbed by walls of various materials vs time 
when exposed to the temperature vs time of Figure 3.Area of all three corresponds to 
that of a scale 5.55 hohlraurn. Dotted tinexalbedo vs time for gold and for a multi- 
component cocktail. (N1F-0401-02049pb01) 

reduce losses throughout the pulse, 
including the foot of the pulse. 
Quantitatively, wall losses -2/3 that of 
pure Au may be possible. Also shown in 
Figure 4 are plots of wall albedo vs time 
for a pure Au wall and the cocktail mix- 
ture. At early times there can be a very sig- 
nificant increase in albedo that not only 
saves energy but also serves to reduce the 
hot-spot:wall emission ratio. This, in turn, 
should reduce both intrinsic asymmetry 
and random asymmetry due to laser beam 
power imbalance.*O 

Table 2 lists a variety of cocktail mix- 
tures we have explored and, in the second 
column, our estimated wall losses for the 
600-kJ case-study capsule in a hohlraum 
with Xcc = 3.65. The third column shows 
the ratio of a given mixture’s estimated 
wall loss to that of gold. The final row in 
the table is an estimate of the lower bound 
to wall loss, found by forcing the 
Rosseland opacity of a Z = 75 wall to be 
equal to the Bernstein-Dyson upper bound 
of opacity.21 Although this suggests that 
further improvements may be found, it 
must be recalled that the Bernstein-Dyson 
limit is a very extreme upper bound. It 
probably is of academic interest only. 

increase E,, by decreasing the energy 
lost through the laser entrance hole. In a 
hohlraum of fixed case:capsule ratio that 
means that we must decrease the laser 
entrance hole diameter from its standard 
value of 50% of the hohlraum diameter. 
There are at least two techniques for 
accomplishing this. One is to simply make 
the holes smaller. The other is to allow the 
holes to partially close as high-Z blowoff 
moves inward from the rim of the LEH. 
Our current work utilizes the latter tech- 
nique. In our two dimensional (2D) 
LASNEX simulations of ignition 
hohlraums, we find that the simulated 
laser entrance holes partially close if we 
do not coat them with a low-Z layer (as 
was used in the original designs? where it 
was assumed that hole closure should be 
avoided). The x-radiation losses through 
the LEH of all our integrated simulations 
of ignition hohlraums are consistently 
5040% of the losses we would expect 
from o ~ ~ ( t ) 4 ~ ~ ~ ~ ~ ~ ~ ~ i ~  , where ~ ~ ( t ) 4  is 
the radiation flux that is imploding the 

Equation 2 also shows that we can also 
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TABLE 2. A variety of mixtures of materials can 
reduce x-ray wall losses to -2/3 that of pure Au. 

Material Wall loss (kJ) Wall loss/Au 

Au 
Au:Gd 
U. At:W.GdLa 
UBi:W:Gd:La 
UBi:Ta:Dy:Nd 
Tn:Bi:Ta:Sm:Cs 
UPb:Ta:Dy :Nd 
UTa:Dy:Nd 
UAu:Ta:Dy:Nd 
U Au:Ta:Dy :Nd 
UNb,14:Au:Ta:Dy 
Bemtein-Dyson 

1850 
1540 
1200 
1200 
1170 
1250 
1170 
1240 
1190 
1220 
1230 
800 

1.00 
0.83 
0.65 
0.65 
0.63 
0.68 
0.63 
0.67 
0.64 
0.66 
0.66 
0.44 

capsule, Ageometric is the initial area of the 
LEH, and G is the Stefan-Boltzmann con- 
stant. This corresponds to decreasing the 
effective LEH diameter from the standard 
50% of the hohlraum diameter to -3540% 
of the hohlraum diameter. Independent 
calculations of LMJ ignition hohlraums by 
French researchers using their 2D code 
FCI-2 corroborate this finding.22 The 
”automatic” decrease in the fractional 
LEH loss ELEH/Ecap reduces our case 
study’s x-ray requirement by 350 kJ. Note 
that although the fractional diameter of 
the LEH may have decreased from 50% to 
3540% of the hohlraum diameter, the 
actual size of the hole in our case study is 
larger than the standard point design’s1f7 
because the hohlraum is bigger. 

The potential benefits of reducing the 
specific wall losses via cocktails and 
allowing the laser entrance hole to close to 
60% of its geometric area are summarized 
in Table 1 as Case B. We see that these two 
changes reduce the x-ray energy require- 
ment to -2.35 MJ. Additionally, we can 
achieve further savings of x-ray energy by 
shrinking the hohlraum size while keep- 
ing the capsule fixed; i.e., reduce Rcc 
Case C in Table 1 is for a hohlraum where 
we decreased Xcc to 3.28 (=goyo of the 
conventional 3.65 value). The total x-ray 
requirements drop to -2 MJ. 

We convert hohlraum x-ray energy 
requirements to laser energy requirements 
by dividing by the average x-ray conver- 

sion efficiency. We mentioned above that 
in the early ’90s we had hoped that the 
hohlraum x-ray conversion efficiency 
would be as high as 70%. Since then a 
broad range of experiments and the asso- 
ciated modeling have shown that 
hohlraum x-ray conversion efficiency can, 
in fact, be as high as 85% in Nova 
hohl ra~ms.~  In the 1D and 2D simulations 
of the ignition hohlraums described here, 
we find effective conversion efficiencies 
of approximately 90%. As described in 
Reference 9, such high conversion efficien- 
cies are a result of the confined nature of 
the system; plasma blowoff energy that 
would be lost in open geometry remains 
in the hohlraum where it can ”find” its 
way into becoming radiation. Using 90% 
conversion efficiency, the estimated laser 
requirements for Cases B and C of Table 1 
are 2.6 and 2.2 MJ, respectively. This, as 
we shall see, puts such a target within 
NIF’s design performance envelope. 

h t e  grated 

In addition to x-ray and laser energy 
estimates, as summarized by Table 1, our 
analysis of the hohlraums’s x-ray budget 
also produces x-ray power requirements 
that we readily convert to laser power 
requirements using estimated time-depen- 
dent conversion efficiency. We validate 
and refine these laser power estimates 
with 1D and 2D LASNEX integrated simu- 
l a t i o n ~ ~ ~ ~ / ~ ~  that include detailed hohlraum 
specifications, wall materials, capsule, and 
laser irradiation. Figure 5 shows a laser 

FIGURE 5. Laser power 
(which drives a 600-kJ, 
250-eV capsule inside a 
scale 5.0 hohlraum made 
with cocktail walls) vs 
time. 
(NIF-0401-02050pb01) 
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a 
250-eV designs 2.98 R,, 

FIGURE 6. Hohlraurn I 
coupling efficiency 

absorbed energy for vari- 
ous scales of the 250-eV 
Be capsule.The coupling 
efficiency ranges between - 8 20 and 33%, depending - 
on the case:capsule ratio. 
(NI F-0401-0205 1 pbO 1 ) 
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power that successfully implodes our 
600-kJ case-study capsule in a scale 5.0 
hohlraum (X,, = 3.28) made of cocktail 
materials such as the ones listed in Table 2. 
It has a total energy of 2.25 MJ. The yield 
from our 2D simulations of this target, 
which include the effect of time-depen- 
dent 2D asymmetries and non-Planckian 
spectra, is 65-70 MJ; comparable to the 
75-80 MJ found for this capsule in 1D sim- 
ulations using the Planckian drive of 
Figure 3. Although these design simula- 
tions at X,, = 3.28 do show a somewhat 
greater tendency for an axial jet of fuel to 
develop at late time than is typically 
found at the more standard X,, = 3.65, the 
simulated capsules consistently ignite and 
burn to high yield over a range of tunings. 

Besides the 70-MJ-yield capsule, we 
have also been studying a 115-MJ-yield 
version of the same 250-eV, Be capsule. It 
has more DT fuel and is driven on a some- 
what lower adiabat (i.e., the foot TR is 
90 eV vs the 110 eV shown in Figure 3). 
This capsule also absorbs -600 kJ. It is 
driven by a 2.55-MJ laser pulse into a 
hohlraum of the more typical case:capsule 
ratio, R,, = 3.65. This target consistently 
produces 110-115 MJ in our 2D simulations 
that include time-dependent asymmetries, 
giving a target gain of -44. Our estimated 
laser power does not result in a perfect 
reproduction of the original drive; here the 

400 600 800 1000 

E,,, (kJ) 

peak hohlraum radiation temperature is 
-270 eV vs the 250 eV in the original 
design. The ease with which we are able to 
get our 2D simulations of this target to 
ignite is anecdotal evidence that targets of 
this size may indeed be quite robust. 

Besides the 600-kJ capsule used for our 
case study, we have examined scaled ver- 
sions of this capsule, which absorb 
between 265 and 1000 kJ of x-rays for R,, 
ranging between 3.65 and 2.98. Our analy- 
sis includes validating the estimated laser 
power with 1D and 2D integrated simula- 
tions. (Here the 2D simulations are done 
with the capsule flux numerically forced to 
be uniform. This allows us to rapidly 
assess the energetics of an extensive range 
of hohlraums without also needing to 
simultaneously control symmetry.) 
Figure 6 summarizes the hohlraum cou- 
pling efficiency, qCE~HR-cap of Equation 1, 
for this survey. At the standard case:cap- 
sule ratio, cocktails and slightly reduced 
LEHs together with longer pulse lengths 
combine to produce coupling efficiencies 
-20-22% vs the -11% of the original point 
design. If we can successfully reduce the 
case-to-capsule ratio without introducing 
unacceptable asymmetry, then couplings 
-2628% are plausible at R,, = 3.28 and 
-30-33% at X,, = 2.98. 

In evaluating the increase of hohlraum 
coupling efficiency from -11% to -25%, 

30 UCRL-LR-105821-00-1 



EXPLORING THE LIMITS OF THE NATIONAL IGNITION FACILITY’S CAPSULE COUPLING 

we find that it is due to the simultaneous 
combination of many relatively small 
improvements. We cannot point to any 
one key change. The steady accumulation 
of small improvements is summarized in 
Table 3. This collection of modest 
improvements produces, in concert, more 
than a factor of 2 increase in overall 
hohlraum coupling. 

Increasing E,,, 

NIF is a glass laser that is capable of 
producing up to -4.8 MJ (4MJ) of 1-pm 
(infrared) wavelength laser light when it is 
completed with 7 (5) slabs of glass in the 
final booster amplifiers. (The number of 
slabs that will ultimately be installed is 
under discussion. The amplifiers being 
built will accommodate seven.) This 1-pm 
light is converted to the 1/3-pm (blue) 
light used to irradiate hohlraums in the 
final optics assembly (FOA), where it is 
also focused and aimed onto the target. 
Two fundamental questions that must be 
answered in order to assess NIF’s capabili- 
ty to produce any given pulse shape are: 

1. Is there enough 1-pm light to create 

2. If so, how much ”damage” will the 
the needed blue pulse shape? 

blue light cause in the FOAs? 

The answer to the first question 
depends not only on the intensity-depen- 
dent conversion efficiency of the potassi- 
um dihydrogen phosphate (KDP) crystals 

TABLE 3. Hohlraum efficiency can be significantly 
increased by a combination of many relatively small 
improvements. 

Hohlraum Efficiency (X) 
~ 

300 eV, 150 kJ, 3 ns 11 
250 eV, 600 kJ, 7.5 ns 14.5 
Reduce LEH only 16.2 
Cocktails only 17.7 
Both cocktails and reduced LEH 20.3 
CE rises from -80% to -90% 22.9 
Reduce R,, by 10% 25.3 

(which convert the infrared light to blue 
light) but also on the operational strategy 
that we use to produce a given pulse 
shape at the target. In the case of the 
2.25-MJ pulse shape of Figure 5, if we elect 
to generate it by simply running an appro- 
priately shaped, continuous 1-pm pulse 
shape through the KDP crystals, then we 
find that we need 4.5 MJ of 1-pn laser 
light. This is well within the energetics 
capability of NIF with seven booster slabs 
but not with five. However, there are oper- 
ational strategies for significantly reducing 
the 1-pm requirements. These strategies 
are all based on the “picket fence” 
appr~ach?~ which replaces a continuous 
pulse with a train of short, high-power 
pulses that convert to blue light much 
more efficiently in the KDP crystals during 
the low-power, early time ”foot” of the 
pulse. Now there is a concern, based on 
simulations, that hohlraums irradiated by 
widely spaced pickets will have symmetry 
problems related to cooling of the 
hohlraum’s bulk plasma between pickets. 
However, it is possible to take advantage 
of NIF’s architecture to produce temporal- 
ly skewed pickets that convert well in the 
KDP crystals but provide a continuous 
pulse after being focused onto the target.24 
Moreover, by taking advantage of NIF’s 
architecture in which a ”quad” (a 2x2 
array of four beams) can be treated as a 
single beam that irradiates the hohlraum, 
it is possible to interleave four relatively 
short pulses from each of the four beams 
to form a continuous pulse. Using tech- 
niques such as this, we can envision aver- 
age 1/3-pm conversion efficiencies as high 
as 70%, as measured at the target. For the 
pulse shape of Figure 5, this ”ultrafast 
picket” technique could lower the 1-pm 
energy requirement to -3.5 MJ. Indeed, 
such advanced conversion schemes allow 
us to contemplate even larger capsules. 
Table 4 summarizes 1 /3-pm and 1-pm 
energy requirements for several targets. 
Using advanced conversion schemes and 
reduced case:capsule ratios, we can con- 
sider driving capsules that absorb as much 
as 1 MJ of x-rays. 

The second fundamental question about 
a given pulse shape is how much ”damage” 
will it cause in the FOA? A basic problem 
is that surface imperfections will slightly 
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TABLE 4. O n e - p  energy needed to drive various targets, assuming two different operational strategies, and 
1 /3 -p  damage integral for each target's pulse shape. 

1 / 3 - p  energy I-pm energy 1-pn  energy Damage integral 
Target E,,,/Yield/R,, (MJ) CW pulse (MJ) fast pickets (MJ) (J/cm23 17s equiv) 

600 kJ/70 MJ/3.28 2.25 4.5 3.5 7.2 
600 kJ/120 MJ/3.65 2.55 5 3.9 7.8 
850 kJ/150 MJ/2.98 2.65 5.1 4 7.8 
1000 kJ/380 MJ/2.98 3 6 4.5 8 

absorb blue light causing local heating. 
Too much heating produces local damage. 
The figure of merit for this process, known 
as the "damage integral," increases with 
fluence U/cm2) but decreases with pulse 
length as l/t0-5, since heat can diffuse 
away from the absorbing imperfections. 
NIF's specification for damage integral is 
8 J/cmz, 3 ns Gaussian equivalent. This 
means that a 3-ns Gaussian pulse of 
8 J/cm2 passing through the FOA would 
be acceptable. Likewise, the scaling 
means a 12-ns pulse of 16 J/cm2 could 
also be acceptable. For an arbitrary pulse 
shape?5 

t 
Damage integral = 1.1 x I- (3) 

0 

where I is the blue-light intensity in units 
of GW/cm2, t and s are in ns. The final 
column in Table 4 lists the damage integral 

10 

NIF 30 
spec -e- 8 

6 
J/cm2 3 ns 
Gaussian 
equivalent 4 
at the KDP 

values for several higher absorbed energy 
designs. All are within NIF's 8 J/cm2 3 ns 
Gaussian equivalent damage specification. 

issussis 

The 600-kJ capsule driven at 250 eV that 
we used as a case study is part of a larger 
study exploring the limits of capsule cou- 
pling energy. This work indicates that NIF 
may be able to drive some surprisingly 
energetic targets. Figure 7 is an "engineer- 
ing plot" that summarizes our findings at 
250 eV. It relates capsule absorbed energy 
to laser performance. The solid lines repre- 
sent the three case:capsule ratios we stud- 
ied: X,, = 3.65, 3.28, and 2.98. The broken 
line at the upper right shows where we 
would run out of 1-pm energy using an 
advanced pulse-shaping technique such as 
the ultrafast pickets described above. At 

P 4.8 MT lo limit 

250-eV designs I 3 . 6 5 R c c y  

0 200 400 600 800 1000 
Capsule-absorbed energy (kJ) 

FIGURE 7. Energy 
absorbed by the 250-eV 
capsule vs 3odamage 
integral (cf Equation 3). 
Solid lines indicate three 
different case:capsule 
ratios. Broken line indi- 
cates the limit set by NIF's 
available 1 - p n  energy, 
assuming seven booster 
amplifier slabs and 
advanced conversion 
schemes.NIF's design 
specification for 3 o  dam- 
age integral is"8 J/cm2 
3 ns Gaussian equivalent.'' 
(NIF-0401-02052~b01) 
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Estimated 
20 limit C) 

10 

spec c-t 
NIF 30 

X,, = 3.65, we may be able to implode a 
capsule that absorbs 600 kJ before exceed- 
ing MF’s 8-J/cm2 blue-light fluence speci- 
fication. If we can successfully implode 
capsules in hohlraums with reduced 
case:capsule ratio, then absorbed energies 
approaching 800 kJ to 1 MJ are possible. 
The star on the plot indicates one 220-eV 
target we investigated. It is based on a 
1000-kJ absorbed energy capsule that pro- 
duced 380 MJ of energy? 

Although we allow the laser entrance 
hole to close to -80% of its initial diameter, 
it is important to realize that these 
hohlraums are bigger than the typical 
point design hohlraum1r7 (a scale 3.45 
hohlraum). Consequently, the laser 
entrance holes are bigger, even after the 
partial closure. This, coupled with a lower 
peak power (-300-350 TW vs 450 TW) 
leads to the prospect of relatively low 
intensities in the LEH; - 2 - 4 ~ 1 0 ~ ~  W/cm2 
may be possible. 

Returning to Figure 7, we see that at 
250 eV, there is a reasonably good match 
between NE’S damage specification and the 
1-pm light potentially available. Figure 8 is 
a similar plot for 300-eV targets, based 
on a Cu-doped Be capsule design.27 At 
300 eV we find some mismatch between 

4.8-MJ IO limit 3.65 R,, 
with advanced I 

- 

5 -  J/m2 3 11s 
Gaussian 
equivalent 
at the KDP 

- 
I 

3.28 R,, 

2.95 R,, 

0 w 
200 400 600 800 1000 0 

Capsule-absorbed energy (kJ) 

FIGURE 8. A similar plot to Figure 7 but for a capsule driven at 300 eV. (NIF-0401-02053pb01) 

the damage specification and the 1-pm 
energy potentially available. We are begin- 
ning to explore ways to possibly redress 
this mismatch, including evaluating the 
use of green light, which is believed to 
have a damage limit considerably higher 
than that of blue light. 

Finally, Figure 9 is a plot of yield vs cap- 
sule-absorbed energy, which demonstrates 

Original point desi 
(150-200 kJ @ 300 

FIGURE 9. Yield vs cap- 
sule-absorbed energy 
from 1 D simulations of a 
capsule driven at  250-eV 
peak radiation tempera- 
ture and a capsule driven 
at 300 eV. Significantly 
increasing the capsule- 
absorbed energy will 
move us away from the 
ignition ”cliff,”thereby 
providing a more robust 
target. 
(NIF-0401-02054pb01) 
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some of the benefits of increased absorp- 
tion. We see that a factor of two to four 
increase in absorption over the original 
150-200 kJ moves us much further from 
the "cliff" where the penalty for small 
errors in understanding can be very large. 
These increases in absorbed energy can 
also very significantly increase the capsule 
yield. 

Much of this work was engendered 
during an evening's discussion with 
R. Kauffman and L. Powers. We would 
like to acknowledge useful discussions 
with J. Lindl, B. Hammel, M. Tabak, and 
J. Edwards. We would like to thank E. M. 
Campbell, in particular, for his enthusias- 
tic support and encouragement. 
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have tested spectroscopic model- 
mg of the helium-like and lithium- 

like argon x-ray emission in dense gasbag 
plasmas by comparing measured spectra 
with kinetics calculations using plasma 
parameters that have been accurately mea- 
sured with Thomson scattering. In particu- 
lar, we have measured the line radiation in 
the wavelength region of the He-like Ar 
ls2 - ls3t transition (He+). This spectrum 
is of interest to diagnose gas targets, ne - 
loz1 cmP3 (Refs. 13), laser ablation plas- 
mas, ne cm-3 (Ref. 4), and has previ- 
ously been applied to diagnose electron 
densities and temperatures of inertial con- 
finement fusion (ICF) capsule implosions, 
ne - loz4 cm-3 (Refs. 5,6). 

The ICF implosions produce plasma 
conditions of extremely high densities sim- 
ilar to those of stars and therefore require 
x-ray emission or neutron diagnosti~s.~ 
The spectrum of the He-p transition of 
Ar XVII together with its dielectronic 
satellites arising from the Li-like Ar states 
ls2 nt - 1s ne n'el, referred to below as the 
He-p complex, has been found to be a 
valuable diagnostic of electron densities 
and temperatures. The He-p line is Stark- 
broadened SO that densities can be inferred 
from the width of the spectral line. 
Moreover, the upper states of the observ- 
able dielectronic satellites on the red wing 
of the He-p line are predominantly popu- 
lated by dielectronic recombination so that 
their relative intensity is sensitive to the 
electron temperature.8.9 Some of the 
higher-n satellite features overlap with the 

He-p transition and consequently need to 
be self-consistently included in the fit of 
the whole line shape with a Stark-broaden- 
ing code coupled to a kinetics (collisional- 
radiative) rnodel.l0~l1 This procedure 
applies kinetics modeling to very high 
densities where the codes have not been 
tested against independent measurements. 
In this study, we perform critical compar- 
isons of kinetics calculations with experi- 
mental data from well-Characterized 
plasmas at the highest possible densities 
where independent optical diagnostics, 
i.e., Thomson scattering, can be used to 
measure the electron t e m ~ e r a t u r e . ~ ~ ~ ~ ~  This 
is a necessary first step toward a critical 
evaluation of the diagnostic procedures 
used at the highest measured plasma 
density of M, > cmw3. 

We have performed our experiments in 
well-characterized gasbag plasmas at den- 
sities ne = 0.6 x loz1 ~ r n - ~  and ne = 1.1 x 
l ~ % m - ~ .  The densities of these gasbag 
plasmas are independently diagnosed with 
stimulated Raman scattering: and the 
electron temperatures are measured with 
temporally and spatially resolved 
Thomson scattering.13 The Tnomson scat- 
tering measurements indicate that the gas- 
bags are homogeneous with slowly 
increasing electron temperatures during 
the first 0.6 ns of the 1-ns-long heater beam 
pulse. These data are also consistent with 
hydrodynamic LASNEX modeling14 sug- 
gesting that gasbag plasmas are suitable 
sources to test our kinetics modeling 
capability. 

UCRL-LR-105821-00-1 35 



ON THE ACCURACY OF X-RAY SPECTRA MODELING OF DENSE INERTIAL CONFINEMENT FUSION PLASMAS 

To compare the experimental spectra 
with synthetic spectra, we employ the 
HULLAC suite of kinetics codes.15 We 
find for the two different electron densities 
that the kinetics modeling accurately pre- 
dicts the intensity ratio of the Li-like 
dielectronic capture satellite transitions 
and of the He-p transition (consisting of 
the sum of the resonance line, He-Pl: ls2 
ISo - ls3p lPol, and the less intense inter- 
combination line from the triplet to the 
singlet system of He-like argon, He-p2: 1s’ 
ISo - ls3p 3P01). On the other hand, spec- 
tral line emission originating from levels 
whose population is primarily determined 
by electron collisional processes shows 
discrepancies of up to a factor of two com- 
pared to the modeling. In particular, this is 
observed for inner-shell excited satellite 
transitions that are populated from the 
Li-like ground state. We have examined 
possible explanations for this discrepancy 
and found that the most likely one is 
errors in the calculated ionization balance 
between the He- and Li-like state. 

In spite of these remaining discrepan- 
cies between calculated and measured 
inner shell satellite intensities, the fact that 
the strongest satellite features (the dielec- 
tronic capture satellites) are well modeled 
by the HULLAC code may affect the inter- 
pretation of ICF capsule implosions exper- 
iments. Our findings indicate that we 
should revisit the analysis of the higher 
density implosions to find if the kinetics 
modeling is consistent with the results 
obtained here. Preliminary calculations for 
implosion conditions show that various 
kinetics codes result in a factor of two dif- 
ferent prediction for the ratio of the cap- 
ture satellites to the He-p transition. More 
analysis using line shape calculations will 
be required to investigate whether the pre- 
vious interpretation of spectra from cap- 
sule implosions is affected.6 Moreover, 
having proven the technique to bench- 
mark kinetics calculations in laser-pro- 
duced plasma conditions, one can hope 
to extend this method to verify critically 
important aspects of indirectly driven 
capsule physics by testing the conditions 
created inside of ICF hohlraums. 

Experiment 

The experiments were performed with 
the Nova laser facility at the Lawrence 
Livermore National Laboratory.16 This 
Nd:glass laser was operating at 1.055 pm 
(10) and could be frequency converted to 
3 0  with energies of -30 kJ. The application 
of these large laser energies has enabled us 
to produce large-scale-length and 
extremely homogeneous plasmas (ATe/Te 
< 20%). We used ninef/4.3 laser beams to 
illuminate gasbag targets from all sides. 
Gasbags consist of two 0.35-pm-thick 
polyimide (C14H604N2) membranes that 
are mounted on either side of a 0.4-mm- 
thick aluminum washer with an inner 
diameter of 2.75,mm (Figure 1). In this 
study, the membranes have been inflated 
with propane (C3H8) or neopentane 
(C,Hl,) plus a small amount of Ar  YO by 
atomic number in each case) as a spectro- 
scopic test element. The concentration of 
Ar atoms of 1% was chosen to obtain 
optically thin conditions for the Li- and 
He-like Ar emission.The heater beams 
provided 2.3-kJ energy per beam at 

2.3 k] 
Q 30 

2.3 kJ 
Q 30 

2.3 kJ 
Q 30 

FIGURE 1. Gasbag target before it was pressurized with 
C,H,or C,H,,.The thickness and the inner diameter of 
the washer were 0.4 mm and 2.75 mm, respectively.The 
gasbags were heated with nine 1-ns-long heater beams 
of 2.3 kl per beam at  30. (NIF-0401-02069pb01) 
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30 (Ao = 351 nm) in a 1-ns-long square 
pulse. A diverging focus resulted in an 
intensity of I = 1014 w cm-2 on target. 

with a crystal spectrometer17 coupled to a 
gated microchannel-plate detector 
(MCP).18 The x-ray emission is observed 
through a slit cut in a copper shield and 
mounted on the target at a distance of 
8 mm, effectively limiting the plasma size 
seen by the spectrometer. This slit allows a 
view through the gasbag center. We used a 
pentaerythritol (PET) crystal to spectrally 
disperse the plasma emission and detected 
the spectra with the MCP detector with a 
temporal resolution of 80 ps, a spatial res- 
olution of 22 pm, and a resolving power of 
h/Ah = 800. Examples of the spectra mea- 
sured in this way are presented in the next 
section. The gated MCP detector was fur- 
ther employed for 2D x-ray imaging of the 
gasbag emission with photon energies of 
E > 2 keV. For this purpose, we used 
10-pm pinholes with a Be filter in front of 
the MCP camera. Figure 2 shows an exam- 
ple of three successive measurements. For 
early times (t < 0.3 ns) during the l-ns- 
long heating pulse, the initial imprint of 
the heater beams can be identified. For t > 
0.4 ns, these measurements indicate that 
the gasbag plasmas become homogeneous. 

For a more quantitative investigation of 
the plasma homogeneity, we measured the 
electron temperature at various distances 
from the target center with Thomson scat- 

The x-ray spectra have been measured 

tering. A 50-J, 4 0  (hg = 263 nm) probe 
beam has been used for the Thomson scat- 
tering experiments.13 Due to the strong 
laser light absorption, stray light, and 
stimulated Raman side-scattering from the 
heater beams in the wavelength region 
around the longer Nd:glass wavelength 
harmonics: 20 and 30, a short-wavelength 
probe is required to characterize open 
geometry large-scale-length ICF plasmas. 
The probe laser was focused into the gas- 
bag target to a spot of 60 pm x 120 pm 
resulting in an intensity of I - 3 x 
1014 w cm-2 (at 40). III separate experi- 
ments, we have shown that this probe 
does not influence the plasma when it is 
hot and heated by kJ-laser beams. 

The Thomson scattered light has been 
imaged at an angle of 90" withf/lO-optics 
onto the entrance slit of a 1-m (SPEX) 
spectrometer. We employed an S-20 streak 
camera to record spectra with a temporal 
resolution of 50 ps and a wavelength reso- 
lution of 0.05 nm. The imaging setup 
resulted in a cylindrical scattering volume 
with a scale length of -100 pm. The scat- 
tering volume is small compared to the 
size of the plasma. The choice of the probe 
laser wavelength of 263 nm and of the 
scattering angle of 90" results in collective 
Thomson scattering from fluctuations 
characterized by wave numbers k 
such that the scattering parameter is 
a = l/khD > 2 for the gasbag electron den- 
sities and temperatures. The Thomson 

1 0 -1 1 0 -1 1 0 -1 

Minor radius (mm) 

FIGURE 2. Temporally 
resolved 20 x-ray images 
of the gasbag emission 
with energies E > 2 keV. 
The gasbags show a 
homogeneous emission 
shortly after the begin- 
ning of the heater pulse 
(for t > 0.4 ns). 
(NIF-0401-02070pb01) 
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FIGURE 3. Experimental 
Thomson scattering spec- 
tra from a CSHl2-filled gas- 
bag measured from a radial 
distance of 0.8 mm from 
the gasbag center.The 
spectra show increasing 
electron temperatures and 
decreasing electron-to-ion 
temperature ratios.The 
parameters are inferred 
from the theoretical fits to 
the experimental data. 
(NIF-0401-02071 pbOl) 

scattering spectra are dominated by the 
narrow ion feature which shows scattering 
resonances at the ion-acoustic wave fre- 
quencies shifted from the incident probe 
laser frequency on either side on the fre- 
quency scale (redshift and blueshift for 
waves copropagating and counterpropa- 
gating along the scattering vector k. 

scattering spectra at t = 0.35 ns and t = 
0.9 ns measured at a radius of 800 pm 
from the gasbag center. The electron tem- 
perature can be inferred from the frequency 
separation of the two ion-acoustic peaks. 
Each peak consists of two unresolved ion- 
acoustic waves, one belonging to carbon 
(slow mode) and one belonging to hydro- 
gen (fast mode) giving the ion tempera- 
ture of the plasma from the relative 
damping of these waves. With increasing 
time, the ion-acoustic peaks show 
increased separation and broadening indi- 
cating increasing electron and ion temper- 
atures during the heating of the gasbag 
plasma. To accurately infer temperatures 
from these spectra, we convolute the form 
factor s(k,w) for multi-ion species19 with 
the experimental instrument function and 
fit the resulting profile to the data. 
Examples of these fits are also shown in 
Figure 3. We obtain an error estimate for 
the electron temperature of <lo% from the 
fitting procedure by varying the calculated 
profile within the noise of the experimen- 
tal data. 

Figure 3 shows an example of Thomson 

21 I 

263 264 265 
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FIGURE 4. Experimental electron temperature data for 
various radial positions measured at t = 0.35 ns and a t  
r = 0.9 ns.The temperatures from Thomson scattering 
show excellent agreement with the results from x-ray 
spectroscopy and are consistent with the hydrodynamic 
modeling using the codes LASNEX and FC12. A t  r = 0.35 ns 
the electron temperature profile is flat indicating the utili- 
ty of gasbags for spectroscopic investigations. 
(NIF-0401-02072pb01) 

Figure 4 shows the electron tempera- 
ture as a function of the radius for two dif- 
ferent times during the heating of the 
gasbag plasma. The experimental data 
show mutual agreement between the 
results from the temporally and spatially 
resolved Thomson scattering technique 
and with temporally and spatially 
resolved x-ray spectroscopy using the 
intensity ratio of the He-like Ar ls2 - ls2! 
(He-a) line to the Li-like jk! dielectronic 
satellites.2 These two techniques are com- 
pared together with hydrodynamic 
LASNEX and FCIZ simulations. The error 
bars for the spectroscopically derived tem- 
peratures are in the range of 15% to 20% 
depending on the noise amplitude of the 
individual spectra at various times. The 
Thomson scattering data are accurate to 
within 10%. We find that the results of the 
simulations are close to the experimental 
data. For this comparison, we include the 
heater beam scattering losses by stimulat- 
ed Brillouin and stimulated Raman scat- 
tering. The results presented in Figure 4 
clearly show a homogeneous plasma at 
the time of the measurements of the He-p 
transition plus satellites, i.e., 0.3 ns < t < 
0.5 ns, with ATe/Te < 20%. At the time 
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close to peak temperature, i.e., t = 0.9 ns, 
we find a homogeneous center with a 
diameter of 2 mm, ATe/Te < 30%. 

While the electron and ion tempera- 
tures in these gasbag plasmas are well 
known from the measurements described 
above, the electron density is principally 
known by the density of the gas fill. 
Measurements of the wavelength of the 
Raman scattered light that occurs at the 
frequency of the electron plasma wave 
give a value for the electron density that is 
consistent with the gas fill density.l The 
line intensity ratio of the resonance and 
intercombination line of He-like Ar has 
also been shown to be in agreement with 
the expected densities2 In summary, the 
detailed measurements and the general 
agreement with the simulations indicate 
that the plasma conditions in these gasbag 
targets are known with good accuracy so 
that it provides a spectroscopic source that 
is very suitable to test kinetics codes. 

ental Results and 

Figure 5 shows an example of a tempo- 
rally resolved x-ray spectrum in the wave- 
length region 0.332 nm < h < 0.345 nm 
measured at f = 0.35 ns from a gasbag that 
has been filled with C5H12 and 1% Ar. The 
data have been measured spatially 
resolved along the slit height and aver- 
aged over the region Y < 1.2 mm to reduce 
noise. The averaging does not influence 
the interpretation of plasma conditions 
because at the time of the measurements 
the gasbag plasma is homogeneous as 
shown above. In Figure 5 we also show a 
synthetic spectrum calculated with the 
experimental resolution and with a higher 
resolution using the HULLAC suite of 
codes for the experimental plasma param- 
eters: T, = 1.3 key ne = 1.1 x l @ l ~ r n - ~ .  

The spectrum is dominated by the 
1s - 3p resonance line of He-like argon 
Ar XVII at h = 0.3364 nm, He+, the theo- 
retical transition energy of which has been 
used to determine the absolute wave- 
length scale of Figure 5. A number of 
spectral lines can be identified on the low- 

energy, or red, wing of the He$ transition. 
These are the intercombination line at 
3\. = 0.337 nm, dielectronic satellites with a 
n = 3 spectator electron at 3L = 0.3381 run 
and four dielectronic satellites with a n = 2 
spectator electron labeled 1 through 4 
(Refs. 4,20). For a quantitative comparison 
between the experiment and the spectra 
modeling, we fit the experimental data 
with a multi-Gaussian profile using a 
least-squares method (Figure 5). We obtain 
an estimate for the error bar of the experi- 
mental intensities of the various spectral 
lines by varying the fit within the noise of 
the data. This error is in the range of 5% 
for the intense transitions (e.g., feature 4) 
to 20% for the weak transitions (e.g., 
feature 1). In Figure 5, the n = 3 dielectron- 
ic satellites at 0.3381 nm have not been 
included in the fit since we do not com- 
pare it to modeling. However, we verified 
that the n = 3 feature, as well as n = 4 
satellites,11J20 do not influence the intensity 
of the He-p line for our conditions. 

Figure 6 compares the measured inten- 
sity ratio with the results of the HULLAC 
calculations. It shows the ratio of the 

FIGURE 5. Experimental 
and synthetic spectra of 
the Ar He-p complex. 
(NIF-0401-02073pb01) 
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FIGURE 6. Comparison 
between the experimental 
line ratios from C,H,-filled 
(ne = 6 x 1 020cm-3) and 
C,H,,-filled (ne = 1.1 x 
1 02’ ~ r n - ~ )  gasbags with 
steady-state kinetics (colli- 
sional-radiative) modeling. 
The intensity ratio of the 
He$ transition (resonance 
plus intercombination line) 
to satellite feature 4,whose 
upper state is populated by 
dielectronic capture, shows 
excellent agreement with 
the fully kinetics modeling. 
(NIF-0401-02074pb01) 
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Corona model 
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dielectronic capture satellite (labeled 4) to 
the He+ transition as function of the mea- 
sured electron temperature for the two dif- 
ferent electron densities. The dielectronic 
capture satellite 1s2 + e- + IS 2! 3!’ is pri- 
marily populated by collisional excitation 
from the He-like ground state and simul- 
taneous capture of a free electron into an 
excited bound state. This process is known 
to be sensitive to the electron temperature, 
and kinetics modeling shows no depen- 
dence on electron density for the density 
range of this study. We find that the exper- 
imental data are in excellent agreement 
with the kinetics modeling if the fully colli- 
sional-radiative HLJLLAC model is used. 

The HULLAC  calculation^^^ include 
all singly and doubly excited energy levels 
with principal quantum number n 5 5. The 
code generates atomic wave functions 
using a fully relativistic, parametric poten- 
tial method that calculates the multicon- 
figuration, intermediate coupled level 
energies and radiative transition rates, A. 
In addition, the code also computes 
semirelativistic autoionization transition 
rates to the ground and excited levels of 
an adjacent ion. The electron-impact exci- 
tation rates between all levels of each 
charge state mentioned above are calculat- 
ed in the distorted wave approximation. 
The ionic transition rates include the 
autoionization rates from the Li- to He-like 
and He-like to H-like ions, as well as 
direct, impact ionization and radiative 
recombination rate coefficients. Radiative 
recombination from and collisional ioniza- 

tion to the bare nucleus 
included. These rates are used to construct 
the collisional-radiative rate matrix. The 
inverse of each ionization process, namely 
dielectronic capture and three-body 
recombination have been found according 
to the principle of detailed balance. The 
relative populations of the four charge 
states and the population, N, in each level 
of each ion are then found in steady state. 

From these calculations we obtain the 
intensity of the spectral line emission 
and thus the intensity ratios shown in 
Figures 6 and 7. In general, for optically 
thin plasmas, the intensity of a radiative 
transition from the upper level u to the 
lower level C is given by the integral of the 
emission coefficient E over the plasma 
path length. 

are also 

where E is given by the atomic transition 
probability A,,, the population density of 
the upper atomic state Nu, and a line 
shape function @ that is normalized to one 
if integrated over the whole line profile in 
frequency space. 

The comparison shows that the 
HULLAC calculations agree on average 
within 6% with the experimental intensity 
of the dielectronic capture satellite. Also 
shown in Figure 6 are two simplified calcu- 
lations using a coronal approximation, i.e., 
for low densities, the population of the 
upper states is determined by electron col- 
lisional excitation from the ground state Ng 
and de-excitation by radiative transitions. 

These two simplified  model^^^^^^ which 
use slightly different estimates for A,, and 
the averaged cross section for electron col- 
lisional excitation <m>, overestimate the 
experimental ratio by 12% to 22%. This 
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comparison indicates that a full kinetics 
calculation is required to model these 
spectra. We observe good agreement 
between the experimental dielectronic cap- 
ture satellite intensities and the full kinet- 
ics model indicating that the populations 
of atomic states within one ionization 
stage are well understood. 

On the other hand, we find that inner- 
shell collisional excited satellite lines are 
not as well modeled. These satellites are 
excited by collisions of free electrons with 
ions in the Li-like ionization state: 
1s2 21 + E + 1s 2t 3t' + e-. Figure 7 shows 
the ratio of the inner-shell excited satellite 
feature 1 with the fully collisional-radia- 
tive HULLAC kinetics modeling. 

In this case, we observe discrepancies 
between the data and the modeling of up 
to a factor of two. To ascertain the poten- 
tial effects of the hot electrons and non 
steady-state populations, we use time- 
dependent calculations to model the 
experimental conditions described above. 
Only for times f < 0.1 ns, when there is a 
significant fraction of Li-like ions in the 
plasma, do these calculations show that 
hot electrons increase the collisional exci- 
tation and therefore the intensity of the 
He-p transition as well as the inner-shell 
collisional excited satellites. However, at 

FIGURE 7. Comparison between the experimental line 
ratios from gasbags with steady-state kinetics (collisional- 
radiative) model calcu1ations.The intensity ratio between 
the He$ transition (resonance plus intercombination 
line) t o  satellite feature 1, whose upper state is populated 
by inner-shell collisional excitation, shows discrepancies 
of up to a factor of two compared with the fully kinetics 
modeling. (NIF-0401-02075pb01) 
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later times when the spectra have been 
measured, i.e., 0.3 ns < f < 0.5 ns, the effect 
of the hot electrons is found to be negligi- 
ble because He-like ions begin to domi- 
nate the charge state distribution so that 
thermal electrons dominate the collisional 
excitation process (eg., Ref. 21). Further, 
the same time-dependent calculations 
show that deviations from steady state are 
small for the gasbag plasma conditions 
and cannot account for the discrepancy 
observed in Figure 7. 

The most likely explanation for the 
observed discrepancies arises from differ- 
ences in the ion balance between model 
and experiment. The calculations indicate 
that at the time of the measurements about 
80% of the argon ions are in the He-like 
ionization state while only 1%-2% of the 
ions remain in the Li-like state. Small 
errors in the calculation of the absolute 
number of Li-like ions can therefore result 
in large errors in the ratio of collisional 
excited satellites (e.g. feature 1) to the res- 
onance transition (the He-P transition). 

We have performed x-ray spectroscopic 
experiments in homogeneous gasbag plas- 
mas where we independently measure the 
temperature with Thomson scattering. We 
find that collisional radiative (kinetics) 
modeling of the intensities of the He-p line 
and its dielectronic capture satellites is 
generally in agreement with the measured 
spectra. On the other hand, for the partic- 
ular case of satellites arising from inner- 
shell electron collisional excitation, we 
find discrepancies of up to a factor of two 
between experiment and kinetics models. 
We have ruled out possible effects on the 
line emission due to plasma gradients, 
radiative transport, and suprathermal elec- 
tron excitation, leaving errors in the atom- 
ic physics modeling to be the most likely 
explanation. 

The determination that there are prob- 
lems with the collisionally populated 
states is important for the interpretation 
of inertial confinement fusion capsule 
implosions where electron densities and 
temperature have been measured using 
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the spectral line shape of the He-J3 
transition of Ar XVII. The analysis of the 
implosion data has required Stark broad- 
ening calculations coupled to a kinetics 
model to calculate the detailed line inten- 
sities and widths. Despite remaining dis- 
crepancies, the good agreement between 
the experimental dielectronic capture 
satellites and the HULLAC calculations 
suggests that HULLAC is a more appro- 
priate code for the construction of the 
kinetics models of the He-p complex from 
high-density plasmas than previously 
used codes(e.g.,MCDF).HULLAC 
results in somewhat higher temperatures 
for the implosion conditions of Refs. 5 and 
6 that are in closer agreement with the 2D 
radiation hydrodynamic modeling and 
other spectroscopic techniques. These 
results indicate that benchmarking kinetics 
codes with Thomson scattering is an 
important area in present ICF research. 

We would like to thank A. L. Osterheld, 
C. Decker, L. Lours, and l? E. Young for 
helpful discussions. 
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T n  indirect-drive inertial confinement 
,fusion (ICF), x-rays are used to deliver 
energy to the surface of a capsule which 
contains deuterium-tritium fue1.l The cap- 
sule surface is ablated by the x-rays, and 
the resulting pressure implodes the 
remaining capsule and fuel to the densities 
and temperahres required for efficient 
thermonuclear fusion. 

The x-rays are produced by directing 
multiple lases beams onto specific loca- 
tions on the interior wall of a high-Z cavity 
(hohlraum) surrounding the capsule, 
where they are efficiently absorbed, reradi- 
ating much of the energy as soft x-rays.l. 
These x-rays, in turn, heat the remainder 
of the hohlraum wall, which then reradi- 
ates as well. The centrally located implo- 
sion capsule is thus heated by radiation 
from the laser absorption region ("hot 
spot") and the less intense radiation from 
the heated hohlraum wall, while the laser- 
entrance holes (LEHs) in the hohlraum 
produce no radiation. Different points on 
the capsule's surface view different solid 
angle-weighted proportions of hot spots, 
wall, and LEH. The objective is to have 
any point on the capsule's surface absorb 
the same amount of drive energy, at any 
given time, as any other point, in order to 
produce a uniform implosion. Analytic 

"Laboratory for Laser Energetics, University of Rochester, 
Rochester, NY 
k o s  Alamos National Laboratory, University of California, 
Los Alamos, NM 

calculations and simulations1-* have 
shown that high spatial frequency drive 
variations are effectively smoothed by the 
hohlraum environment. What remains is 
to smooth the lowest spatial frequency 
variations, which, for the cylindrical 
hohlraum geometry considered here, are 
usually expressed in terms of a Legendre 
series [ 
where 0 is the angle relative to the symme- 
try axis]. The odd terms vanish due to the 
basic symmetry of the geometry. It has 
been shown2 that for a given wall-to-hot 
spot temperature ratio, and hohlraum 
geometry, the lowest (P2) mode coefficient 
can be made equal to zero by an appropri- 
ate choice of hot spot location. 

Unfortunately, these parameters change 
with time. For example, the power fraction 
reradiated by the indirectly heated wall 
("albedo") rises with time. Also, the 
hohlraum wall expands inwardly, inter- 
cepting the laser beams at new locations 
and thus causing the hot spots to move 
closer to the hohlraum axis. It is this latter 
effect that is of interest to us in this article. 
An example of this spot motion is shown 
in Figure 1. The concern is that the result- 
ing large P, excursions are predicted to 
lead to intolerable higher spatial order 
capsule shell density and velocity pertur- 
bations which will impede full conver- 
gence and thwart fusion ignition. The 
obvious solution-to change the pointing of 
the beams in a time-dependent fashion- 
can effectively be accomplished by pointing 

A,P,(cosB), (n = 0,2,4, ...), 
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FIGURE 1. Gated x-ray 
images (hv - 5 keV) of 
laser-plasma interaction 
regions, with original wall 
positions superimposed, 
show movement of x-ray 
emission region due to wall 
motion for early beams (left) 
and later beams (right).Note 
the strong x-ray emission 
from the laser entrance hole 
obscures some spots in the 
late-time image. 
(NIF-0401-02055pbOl) 

t = 0.8 11s t = 1.2 ns 

different beams to different locations, 
while tailoring the pulse shape 
differently on the different beams, so that 
the average laser pointing moves in time, 
as required, to counteract the wall motion 
and maintain drive symmetry. This tech- 
nique is referred to as beam phasing1 

In the experiments reported here we 
have used a simpler variation, referred to 
as beam staggering. Different pointings 
are used for different sets of beams, and 
there is a timing offset between the two 
groups of beams. However, there is no 
individual laser pulse shape control for 
the different groups of beams. This tech- 
nique provides a single, midcourse 
correction for the time-dependent drive 
symmetry. 

To demonstrate the effect, we have 
made time-resolved drive symmetry mea- 
surements for two different sets of laser 
pointings. Both are calculated to give time- 
integrated symmetry for implosion times 
of order 2 ns. One set of pointings 
("reduced swing") is designed to give 
good drive symmetry (low P,) at all times, 
while the second ("enhanced swing") is 
calculated to give significant P, symmetry 
swings in time. The results are in good 
agreement with calculations. 

University of Rochester's OMEGA laser 
system?f6 using 30 of the possible 60 
beams to drive a cylindrical gold 
hohlraum7 1.6 mm in diameter, 2.1 mm 
in length, with 1.2-mm-diameter laser 
entrance holes at either end. The geometry,, 

The experiments were conducted on the 

shown in Figure 2, is such that five laser 
beams at each end are incident at 42 
degrees to the hohlraum axis, and are des- 
ignated as "cone 2." The remaining ten 
beams at each end are incident at 58.8 
degrees and are designated as "cone 3." 
The cone 3 beams are further subdivided 
into two, interleaved in azimuth, referred 
to as cones 3a and 3b. All beams had simi- 
lar power profiles: 480 J per beam at 
351 nm, in a 1.1-ns-long, constant power 
pulse. The cone 3a beams were on from 
time zero to t = 1.1 ns; the cone 3b and 
cone 2 beams were on from t = 1 to t = 2.1 
ns. The resulting total laser power is a 
2.1-ns-long stepped pulse, with a 1:2 con- 
trast ratio, as shown by the dashed line 
in Figure 3. 

One measure of symmetry is the shape 
of the fuel region in imploded  capsule^^^^ 
obtained by direct pinhole imaging of the 
x-ray emission (3- to 6-keV photons) onto 
a gated microchannel plate (MCP) 
camera.1° The emission is enhanced by 
doping the 50 atmospheres of deuterium 
fuel in the 440-pm-inner-diameter capsule 
with 0.8 atmospheres of argon. (In the 
thinnest walled capsules, deuterium fill 
pressure was limited to 10 atmospheres 
due to material strength concerns.) The 
convergence ratio of the targets is limited 
by design to -8, leading to an z55-v-  
diameter imploded core, easily resolved 
by a 1 2 - p  resolution pinhole camera. The 
observed asymmetry of the core is the 
result of the drive asymmetry integrated 
over the duration of the implosion. For 
these experiments this integration time 
was varied by changing the capsule wall 
thickness from 10 to 55 pm. The 

3b 3a 3b 

2 

...... 

-..... 
Reduced Enhanced 

FIGURE 2. Schematic of OMEGA hohlraum geometry, 
showing laser pointing for the three cones in the two 
configurations.Cone 3a is the"ear1y"cone. (Only right half 
is shown.) (NIF-0401-02056pbOl) 
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FIGURE 3.Total laser power (dashed), and measured and 
simulated average ablation front trajectory,versus time. 
Data is from enhanced swing configuration; reduced 
swing configuration gives identical results. 
[N1F-0401-02057pb01) 

size (FWHN6) of the implosion core's 
vertical (a) and horizontal (b) axes was 
recorded, and the ellipticity ratio (a/b) was 
used as a measure of the lowest order P, 
asymmetry averaged over the implosion 
time. Knowledge of the time-dependent 
asymmetry can be inferred by examining 
the results of targets with varying implo- 
sion times, as shown in Figure 4. 

The second technique uses an x-ray 
backlit surrogate foam (0.3 g7cm3 Si02 
aerogel) ball, which yields a continuous 
record of hohlraum asymmetry."J2 As the 
x-ray drive ablates the foam ball's surface, 
the ablation pressure drives a shock front 

into the ball. Simulations show that the 
asymmetry of the ball, as measured by the 
x-ray transmission inflection points in a 
backlit image, is a good measure of the 
drive asymmetry imposed up to that time. 
The asymmetry of the ball at differing times 
is obtained from analysis of backlit images 
recorded with the time-resolved pinhole 
camera described previously Examples of 
these images are shown in Figure 5. The 
x-ray backlighting source is a titanium foil 
which, in a novel arrangement, is mounted 
directly over a hole in the side of the 
hohlraum wall. The foil is illuminated for 
2 ns with eight staggered laser beams on its 
rear surface. The Ti is 5 pm thick, which 
allows the 4.7-keV He-like line radiation 
generated on the outside to pass through 
the foil and backlight the foam ball. At the 
same time, the inner side of the Ti absorbs 
and reemits, with reasonable efficiency, the 
softer drive radiation, reducing the asym- 
metry an open hole would produce. The 
diagnostic observation hole, opposite the Ti 
foil, is covered with a very thin (0.2-pm) 
layer of Ta, to help reduce the drive pertur- 
bation due to that hole. 

The two diagnostic techniques are com- 
plementary in time. The foam ball works 
well for the first 2 ns, but after that the 
shock has reached the center. The capsules 
of varying wall thickness ("symmetry cap- 
sules") work well for the time-integrated 
measurements ending between 1.4 to 
2.7 ns; it is not possible to make capsule 
shells thin enough to integrate over an 
earlier time frame. 

=20 pm =35 pm -50 pm 
Ablator thickness - 

0 
Enhanced swing . 

Reduced swing a 
. -  +!-E- 

b 

FIGURE 4. Schematic of symmetry capsule principle. 
Thicker capsules integrate over longer times; ratio of 
vertical to horizontal size of imploded image ( o h )  is 
used as a measure of symmetry. (NIF-0401-02058pb01) 
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c v 
1 2 

Foam ball 

FIGURE 5. Examples of time-resolved x-ray backlit 
images of foam ball targets. Enhanced swing case shows 
observable Pz (note horizontal size > vertical) at early 
times, and observable P4 asymmetry at 2 ns (note dia- 
mond shape). (NIF-0401-02059pb01) 
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In all shots, the beams were pointed to 
positions which produce a nearly round 
implosion for capsules designed to 
implode in approximately 2 ns. For the 
experiment attempting to minimize P2 
symmetry swings, the cone 3a beams are 
turned on first, and are aimed at the loca- 
tion which minimizes P, during the first 
nanosecond. During that time, the gold 
wall expands inward, and the hot spot, as 
seen from the capsule, moves back toward 
the laser-entrance holes. At the end of the 
first nanosecond, the cone 3a beams are 
turned off, and the remainder of the 
beams are turned on. These are aimed at a 
new location-more inward, or toward the 
capsule-to account for the fact that the 
gold wall has moved, and will continue to 
move, inward some 150 pm. As seen from 
the capsule, the hot spot from these later 
beams begins in approximately the same 
angular position as the initial cone 3a hot 
spot location. This is shown schematically 
in Figure 2. This midcourse repointing acts 
to restore the drive symmetry which 
would have otherwise been lost due to 
wall motion, had all the beams been point- 
ed similarly. The actual pointings, defined 
as the point of intersection of the laser 
beam with the hohlraum symmetry axis, 
measured from the hohlraum center, are 
shown in Table 1. 

enhance the time-dependent symmetry 
swing, the beams were repointed to posi- 
tions which would give poor symmetry 
over any given half of the pulse while 
still maintaining time-integrated symme- 
try over the whole pulse. This was 
accomplished by pointing the early cone 
3a beams further inward. The later cones 

For the experiment designed to 

2 and 3b beams were then pointed more 
outward, to compensate in a time- 
averaged sense (see Figure 2). Beam 
timing and pulse shape were not changed 
between experiments. 

The above-described experimental con- 
ditions are simulated with a two-dimen- 
sional radiation-hydrodynamics code.13 
Integrated modeling techniques, which 
treat the hohlraum, capsule or surrogate 
target, laser deposition, and x-ray conver- 
sion as a coupled physical system, are 
used.14 Following completion of the simu- 
lations, postprocessing is used to generate 
synthetic images of the capsule or surro- 
gate target for direct comparison with 
experiment. 

For the low-convergence implosions, 
the ellipticity ratio (a/b)  of the synthetic 
image’s 50%-of-peak-emission contour is 
extracted, in the same manner as is done 
for the data, as shown in Figure 4. 

For the foam ball simulations, the 
inflection point contour for transmissivity 
through the target is extracted and written 
as a partial sum of Legendre polynomials 
with coefficients a, (n = 0,2, 4).I27l5 For 
each Legendre coefficient, a fit through the 
simulated data is performed and then dif- 
ferentiated in order to extract information 
about the ablation pressure history. For a 
constant or increasing pressure, the shock 
speed in a material is proportional to the 
square root of the pressure. Expanding 
this relationship in a Legendre series and 
keeping only the lowest order terms, the 
various Legendre coefficients of ablation 
pressure PA, are related to the shock front 
trajectory as followsl5: 

TABLE 1. Laser beam pointing configurations for 
the two cases studied. Numbers shown are the 
distances from the center of the hohlraum to the PA0 = [2p / (Y -I- I)] 6 
points where the beams cross the axis of symmetry. 

Cone2 Cone3a Cone3b 
pA2/pAO= z i Z / k J  

Experiment (!Jm) (Pm) (run) PA4 / PA0 = 2 a4 bo 

Reduced swing 1175 1100 900 

Enhanced 1450 950 1150 where p is the foam ball density, y is the 
ratio of specific heats, and overdots denote 
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differentiation with respect to time. 
However, we do not measure the shock 
front trajectory but rather the x-ray 
transmissivity inflection point trajectory. 
Simulation studies indicate that this latter 
quantity provides a representative measure 
of the location of the shock.15 Although not 
strictly correct, the association of shock 
front and inflection point provides a sim- 
ple relation for estimating ablation pres- 
sure asymmetry without invoking detailed 
radiation-hydrodynamic simulations. In 
fact, comparison of this estimate of instan- 
taneous ablation pressure asymmetry with 
such simulations shows fairly good agree- 
ment for the second order coefficient, as 
shown in Figure 6. It is in this spirit that 
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FIGURE 6. Comparison between hydrodynamic code sim- 
ulations and simple analytic expression for 2nd order 
coefficient; (a) reduced swing case, (b) enhanced swing 
case (note expanded vertical scale). (NIF-0401-02060pb01) 

shock front and inflection point are used 
interchangeably. 

The measured average ablation front 
trajectory uo(t) provides a direct means of 
diagnosing the x-ray drive? Figure 3 
shows the measured and simulated trajec- 
tories, and the laser power history, for the 
enhanced swing case. We note an increase 
in velocity after 1 ns, indicating the nearly 
instantaneous onset of increased x-ray 
drive. A direct measurement of the emit- 
ted x-rays17 is shown in Figure 7. It shows 
the drive rising from an effective black- 
body temperature of 130 eV during the 
foot to 190 eV by the end of the pulse, in 
good agreement with the ao(t) data and 
simulation shown in Figure 3. The error in 
measuring a. is small, and does not signifi- 
cantly contribute to the error in deducing 
PA2 from equation (lb). 

Figure 4 shows examples, and Figure 8 
shows the quantitative results, of the sym- 
metry capsule experiments and simula- 
tions, plotting the (u /b )  eccentricity of the 
imploded cores as defined earlier versus 
the observed x-ray emission time. The 
simulations are overplotted on Figure 8. 
Each data point is the average of two 
shots. Note that the (a/b) distortions for 
the two pointing schemes cross each 

200 
FIGURE 7. Measured x-ray 
drive flux as a function of 
time, expressed as an 
effective Planckian tem- 
perature. 
(NIF-0401-02061 pbOl) 
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FIGURE 8. Measured and 
simulated u/b elliptical dis- 
tortion of imploded cap- 
sule core versus peak 
x-ray emission tirne,for 
the different pointing% 
(NIF-0401-02062pbOl) 

FIGURE 9.Time variation 
of second Legendre coef- 
ficient of ablation front 
trajectory, with inferred 
t = 0 offsets subtracted 
(see text). Solid (short- 
dashed line) and open 
(long-dashed line) symbols 
show data (simulations) 
from the reduced swing 
and enhanced swing 
pointings, respectively. 
[NIF-0401-02063pbOl) 
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other at =2 ns, as designed. However, the 
capsules driven with reduced-swing beam 
pointing show good implosion symmetry 
for shorter implosion times, while the 
enhanced P, swing pointing case does not, 
The experiment attempting to reduce the 
symmetry swing shows ( a b )  decreasing 
between 1.5 and 2 ns, a clear qualitative 
indication that the normal symmetry 
swing due to spot motion, which would 
increase (a/b), has been reversed. It should 
be noted that the thickest capsules shown 
imploded long (>0.8 ns) after all laser 
beams were off. For these capsules, sym- 
metry control is not maintained after 2 ns 
for either pointing. 
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Figures 3,9, and 10 show the reduced 
data from the foam balls; a. (Figure 3), a2 
(Figure 9), and a4 (Figure 10) are the 
zeroth, second, and fourth order Legendre 
polynomial coefficients, respectively, of 
the fit to the inflection point contours of 
the backlit images. The simulation results 
are overplotted on these figures. The time- 
dependence of the zeroth order coefficient 
(corresponding to an average radius) 
yields information on the average x-ray 
power, as previously discussed. The sec- 
ond order coefficient a2 quantifying ellip- 
ticity, yields continuous information on 
the time-integral of the P, flux asymmetry 
experienced near the center of the 
h0h1raum.l~ For the data presented here, 
the values of a2(t) are small enough that 
any initial a2(0) distortion present in the 
foam ball can cause a substantial offset in 
the results. We have removed this offset 
from the data, to clarify the important 
result, the demonstrated control of time- 
dependent variations in a? The offsets are 
too small (0, 0.5, 0.5, and 2.5 pm) to have 
been noticed during initial target charac- 
terization; we have inferred them from the 
values required to make the changes in a, 
extrapolate to zero, at time zero, for each 
shot. In any case, the instantaneous flux 
asymmetry is derived from the slope of 
the a2(t) history and not its absolute value. 
The error bars shown are statistical only, 
from the curve fitting process for each 
image.ll.12 

for the case where the symmetry swing 
was intentionally enhanced, reaching a 
peak of =5 pm, or 3% of the average 
radius at that time. For the case attempt- 
ing to reduce the symmetry swing, the a2 
variation is significantly reduced in mag- 
nitude, and shows the expected shift fol- 
lowing the change in beam pointing at 
t = 1 ns. The following simple argument18 
shows that applying a single midterm 
pointing correction should significantly 
reduce (by 4 x )  the maximum 
the P2 swing approximated as linear 
in time? Then a, is a JP2dt, hence at2. 
Therefore, halving the time over which the 
P2 swing is left uncorrected reduces the 
a2 by 4x. Generalizing, applying n correc- 
tions by staggering beams n times would 
reduce a2 by n2. 

The results show a large excursion in a2 

Consider 
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FIGURE 10. Time variation of fourth Legendre coefficient 
of ablation front trajectory. Each data point (symbols) has 
been averaged over several shots and corrected for initial 
offset.Solid and open symbols show data from the 
reduced swing and enhanced swing pointings, respec- 
tively. Solid lines show simulations. (NIF-0401-02064pb01) 

The fourth order coefficients shown in 
Figure 10 have been adjusted for an initial 
offset (up to 1.5 pm> in the same manner 
as described above for the second order 
data. The simulations are overplotted. As 
the results indicate, this experiment did 
not attempt to control the fourth order 
coefficients; that will be the subject of 
future work. 

The simulations of u2(t) for the two dif- 
ferent pointings are, as shown in Figure 9, 
in good agreement with the measurements. 
The inferred ablation pressure asymmetries 
PA2(t), obtained by differentiating the simu- 
lations as described above, are shown in 
Figure 6. The ratio of the P2/Po pressure 
coefficients vary from -0.13 to +0.12 for the 
enhanced swing case, while the maximum 

extremes for the reduced swing case are 
-.025 and +.08, a factor of two and one-half 
reduction in total symmetry swing. The 
magnitude of the P, symmetry swing for 
the reduced swing case is less than 10% 
over a 2-11s duration, which is the required 
level of control calculated for ignition tar- 
gets on the National Ignition Facility1f2 

In summary, we have shown how low- 
est order hohlraum drive asymmetries due 
to plasma wall motion and changing wall- 
to-hot spot temperature ratios can be con- 
trolled in a time-dependent fashion, using 
a multicone beam geometry, 
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report an experiment which 
demonstrated for the first time 

that exceptionally intense and well-colli- 
mated proton beams are produced when 
thin-foil targets are irradiated at ultrahigh 
intensity with ultrashort laser pu1ses.l 

The generation of fast protons from 
laser-irradiated solid surfaces is well 
understood2J and attributable to electro- 
static fields produced by hot electrons 
acting on protons from adsorbed 
hydrocarbons? An empirical power law 
relationship between the mean proton 
energy and intensity x (wavelength)2 (IA2) 
was identified, and proton energies up to a 
few MeV were observed for IA2 up to 
10I8 W pm2 in nanosecond pulses? 
Chirped pulse amplification (CPA) laser 
technolog? enabled widespread genera- 
tion of terawatt (TW) power and the first 
petawatt (PW) laser.5 CPA lasers generate 
pulses in the range 20 fs to 1 ps. Protons 
with 10-MeV energy were observed with a 
1-ps CPA laser at 1A2 = 1019 W cm2 pm2, 
consistent with the previous scaling.6 

aUniversity of California, Lawrence Livemore National 
Laboratory, PO Box 808, Livermore, CA 94550 
bUniversity of California, Davis, Department of Physics, 
Davis, CA 94616 
Visiting from GSI Laboratory, Darmstadt, Germany 
dVisiting from University of Alberta, Edmonton, Alberta, T6G 
2G7, Canada 
Visiting from LE, Osaka University, Suita, Osaka 565, Japan 
bniversity of Texas, Huntsville, Texas 

New mechanisms of ion acceleration 
have been studied with CPA lasers. 
Ponderomotive pressure of the laser radia- 
tion causes radial acceleration when laser 
beams are focused in gas jets and in sub- 
critical density plasmas7 and also causes 
axial acceleration into solid targets.8 
Coulomb explosion of molecules9 and 
clusterslO has produced energetic ions. The 
ion energies from these newly studied pro- 
cesses have been <l MeV/nucleon. 

We report a laser-induced proton beam 
with much higher particle energy and bet- 
ter collimation than previously observed 
with the distinctive feature that it is emit- 
ted perpendicular to the rear unirradiated 
surface(s) of the target. The high proton 
energy up to 58 MeV, opens up access to 
nuclear processes. 

The experiments used a CPA laser sys- 
tem generating 1-PW pulses of 500-fs 
duration? Withf/3 parabolic mirror 
focusing, the peak intensity was 
3 x 1 0 ~ 0  w cm-z in a focal spot of 9 - p  full 
width at half maximum (FWHM), 
with 30% of the energy inside the first 
minimum. Amplified spontaneous emis- 
sion in a 4-11s period before the main 
pulse had lo4 of the main pulse energy, 
and there was a 3 x lo4 prepulse 2 ns 
before the main pulse. This precursor 
radiation generated a plasma that was 
measured by subpicosecond optical inter- 
ferometry. The on-axis electron density 
was 3 x l O I 9  c m 3  in a plane 70 pm from a 
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FIGURE 1. (a) Contour 
plots (a to d) of dose in 
kilorads (color bar units) as 
a function of angle after 
penetration through 
respectively 0.2-, 0.4-, 06, 
and 0.8-rnm Ta in the 
detector.The target was a 
1 -rnrn-square, 125-prn- 
thick Au foil irradiated with 
465 J at 45O P polarized 
incidence. (b) Plot of beam 
profile lineouts showing 
kilorads as a function of 
angle in the vertical direc- 
tion through the center of 
the proton beam along 
path as indicated in (a). 
(NIF-0401-02065pb01) 
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flat CH target with an approximately 
exponential fall to lower densities having 
a scale length of 40 pm.ll 

The proton beam was recorded with 
radiochromic (RC) film, which changes 
through polymerization of a diacetylene 
active layer from transparent to dark blue 
(dark to white in Figures 1 and 4) in pro- 
portion to the dose (rads) of ionizing radi- 
ation (1 rad = 100 ergs/g). A 90° conical 
assembly of alternating Ta foils and sheets 
of RC film was used. The cone is 4 cm 
deep at its apex, which was placed 4.2 cm 
behind the target on the laser axis so the 
detector covered the forward hemisphere. 
The RC film response was calibrated abso- 
lutely, and the image data were analyzed 
by digital densitometry and transformed 
geometrically to produce contour plots of 
dose as a function of angle illustrated in 
Figure 1. 

The data in Figure 1 show a collimated 
intense proton beam emitted perpendicu- 
lar to the rear target surface of a target at 
45' to the laser axis. Its angular width nar- 
rows to loo in the image through 600 pm 
of Ta. The beam is rather uniform in inten- 
sity with near-circular, sharp boundaries. 
There is a low-intensity wide-angle back- 
ground, discussed elsewhere, that is due 
to escaping relativistic electrons.12 Similar 
results are seen for normal incidence, 
S polarization, and target thickness down 
to 20 pm. The beam profiles from CH tar- 
gets have nonuniform edges and exhibit 
internal fine structure as illustrated in 

a E217MeV b E>24MeV 

c E>30MeV d E>35MeV 

Figure 2 for a 100-pm-thick CH target at 
normal incidence. There was typically a 
5 times greater dose recorded from CH 
relative to Au targets. The proton identity 
of the beam was first suggested by analy- 
sis of etched tracks in CR39 plastic behind 
7 mm of Al, which gave evidence of 
>30-MeV protons. 

function of proton energy was calculated 
from stopping powers obtained with the 
SRIM code.13 (An example for a similar 
detector package is shown in Figure 2.) 
The integrated rad cm2 in each image of 
the proton beam was determined from the 
RC film data. A deconvolution procedure 
was then used to relate these data to the 
film response (in rad cm2 per proton) to 
give the absolute proton energy spectrum. 
Figure 3a shows an example in which 
the energy spectrum has a cutoff at about 
58 MeV, with a near-exponential slope 
temperature of 4 MeV The conversion 
fraction of laser energy to protons 
E > 10 MeV is 12% at 48 J. The extrapola- 
tion of the energy spectrum below 10 MeV 
is uncertain because the detector did not 
record protons of lower energy. 

was also measured at 45' to the laser axis 
via a hole in the RC film detector using a 
magnetic spectrometer. These energy spec- 
tra were obtained from densitometry of 
photographic film as illustrated in 
Figure 3b. For targets irradiated at 45O 
incidence, the recorded spectrum was on 

The response of each RC film layer as a 

The sharp cutoff of the energy spectrum 
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FIGURE 2. Data for a nor- 
mal incidence, 445-J shot 
on 100ym CH from theTi 
nuclear activation and RC 
film detector described 
later in the text:Ti foil 
autoradiographs (top 
row) and RC film images 
(middle row).The plots 
show Monte Carlo model- 
ing (bottom left) of the RC 
film detector response in 
kilorad cm2 per proton, 
normally incident in the 
film layers,and the nuclear 
activation response 
(bottom right) of t he3  
layers to protons through 
the successive filter layers 
of the detector. 

(D) (E) 

(NIF-0401-02066pb01) 
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the axis of the proton beam, and in the 
example shown, there is a cutoff at 
55 MeV. For normal incidence, the record- 
ed spectrum was at 45O off axis, and the 
example shown has a cutoff at 15 MeV, 
consistent with the reduced cone angle for 
higher proton energies seen in Figure 1. 
The photographic film is saturated so only 
the cutoffs in energy are significant in the 
plots. An estimate of the apparent source 
size of the proton emission (400 km) was 
obtained from penumbral shadowing at 

the edge of the high-energy end of the 
spectrum when a rectangular slit aperture 
was used, and a 4-mm-square, 125-pm- 
thick Au foil was irradiated.l* 

Direct evidence that the beam is made 
up of protons rather than other ion 
species was obtained from observation of 
nuclear reactions induced by protons. A 
multilayer detector was used consisting 
of 3-cm-diameter flat discs of 50-pm Ti, 
followed by three repeats of 1.2-mm Be, 
250-pm Ti, and 250-cl.m RC film, then 

FIGURE 3. (a) Proton ener- 
gy spectrum deduced from 

100 radiochromic film images 
for a 423-J shot at normal 
incidence on 100-pm CH. 
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the spectrum on axis and 
from another shot at 459 
The detector is saturated 
above the cutoff region. 
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1.5-mm Be and 250-pm RC film, placed 
4.5 cm behind the target. The yield of 
the nuclear process, 48Ti(p,n)48V was 
measured absolutely from the characteris- 
tic gamma emission of the activated 
48V nuclei. The cross section has a thresh- 
old at 5 MeV and peaks at 13 MeV, 
500 mbarn.15 The number of activated 
nuclei in each Ti layer was determined 
from the gamma emission. The activation 
was modeled using the stopping pow- 
ers13 and cross sections15 to give the 
response of the detector in activations per 
proton in each Ti layer, as in Figure 2. A 
deconvolution procedure similar to that 
used for the RC film gave the absolute 
energy spectrum of the protons, and close 
agreement was obtained comparing both 
methods. 

In the example shown in Figure 2 (445 J 
at normal incidence on 100-pm CH), there 
was an integrated energy of 30 J (3.5 x 
1013 protons or 7% of the laser energy), 
and the Boltzmann temperature was 6 
MeV. Autoradiographic images of the 48V 
activation in the Ti foils shown in Figure 2 
show a one-to-one correspondence to the 
RC film images recorded on the same shot 
from adjacent layers in the detector, giving 
further evidence that the RC film shows a 
proton beam. Another nuclear process 
observed was the production of 3 x 1O1O 
neutrons on this shot (data from an Ag 
activation detector). This efficient yield 
(7 x lo7 neutrons per joule) was from the 
several neutron-producing channels of 
proton interaction with Be nuclei16 and 

FIGURE 4. Contours of 
dose in kilorads as a 
function of angle record- 
ed on an RC film through 
300-pmTa (proton E >  
18 MeV).The image 
clearly shows two proton 
beams, the larger from 
the major face and the 
smaller from the minor 
face of the wedge. 
(NIF-0401-02068pb01) 

was an order of magnitude greater than 
neutron yields observed on shots without 
the Be discs. 

Whether the beam was normal to the 
front or the rear surface of the target was 
assessed using a 2-mm-wide, 30’ wedge 
target of CH, as illustrated in Figure 4. 
That the emission was normal to the rear 
surface is seen in the two separate proton 
beams in directions corresponding to the 
normals to major and minor “rear” sur- 
faces of the wedge. 

RC images from 1-mm-square thin foil 
targets through 25-pn~ AI (recording pro- 
tons with energy >4 MeV) showed in addi- 
tion to the intense beam, a weaker sheet of 
proton emission in the horizontal plane. 
We attribute this emission to the vertical 
edges of the target. This suggests that there 
is proton emission from an extended area 
of the rear surface of the target with lower- 
energy protons emitted further from the 
center of the emitting surface. 

Cones of RC film placed both behind 
and (with a central hole for the laser 
beam) in front of a CH target for a target 
at 45’ established that protons above the 
12-MeV threshold energy for detection 
integrated over the forward hemisphere 
had less than 5% of the energy recorded in 
the proton beam from the rear surface. 

We interpret the process generating the 
proton beam as electrostatic acceleration 
following hot electron generation. The 
focused main pulse generates an intense 
relativistic electron source. Relativistic 
self-focusing in the preformed plasmal7 
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enhances the intensity. This is evidenced in 
our work by an invariant x-ray emission 
spot of about 20-pm diameter, as the focal 
plane was displaced as much as 300 pm in 
front of the target.lb We have previously 
reported on measurements of the energy 
spectrum of electrons emitted from the 
rear surface of Au targets.18 Data show 
electron energies up to 100 MeV with an 
exponential slope temperature of 5 to 
10 MeV. The RC film data shown in 
Figure 1 revealed the angular pattern of 
relativistic electron emission as a diffuse 
background. The approximate source tem- 
perature and energy content of this elec- 
tron emission were determined by 
comparison of quantitative analysis of the 
RC film and Monte Carlo modeling. 
Typical results were 1 to 2 J of electrons 
and a Boltzmann temperature of 3 to 
4 MeV. The total emitted energy corre- 
sponds to the maximum charge that can 
leave the target before the Coulomb 
potential traps the major fraction of 
the electrons. The angular pattern is 
broad. A similar pattern of >TOOo cone 
angle was observed in bremsstrahlung 
x-rays emitted from thick Au targets. 
Analysis of the measured total yield of 
bremsstrahlung at photon energies 
>0.5 MeV suggests that more than 40% 
of the laser energy is converted to rela- 
tivis tic electrons.12Jg 

We have adapted the standard model 
of fast ion generation by hot electrons3 
for very short pulse duration and for the 
existence at the time of creation of the 
hot electrons of a preformed long-scale- 
length plasma on the front of the target 
and a short-scale-length at the unirradiat- 
ed back surface. 

A full discussion of the acceleration 
model has been presented e l s e ~ h e r e . ~ ~ , ~ ~  
Briefly described, electrons penetrating 
through the target ionize H and other 
atoms at the rear surface. Although the 
hot electron temperature Th, the ion scale 
length Li, and the Debye scale length L, 
rapidly change with time, one can estimate 
the accelerating field by considering their 
initial values. By applying Poisson’s 
equation and assuming a Boltzmann distri- 
bution for the hot electrons, one obtains 
the result that the electric field acting on 

the ions21 is given by E = T,/e max (Li, Ld). 
This shows there will be much stronger 
acceleration at the sharp density interface 
on the back of the target than on the front, 
where the preformed plasma scale length 
is very long as shown by our optical probe 
data discussed previously. The rate of ener- 
gy transfer to the ions is therefore initially 
much greater on the back of the target. 
Since the initial scale length on the back of 
the target is roughly a micron, we see that 
electric fields of MeV/micron are generat- 
ed. This model, modified by the fact that 
there are two electron temperatures pre- 
sent,3<22 is qualitatively consistent with our 
data. Two-dimensional particle-in-cell sim- 
ulations have further confirmed these find- 
ings and begin to address the relation 
between cutoff energy and angle in our 
data (e.g., Figure 1). 

We have concluded that processes at 
the front surface focal spot on the target 
could not generate the observed ions 
because of the clear evidence that the pro- 
tons are emitted perpendicular to the rear 
surface of the target. The observation of 
proton emission from the edges of the tar- 
get supports a model of emission over an 
extended area much larger than the focal 
spot. The protons detected from Au targets 
could not come from the front surface 
focal region of our targets because of the 
prepulse-induced blowoff-adsorbed 
monolayers of hydrocarbon. Moreover, an 
area that is much larger than the cm2 
focal spot area is needed to supply the 
observed number of protons from an 
adsorbed layer. 

Proton beams of the high energy, 
power, and collimation observed here 
could be of interest for numerous applica- 
tions. They may be applicable to medical 
proton beam cancer therapy or to the pro- 
duction of short-lived radionuclides. More 
work is needed to characterize the emit- 
tance, which will determine the focusabili- 
ty of the beam and its usefulness, for 
example, in replacing the front end of 
large accelerators or as an ignitor in fast 
ignition. The ion acceleration process is 
not restricted to protons, and with suitable 
preparation of the target surface, more 
massive ions could be accelerated to simi- 
lar energy per nucleon. 
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