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Chapter 1

BACKGROUND

1.1 Motivation

The motivation for the project described in this dissertation stems from the need for a
gamma-ray spectrometer with ultra-high energy resolution. This instrument has
applications in nuclear non-proliferation and arms control programs within the Lawrence
Livermore National Laboratory (LLINL) and the Department of Energy. Fissile materials
with different intended purposes have different isotopic ratios. Fig. 1.1 shows the
spectra from different levels of *°U enrichment as measured by spectrometers with
different energy resolutions. We see that the difference between 96% and 98%
enrichment can only be resolved by a high energy resolution spectrometer. The low
energy resolution spectra are comparable to commercially available spectrometers and

are unable to distinguish between the two levels of enrichment.




Relative Intensity

Energy (keV)

Fig. 1.1 Simulated spectra of 96% and 98% ***U enrichment measured with different energy resolution.
Solid lines denote 100 eV energy resolution response. Dashed lines denote 1 keV energy resolution
response. Triangles denote 98% “*U enrichment and squares denote 96% *°U enrichments.

A high energy resolution gamma-ray spectrometer will also be useful in environmental
monitoring applications. Consider the detection of uranium against a background of
radium. The most prominent gamma-ray line of ***U is at 185.72 keV. However, >*°Ra
has a gémma—ray line at 186.21 keV. Fig. 1.2 shows a simulated spectrum of small
amounts of °U against a background of **Ra. The two lines are unresolved with 1 keV
energy resolution, which is typical of commercially available spectrometers. However,
with 100 eV energy resolution, the lines are clearly separated. Thus, small traces of
uranium in the environment are difficult to detect withoqt the aid of' a high energy-

resolution spectrometer.
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Fig. 1.2 Simulated spectrum of ***U against **Ra background with different energy resolutions.

In astronomy, some of the most energetic phenomena emit gamma rays. High-resolution
gamma-Tay spectroscopy will enhance the measurements of nuclear emission lines such
as “°Ni at 158 keV and **Ti at 68 and 78 keV. The lines are produced by material that has
recently been ejected by supermovae, and can provide unique insight into the mechanism
that creates and distributes heavy elements throughout the galaxy. Also, since most
astronomical objects are very faint, the spectrometers must have good quantum efficiency

as well as good energy resolution.

1.2  Project history

As early as 1935, calorimeters have been cooled to low temperatures (50 mK) to increase
their sensitivity [1]. By 1975, it has been suggested that detection of single photons was
possible [2]. In 1984 Mosely, Mather, and McCammon presented a theory for the

fundamental energy resolution of microcalorimeters, demonstrating that single photon




detection is possible [3]. McCammeon, et al., obtained an energy resolution of 7.3 eV for
6 keV X rays using a silicon thermistor in 1993 [4]. However, this spectrometer suffered
from a low count rate due to a pulse decay time constant of ~10 ms. Around the same
time, LLNL developed superconducting tunnel junctions (STJ) capable of measuring 29
eV energy resolution for 6 keV x rays [5] with a count rate several orders of magnitude
greater than McCammon [6]. In 1995, Irwin developed a thorough theory for'noise in
superconducting transition-edge sensors (TES) as bolometers [7]{8]. By 1999, Irwin, et
al., at the National Institute of Standards and Technology (NIST) used a TES to obtain an
energy resolution of 4.5 eV for 6 keV x rays, which is the best calorimetric measurement
to date. For the last decade, LLNL has been actively developing advanced radiation

detectors. We discuss some of our achievements in the following sections.

1.3 Prior work at LLNL

The Advanced Detector Group (ADG) at LLNL has been successful at the development
of STIs for high energy resolution and high count rate detection of low energy X rays. In
the last five years, the ADG has begun efforts to extend our detection capabilities into the
high energy x ray and gamma ray energy range. Our STJs are thin film devices which
have poor absorption efficiency for photons above 1 keV, therefore, we require a new

detector design.

1.3.1 Tantalum crystals

For gamma ray spectrometers, the absorber is of primary concermn. Early in the project,

we developed techniques to build quasiparticle (excited electronic states in a



superconductor) sensors on superconducting tantalum crystals. One of the advantages of
this approach is that the number of quasiparticles produced during the absorption of a
photon is independent of the volume of the absorber, thus allowing large crystals to be
used as absorbers. Furthermore, since Ta has good stopping power for energetic photons,
we can fabricate spectrometers that can absorb gamma rays with extremely high
efficiency. The quasiparticle excitations and phonons must be able to diffuse through the
bulk volume, thus requiring the Ta to be in a highly pure crystalline state. The Ta crystal
must also have an extremely smooth surface for microfabrication of the sensor
components. With mechanical and chemical polishing, we were able to obtain a surface
roughness of 4A rms over a 1 um” area. The mean free path in a metallic material can be
expressed in terms of its residual resistance ratio (RRR). At room temperatures,
electrical resistance is dominated by electron-phonon scattering. At very low
temperatures, electrical resistance is dominated by impurity scattering. RRR is defined as
the ratio of electrical resistance at room temperature and low temperature, and the mean

free path is given by

Eq. 1.1 A=RRR—XE

ne” Papox

where m, is the electron mass, vr is the Fermi velocity, n is the electron density, e is the
electron charge, and pspox is the electrical resistivity at room temperature. In principle,
with sufficiently pure Ta crystals, we can construct a spectrometer with an arbitrarily
lmge absorber. This absorber may be coupled to either an STJ or a TES for signal read-

out.




1.3.2 Ta crystals with STJ sensors

Our first design for a Ta-crystal based gamma-ray spectrometer was codenamed “Luxor’”.
A Luxor device consists a thin piece of bulk Ta crystal diffusion-bonded at high
temperature and high pressure to a sapphire substrate. The STJ sensor is microfabricated
on top of the Ta. From the Ta crystal to the base and top electrodes of the STJ, each layer
was successively smaller, similar to a pyramid structure. Experiments with this detector
design yielded no measured signals from photons absorbed in the Ta. .Only signals from

soft x rays were observed via direct absorption in the STJ films [9].

1.3.3 Ta crystals with TES

We decided to pursue TES-based spectrometers because the quality of an STJ is highly
dependent on the surface roughness of the underlying layers. The quality of a TES is less
susceptible to surféce roughness. Furthermore, TES sense thermal energy, which is the
ultimate fate of all excitations created by incident gamma rays. STJs can only sense
quasiparticles and athermal phonons, which limit their sensitivity. The next detector
design was a bulk, free-standing, piece of Ta crystal with a TES microfabricated on the
surface. Experiments with this detector design only yielded signals from absorption

directly under the TES film. No other absorption events were observed [9].

1.3.4 InSbTES
It has been noted that Ta has slower than expected quasiparticle diffusion and shorter

than expected quasiparticle lifetimes (as predicted by thermal recombination) [10][11].



This prompted us to explore using dielectric crystals instead of Ta. TESs were fabricated
on top of a free-standing piece of bulk crystalline InSb. The best energy resolution
measured with this device is 1.4 keV for 60 keV gamma rays [9] with strong position

dependence.

1.3.5 X-ray spectrometers

Concurrently, we also pursued TES-based x-ray spectrometers. The design exploited the
low thermal conductivity of silicon nitride (SiN) membranes on Si substrates. A thin film
(3 pm) Cu absorber is deposited on the membrane. The TES film forms a bridge between
the thermally isolated Cu absorber and the Si substrate, which serves as a cold bath.
Experiments with this device yielded an energy resolution of 42 eV for 6 keV x rays [12].
In addition, we further extended the theory of Irwin and developed a comprehensive

model for microcalorimeters that include temperature and current dependence [12].

14 Current work at LLNL

1.4.1 Bulk absorber coupled to TES

At present, there are several microcalorimeter projects at LLNL.. Among them is the
development of the high energy resolution gamma-ray spectrometer, which is the topic of
this dissertation. By using a bulk Sn absorber coupled to a TES film isolated on a SiN
membrane (Chapter 4, page 71), we were able to measure an energy resolution of 70 eV
for 60 keV gamma rays, which is among the best measurements of its kind to date

(Section 7.10, page 162). Despite this achievement, we noted weaknesses in the




performance of the detector and addressed them by implementing an active negative

feedback bias technique (Chapter 8, page 167).

1.4.2 Absorber study

To further improve our successful detector design, we are studying the performance of
différent materials as absorbers [13]. A better choice of material can sigﬁiﬁcantly
improve the absorption efficiency and heat capacity. Some of the absorbers studied
include Mo, Re, Pb, and Ta. Note that the Ta absorber is implemented in the current

design, not the previous designs.

1.4.3 Fabrication control

Even though we achieved a good energy resolution, our fabrication processes need
improvement. With our current fabrication technique, we have low control and
repeatability over the thermal properties of the microcalorimeter. Efforts are underway to
develop better processing techniques, such as a full wafer etch process for the TES films
(instead of photographically defined lift-off) and microfluidic dispensing systems for
deposition of epoxy to couple the absorber to the TES. Other methods of adhering the

absorber are also being considered, such as indium bump bonding.

1.4.4 Achias
Among the many goals for the ADG is the development of detector arrays. Device bias
and signal read out of an array can be made by duplicating the electronic components for

each pixel, which is costly and inefficient. An alternative method is to multiplex in the



frequency domain by ac biasing each TES pixel with a unique frequency [14][15].

Efforts are underway to develop multiplexing schemes.

1.5 Concurrent work elsewhere

1.5.1 Bulk absorbers coupled to semiconducting thermistors

There are similar gamma-ray spectrometer projects in institutions around the w'orld: A
prominent group is lead by Egelhof at Gesellschaft fiir Schwerionenforschung in
Germany. They have had success developing devices using bulk absorbers coupled to

neutron transmutation doped (NTD) Ge thermistors [16] (Section 7.10, page 162).

1.5.2 Magnetic calorimeter

Most spectrometer designs have temperature-dependent resistive sensors. At Universitit
Heidelberg in Germany, Seidel, et al., developed a magnetic calorimeter [17][18]{19].
The basic principle is that the magnetization of a paramagnetic material is dependent on
temperature. The change in magnetization is sensed by a SQUID input coil. They were
able to measure an energy resolution of 120 eV for gamma rays up to 200 keV with less

than 1% deviation from linear response. -

1.6 Future work at LLNL

The microcalorimeter project at LLNL has demonstrated good results and shown great
potential. The next step in the research process is fabrication control. This allows further
characterization and study of our devices. Development of arrays is also important, as it

increases total count rate and opens up the possibilities of imaging applications.
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Chapter 2

INTRODUCTION TO

ENERGY DISPERSIVE DETECTORS

2.1 Energy-dispersive detectors

In the context of this dissertation, a detector is a device capable of measuring energetic
particles and/or radiation. A detector with the ability to distinguish between different
energies of the incident particles and/or radiation are known as energy-dispersive

detectors.

The detection process requires several steps. These steps are: absorption, excitation,
measurement, and recovery to equilibrium. Each of these steps is described in detail in
the following sections. Since the primary interest lies in the detection of gamma-rays, the

emphasis will be placed on detection of photons with energy greater than 10 keV.

12



2.2 Absorption processes

For radiation to be measured, it must first be absorbed in the detector. Absorption of the

photon transfers the energy of the photon into the detector. The interactions of gamma-

ray photons with matter are described by three primary processes [1]. These processes

are photoelectric absorption, Compton scattering, and pair production, all shown in Fig.

2.1.

Ejected Scattered pﬁoton
photoelectron .
Incident photon ;./’““\./ Incident photon
VAVAVAVAV. SN AVAVAVAV. 4
N
Recoil electron
Photoelectric Absorption Compton Scattering
Positron Electron
Pair Production
(Feynman diagram)
Incident photon

Fig. 2.1 Gamma-rays interactions with matter.

2.2.1 Photoelectric absorption

In photoelectric absorption, the incident photon is absorbed completely by an atom. The

atom then ejects an electron from one of its shells. This electron is known as a

photoelectron. The photoelectron leaves the atom with a kinetic energy of




Eq.2.1 E.=hv-E,

where E), is the binding energy of the electron in the shell it originated from, % is Planck’s
constant, and v is the frequency of the photon. Typically, the photoelectron is ejected
from an inner shell, such as the K shell. The ejection of a photoelectron leaves the atom
in an ionized and excited state with a vacancy in an inner orbital. The atom quickly fills
the hole by capturing a free electron or rearrangement of its orbital electrons. Thié leads
to the emission of characteristic x-ray photons. If the vacancy is in the K shell and an L
shell electron fills it, the characteristic x-ray photon will have an energy equal to the Ko
transition in the atom. In some cases, the excited atom may release its energy in the form
of an Auger electron. The Auger electron will similarly possess the characteristic Ko

energy. Fig. 2.2 illustrates the processes that follow photoelectric absorption.

The photoelectron, characteristic x-ray, and Auger electron generally travel only a short
distance before encountering another interaction. Therefore, the full energy of the
incident photon is usually completely absorbed in small volume. However, if the
photoelectron, characteristic x-ray, or Auger electron escapes from the absorber volume,
then only a portion of the energy of the incident photon is absorbed. The subsequent
measured signal will misrepresent the true energy of the incident photon. The measured
spectrum will then have additional features. Spectral features are discussed in detail in
Section 2.7 on page 33. For x rays and gamma rays of relatively low energy (<100 keV),

photoelectric absorption is the dominant interaction process.
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Fig. 2.2 Example of processes following photoelectric absorption.
a) Photoelectric absorption followed by emission of characteristic x-ray. b) Photoelectric absorption
followed by emission of Auger electron.

The probability of absorption depends on the atomic number Z of the absorber, and the
energy Av of the photon. Intuitively, we can expect higher absorption probability with
““heavier” elements. Similarly, we also expect energetic photons to be more penetrating.
No single analytic expression is valid for the probability of photoelectric absorption over

all ranges of F and Z. Experimentally, it can be described by

Eq. 2.2 L = exp(-—E o),
I, P

where I is the intensity of the incident beam of photons, I is thg intensity of the beam
after passing through an absorbing material, p is the density of the material, and ¢ is the
thickness of the material. The parameter pr is known as the mass thickness, and (w/p is
the attenuation coefficient. The attenuation coefficients for most elements have been

measured experimentally and found to approximately follow the relation [2]

15



16

10 T T et
1000
& 100
N\
£
L
s 10
=5
1
0.1
0.01 * : :
0.001 0.01 0.1 1 10
Energy (MeV) N

Fig. 2.3 Attenuation coefficients for Pb.
Also indicated are the M, L, and K absorption edges. The structure at the top of the L edge corresponds to
the absorption edges of the L1, L2, and L3 transitions. The structure at the top of the M edge corresponds
to the absorption edges of the M1, M2, M3, M4, and M35 transitions.

Eq. 2.3 L

Because of the strong dependence on Z, it is preferable to use a high Z material such as
Pb as a radiation absorber. A plot of the attenuation coefficient for Pb is shown in Fig.

2.3.

For any element, the absorption efficiency generally decreases with increasing energy.
However, there are discontinuities known as absorption edges. These absorption edges
correspond to the electron transitions allowed for a particular element. For example,
consider an atom with K and L shells. If the incident photon energy is less than the

energy necessary for excitations in the K-shell, then the photon can only be absorbed by




excitation of the L-shell electrons. However, if the photon energy is above the K-shell
excitation energy, then it can be absorbed by excitation of K-shell electrons as well as the
L-shell electrons, thus causing a discontinuous increase in the absorption efficiency. The
structure at the top of an absorption edge corresponds to absorption by electrons at
different levels with transitions originating from that shell, such as L1, 1.2, and 1.3 for the

L-shell transitions.

2.2.2 Compton scattering

For photons of higher energy (typically >100 keV), Compton scattering becomes
significant. Compton scattering occurs when an incident photon elastically scatters off an
electron initially at rest. The photon imparts some of its energy to the electron, causing it
to recoil. The scattered photon also leaves the interaction in a different direction with
less energy. Fig. 2.4 illustrates the effect of Compton scattering. For an incident photon

with energy hv, the scattered photon will have energy hv’ given by [2]

= hv
1+ (hv/m,c*)(1~cosB)’

Eq. 2.4

where m, is the electron rest mass and 0 is the angle by which the photon scattered. By

conservation of energy, the kinetic energy of the recoil electron is

Eq. 2.5 E,=hv-hv.
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Fig. 2.4 Compton scattering and Compton continuum.

Two interesting situations occur when the photon scatters at a grazing angle (8 = 0), and
when the photon complete backscatters (68 = ). For scattering at grazing incidence, the
photon energy does not change significantly (Av = hv’). The energy transferred to the

electron is near zero. For complete backscatter, the energy transferred to the electron is

Eq. 2.6 E

2hvImc®
ooy =PV ————— |,
O=n 1+2hv/imc
which is less than kv. If the scattered photon escapes from the absorber volume, then in
the spectrum there will be a continuum of measured energies corresponding to the energy
deposited into the absorber at different scattering angles. This is known as the Compton
continuum (Fig. 2.4), and ranges from zero energy for grazing incidence to the energy

absorbed by an electron from complete backscatter. There is a gap between the top of the

continuum and the full energy line of the photon. This Compton gap is given by

18
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Eq.2.7 Egp=hv-E|,_.

Spectral features from Compton scattering are discussed in Section 2.7 on page 33. The
cross section for Compton scattering depends on the atomic number Z of the absorbing
material and the energy of the incident photon ~v. The differential cross section is given

by the Klein-Nishina formula

2 [ hv. ].2(1—‘:059)2

1 [1+cosz'9 1+ m,c

L ](1—0059) ? (1+00526{1+( hv )(1—cos9)]
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d
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Fig. 2.5 Angular cross section of Compton scattering.




where ry is the classical electron radius. Fig. 2.5 shows the differential cross section as a
function of scattering angle for various photon energies. Note that as energy increases,

the probability for forward scattering increases.

2.2.3 Pair production

At very high energies, gamma rays can interact with matter in a process knowh as pair
production. In this process, the photon vanishes and creates an electron-position pair.
Therefore, the minimum energy necessary for this process to occur is two electron rest
masses (2 x 511 keV). Pair production is bést illustrated by a Feynman diagram (Fig.

2.6).

The incident gamma-ray creates an electron-positron pair. However, in order to conserve
momentum, one of the particles must exchange a virtual photon with an absorber atom.
Pair production cannot happen in free space with only one photon. The positron is
intrinsically unstable and will only travel a very short distance before it annihilates with
an electron. This annihilation will create two gamma rays, éach with an energy of 511
keV. These two annihilation photons can interact with the absorbing material by
Compton scattering and/or photoelectric absorption. If either or both of these
annihilation photons escape from the absorber volume, the energy deposited into the
absorber will be less than the energy of the incident photon. This causes escape lines,
similar to the escape of characteristic x rays in photoelectric absorption. Escape lines and

other spectral features are discussed in Section 2.7 on page 33.
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Fig. 2.6 Feynman diagram illustrating pair production.

The energy of the incident gamma ray is deposited into the ébsorber through
combinations of photoelectric absorption, Compton scattering, and pair production. If no
secondary photons escape from the absorbing volume, then the total energy deposited is
equal to the energy of the incident photon. If secondary photons escape from the
absorbing volume, then the energy deposited is equal to the energy of the incident photon

minus the energy of the escaped photons.

2.3 Excitations

An excitation is an energy state above the ground state. Thermal energy can create
excitations. Once energy is deposited into an absorber, additional excitations are created.
The types of possible excitations are material dependent. These initial excitations are
athermal. For a semiconductor, the excitations are electron-hole pairs. For a
superconductor, they are broken Cooper pairs known as quasiparticles. For a crystalline
material, they are athermal phonons. For all materials, some of the excitation energy is in

the form of phonons. The athermal excitations diffuse throughout the absorber volume.
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As they scatter, they create a cascade of less energetic excitations. Eventually, most

athermal excitations will be converted to thermal phonons or heat.

2.4 Signal readout

Once the photon energy is absorbed and excitations are created, they can be measured.
Generally, measurement of a signal requires a bias voltage (or current). The excitations
typically cause a change in the electrical properties of the material such that the current
(or voltage) will be altered. For example, in a semiconducting ionization detector, the
detector is biased with an electric field. The steady state current depends on the number
of existing electron-hole pairs. The absorption of a photon creates many additional
electron-hole pairs. These serve as additional charge carriers and increase the current
flowing through the detector. The change in current is proportional to the number of
electron-hole pairs created, which in turn is proportional to the photon energy. In a
superconducting tunnel junction, the quasiparticle excitations are analogous to electron-
hole pairs, acting as additional charge carriers and changing the resistivity of the detector.
Since the ultimate fate of most excitations is thermal heating of the detector, there is a
class of detectors that exploit this characteristic. Microcalorimeters measure the energy
of an incident photon by the amount of heat deposited by the photon. For
microcalorimeters, the detector material typically has a temperature-dependent resistivity
such that a change in temperature causes a change in resistivity that can be measure with

an appropriate current or voltage bias.



For all energy-dispersive detectors, it is important that there is a correlation between the
energy absorbed and the number of excitations created, and between the number of
excitations and the signal size. With these correlations, it is possible to calibrate the

detector response with energy.

2.5 Equilibrium ’

After measuring a signal that is proportional to the incident photon energy, the detector
must be allowed to return to equilibrium. For semiconductor detectors, the electron-hole
pairs will recombine at the electrodes. In a superconducting tunnel junction, the
quasiparticles will recombine into Cooper pairs with time. For a microcalorimeter, there
must be a thermal link between the absorbing material and a heat reservoir so that excess
heat is allowed to flow out of the device. It is crucial that the thermal link be sufficiently
weak such that the detector can thermalize and the signal measured before returning to
equilibrium. Since all detectors suffer some amount of heating from downconversion of
athermal excitations, the thermal link is necessary in all detectors. The strength of the
thermal coupling varies among different types of detectors, depending on the detector’s
sensitivity to temperature. For some detectors, the gain or size of the measured signal
depends strongly on the steady-state conditions. These conditions may include the
operating temperature of the detector, the voltage or current bias, among others. For
these detectors, it is crucially important that the detector be allowed to return to
equilibrium before another absorption event. The time required to recover equilibrium is
known as the “dead time.” The necessity of dead time may affect aspects of the

detector’s performance such as count rate.




2.6 Spectrum and linewidth

For energy-dispersive detectors, the terms “spectrometer” and “detector” both describe
the same device. The distinction comes from the application of the device. Whereas a
detector measures an absorption event, a spectrometer measures many absorption events
to produce a spectrum. Recall that the detector signal is correlated to the absorbed
energy. A spectrum is a histogram of typically thousands or even millions of signals
from energy absorption events. The horizontal axis of a spectrum is:the energy of the

event. The vertical axis is the number of events per energy bin (Fig. 2.7).

Every measurement includes some noise. Noise causes a fluctuation in the size of the
signal. If there were no noise at all, all measurements of the same energy would give
exactly the same signal. The spectrum would show an infinitely sharp peak with no
spread in measured energy. Because of noise, measurements of the same energy will
give a distribution of signal sizes that correspond to some range in energy. The spectrum
will show a peak with a finite width in energy. The shape of the peak is Gaussian. The
centroid of the peak is the energy of the absorption event. The width of the peak
corresponds to the energy resolution of the detector and measurement process. The
energy resolution is typically expressed by the full width at half-maximum (FWHM) of
the peak. In terms of the Gaussian shape, FWHM is approximately 2.350, where ois the

standard deviation.
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Fig. 2.7 Hlustration of an energy spectrum.
The x-axis represents the energy of each absorption event sorted into bins of constant energy. The y-axis
indicate the number of counts per bin. The energy at the centroid of each peak is denoted by E, and E,.
The width of each peak is denoted by AE, and AE,.

Spectral resolving power refers to the ratio of energy to energy resolution (E/AE). High
resolving power is sometimes called high energy resolution, and corresponds to peaks
that are “narrow”. Similarly, low resolving power is sometimes called low energy
resolution and corresponds to peaks that are more “broad”. If the incident photons were
of two different energies, the spectrum will show two peaks. The area of each péak is the
total number of absorption events at that energy. If the peaks have similar linewidths, the

relative heights of the peaks are proportional to the relative intensities.
For most spectrometry applications, it is desirable to have high energy resolution. All

phenomenon that contribute to the degradation of energy resolution in the detector are

collectively known as noise.
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2.6.1 Fluctuations

In most detectors, the gain of the signal depends on bias parameters. The fluctuation of
any of these parameters adds noise to the measurement. Some fluctuations are intrinsic
and unavoidable. All resistive elements in the bias and read-out circuits of the detector
have intrinsic Johnson noise. Most detector signals are electrical, thus making them
prone to Johnson noise. All thermal links have intrinsic thermal fluctuations or phonon

noise. Johnson noise and phonon noise are discussed in detail in Section 3.5 on page 52.

2.6.2 Statistics

For athermal detectors with signals that depend on the measurement of the number of
excitations created, statistical noise plays an important role. The distribution of
excitations created can be approximated by a Poissonian distribution. The Poisson

distribution is given by [1]
Eq. 2.9 P(x) = m—,e :
x!

where x is the number of successes and X is the mean value of the distribution. The

variance of the distribution is

Eg. 2.10 o=+%.

The response of most detectors is linear, such that the number of excitations created is

proportional to the energy of the photon. Therefore, the signal size is E = KN, where N is
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the number of excitations and K is a proportionality constant. The variance of the energy

has a statistical limit given by AE = K JN , glving an energy resolution of

AE _235K\N _235

Eq. 2.11
d E KN JN

This is an important consideration in the design of a detector. For a photon of a given
energy, materials with a lower energy threshold per excitation will have more excitations
created. A large number of excitations will lead to a smaller statistical variance in the
measurement. Superconducting tunnel junctions exploit this statistical phenomenon.
Elemental superconductors typically have an excitation energy on the order of 1 meV.
Semiconductors typically have an excitation energy of approximately 1 eV. The
thousand-fold difference in the excitation energy means that a photon will produce a
thousand times more excitations in a superconductor than in a semiconductor, thus
significantly increasing the energy resolution by reducing the statistical variance. For a
microcaloriméter, the largest quanta of thermal energy is a phonon with the Debye

energy, typically ~10 meV.

However, the distribution of excitations created will only be Poissonian if the creation of
each excitation is an independent process. Since the creation of the excitations all result
from the absorption of a single photon, they are not truly independent. Careful

measurements of energy resolution in semiconductor detectors have found a statistical




variance as much as ten times smaller than predicted by simple Poisson statistics. This

difference is described by the Fano factor, given by [1]

observed variancein N

Eq. 2.12 F=— - - .
Poisson predicted variance (= N)

The Fano limit of the energy resolution is then

235K~ FN
KN

AE
Eq. 2.13 —
1 E

=235 —Ii
N

For semiconductor ionization detectors such as Si and Ge, the Fano factor is
approximately ~0.1. Superconducting materials such as Nb have a Fano factor

approximately ~0.2.

2.6.3 Pile-up

The arrival of incident photoné is random. There is an average rate at which photons
arrive. Because of the randomness of the process, some arrive sooner than the average
interval, and some arrive later. Consider a detector with a signal amplitude that is
proportional to energy and decays exponentially with time back to the equilibrium state.
If another photon is absorbed during the decay “tail”, the signal amplitude of this photon
will be offset by the height of the tail at the moment of absorption. This amplitude will
appear larger than it should be and misrepresent the energy of the photon. Fig. 2.9 shows

an illustration of pile-up and its effect on the spectrum.
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Fig. 2.8 Schematic of pile-up and pile-up effect on spectrum.
a) Pile-up occurs when the detector absorbs a photon, then absorbs another photon before it recovers to
equilibrium after absorption of the first photon. b) Pile-up events appear mostly on the high energy side of
apeak. Severe pile-up will broaden the peak, decreasing energy resolution. '

The distribution of photon arrival rates is Poissonian. For count rate considerations, x is
the number of events in a time window ¢, X = nt is the average number of events in the
same time window, and »n is the average count rate. The Poisson distribution for the

probability of x events happening in time 7 following a true event is given by

(nt)xe-—nt

Eq. 2.14 P(x)=
x!

A plot of this distribution is shown in Fig. 2.9. The probability of no pile-up events

occurring P(0) decreases exponentially as either count rate or measurement time window

increases.
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Fig. 2.9 Poisson distribution for pile-up events.
The probabilities for 0, 1, 2, and 3 pile-up events are shown as a function nt, the product of count rate and
measurement time window.

We can calculate the broadening of a monoenergetic spectral line due to pile-up events.
We assume the pile-up of only two pulses. The pile-up of three or more pulses is
unlikely except at extremely high count rates where nt > 1. For exponential pulses, the

amplitude of a pile-up of two pulses is

Eq. 2.15 E=Ey+Eye",

where E) is the amplitude of a pulse free of pile-up, and ¢ is the time at which the pile-up
occurs. The decay time constant of the pulse is 7. The value of E ranges from Ej for a
pulse free of pile-up, to 2E), for the extreme case of two pulses arriving simultaneously.

The probability of a pile-up pulse occurring in an interval dr after a time 7 is given by
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Eq.2.16 Pritep(t) dt = n ™ dt.

Knowing the probability of pile-up as a function of time and the corresponding apparent

amplitude due to such a pile-up, we can equate
Eq. 2.17 Ppile-u‘p(E) dE = Pp,'zg.up(t) dt

to find the normalized probability of pile-up per unit energy, which is

Eq.2.18 P (E) = E(
EO

E-E,
EO

nr—1
] ,for Ey < E < 2E,.

This distribution is the broadening of a monoenergetic spectral line due to pile-up events.
For detectors with finite resolution, the line broadening is the convolution of the pile-up
energy distribution with the detector line shape in the absence of pile-up. Fig. 2.10 shows
the broadening of a gaussian spectral peak due to pile-up events. In this example, the
apparent increase in line width due to pile-up was determined by fitting a gaussian to the

convolved pile-up energy distribution.

The above analysis is valid for detector systems that uses a constant baseline for all
pulses measured. However, many detector systems measure the signals with triggered
time windows. The baseline is determined for each and every signal. In this case, only

pile-up events that fall within the measuring time window will affect the measurement.
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Fig. 2.10 Spectral line broadening due to pile-up events.
a) Spectral peak without pile-up. Energy resolution is 0.1% for this example. b) Average count rate n =
1/457. Energy resolution slightly broadened to 0.1023%. c¢) Average count rate n = 1/207 Energy
resolution is 0.1054%. d) Average count rate 1/57. Energy resolution significantly degraded to 0.130%.

The apparent amplitude of the pile-up events will have a lower bound determined by the
length of the time window. For example, if the window length is three decay time
constants, then the lower bound of the pile-up amplitude is E,;, = (1+e'3)E0 = 1.05E,,
which is 5% above the monoenergetic line. If the resolution of the detector is better than
5% FWHM, then the pile-up events will not overlap with the peak and cause broadening.

The pile-up energy distribution can be expressed as
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nt-l1
Egq.2.19 Py (B) = 8 (E, Ey) P(0) + QEE( c ;E" ] for (14+¢")Ey < E < 2E,,

0 4]

where &(E, Ep) is the Dirac delta function, P(0) is the probability of no pile-ups (Eq. 2.14)
during the window time 7 with average count rate n. The first term is a delta function at
E = Ey, the second term is continuous over the range (1+e"MEy < E < 2E,. This

distribution is normalized.

The analysis provided in this section assumes only the pile-up of one pulse on to an
existing decay tail. This analysis is not valid to extremely high count rates where two or
more pile-ups are likely. This analysis also assumes that the gain of the detector is
independent of the baseline. This is not true for some detectors. Line broadening due to

baseline gain shifts as a function of count rate is discussed in Section 3.6 on page 59.

2.7 Summary of spectral features

Given the complexity of all the processes involved in the detection process, it is not
-surprising that many spectral features arise from the incidence of monoenergetic photons.
Photoelectric absorption, Compton scattering, and pair production (Section 2.2) all
produce secondary photons. If any of these photons escape from the absorber volume,
then the energy measured by the detector will be less than the incident energy. Fig. 2.11

shows some possible spectral features from the three absorption processes discussed here.
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Fig. 2.11 Illustration of spectral features.
The full incident energy is denoted by hv. Photoelectric escape line has energy hv-Ko, where Kot is the
binding energy of the photoelectron. Pair production escape lines have energies hv-n.¢® and hv-2m.c? for
the escape of one and both annihilation photons, respectively.

Consider the measured spectrum from a source of monoenergetic photons with energy
hv. If the secondary photon from photoelectric absorption escaped, then a spectrum line
appears corresponding to the energy hv-Ka, where Ko is the binding energy of the
photoelectron. Similarly, if one or both annihilation gamma-rays from pair production
escaped, the spectrum will show a line at hv-m,.c* and hv-2m,c%, respectively. Compton
scattering will produce a continuum of events from zero energy up to‘the edge of the
Compton gap. These features result from the interaction of the incident photon with the
absorbing material via the three processes. Secondary photons may not necessarily
escape, but may interact with the absorber again using the three fundamental processes.
This results in a more complex set of escape lines. The Compton gap may become
indistinct, due to multiple Compton scattering events. To further complicate matters,
backscatter and fluorescence from neighboring material will also contribute to the
measured spectrum. In the end, the measured spectrum will exhibit many features from

the many possible interactions with the detector and its surroundings.
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Chapter 3

MICROCALORIMETERS

AND THE TES

3.1 Microcalorimeters

Microcalorimeters generally have three distinct components: the absorber, the
thermometer, and the thermal link to a cold bath. Photons are absorbed in the absorber,
creating excitations that eventually turn into heat. The change in temperature due to the

absorption of a photon depends on the heat capacity of the detector,

Eq. 3.1 AT=EIC,

where E is the energy of the photon and C is the heat capacity of the detector. A small
heat capacity means a larger change in temperature. Therefore, it is preferable to use
materials with small heat capacities. The subsequent increase in temperature is measured
by a sensitive thermometer. For this dissertation, the thermometer is a superconducting

transition-edge sensor (TES). The TES is a superconducting thin film with a sharp




transition from superconducting state to the normal state at the critical temperature T,.
When the TES is biased on the steep transition, it is sensitive to very small changes in
temperature, which cause large changes in electrical resistance. The change in resistance
can be measured with the appropriate bias. The TES is described in detail in Section 3.3
on page 46. After the absorption of a photon, the excess heat is drained into the cold bath
via the thermal link, thus restoring equilibrium. For a good measurement, it is important
that the thermal coupling between the absorber and the TES be much stronger than the
thermal coupling between the TES and the cold bath. This ensures tbat very little heat
“leaks” out of the detector prior to complete thermalization and measurement. The
expected signal for absorption of a photon is a fast rise time (corresponding to the
thermalization time of the detector), and a slower exponential decay time (corresponding
to the slow dissipation of heat through the weak thermal link to the cold bath). The

height of the pulse is ideally proportional to the change in temperature of the detector.

3.2 Introduction to superconductivity

3.2.1 Phenomenon: perfect conductivity and perfect diamagnetism

The phenomenon of superconductivity was discovered in 1911 by Kammerlingh Onnes
[1]. With the newly discovered helium liquefying process, he was able to reach record
low temperatures. He observed that mercury, as well as many other metals and alloys,
had no electrical resistance below a critical temperature T, which is material dependent.
Fig. 3.1 shows the classic plot made by Kammerlingh Onnes showing the transition of Hg

to the superconducting state.
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Fig. 3.1 Transition of Hg to superconducting state observed by Kammerlingh Onnes.

The second phenomenon associated with superconductivity was discovered by Meissner
and Ochsenfeld in 1933 [2]. They discovered that magnetic fields were expelled from the
bulk volume when materials transit into the superconducting state. This is commonly
referred to as the Meissner effect. This result cannot be derived by assuming that a
superconductor simply has zero resistivity. From Ohm’s law, we know that E = p],
where E is the electric field, p is the resistivity, and J is the current density. Electrical
currents can pass through a superconductor, so if p is zero, then the electric field E must
also be z’ero. From Maxwell’s equation VXE = (1/c)(dB/d?), zero electric field requires
the magnetic field to be constant in time. Thus, magnetic field should be “frozen” in a
superconductor, not expelled. This contradicts the Meissner effect, suggesting that
perfect diamagnetism is a fundamental property of the superconducting state.
Superconductivity can be destroyed by application of strong magnetic field. Thé

superconducting state has a Helmholtz free energy less than the normal state. However,
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the additional energy required to expel a magnetic field can be large enough that it is

more favorable for the material to be in the normal state. The critical field is

H(T) _

Eq. 3.2
9 8

£ = £,

where f, and f; are the Helmholtz free energies of the normal and superconducting states.

Empirically, the critical field is found to vary with temperature according to

Eq. 3.3 HAT) = HA0) [1 - (T/T.)*],

where H.(0) is the critical field at zero temperature. The existence of the critical field
implies that there is also a critical current /., which is the necessary current flowing
through the superconductor to create the critical field, thereby suppressing

superconductivity.

In 1935, the London brothers proposed two equations to describe the microscopic electric

and magnetic fields in a superconductor [3]

d
Eq.3.4 E=—(AJ
q at( $)

Eg. 3.5 H=-cVx(AJ),




where A = me/nsez, and r; is the number of superconducting electrons. These are known
as the first (Eq. 3.4) and second (Eq. 3.5) London equations. The first London equation
describes perfect conductivity. An electric field accelerates the superconducting
electrons, rather than simply maintain the velocity of electrons against resistance as
described by Ohm’s law in the normal state. The second London equation can be

combined with Maxwell’s equation VxH = (47/¢)J to get
Eq. 3.6 V*H = H/2?,

where A* = (¢/4m)A. This describes the exponential attenuation of magnetic fields with a

penetration depth A, which is the Meissner effect.

3.2.2 Origin of superconductivity: Coopers pairs and BCS energy gap

The superconducting transition temperature is dependent not only on the element, but
also on the particular iéotope. For isotopes of the same element, T, varies approximately
with M™, where M is the atomic mass and a is roughly 0.5 for some elements. The only
reason for T, to vary with the number of neutrons in the nucleus is that superconductivity
must be based on electron-lattice interactions. In 1956, Cooper presented his derivation
that the Fermi sea is unstable against the formation of bound electron pairs, regardless of
how weak the attractive potential [4]. Such a potential does exists when one considers
deformation of the lattice by electrons. An electron will attract a positive nucleus and
polarize the medium. Another electron attracted to the same nucleus will respond to its

motion. Therefore, the second electron has an indirect attraction to the first electron. If
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this attraction is greater than the screened Coulomb repulsion between the two electrons,
then it results in a net attraction. At high temperature few electrons are bound in Cooper
pairs due to thermal motion. As temperature decreases, more and more electrons
condense into Cooper pairs, altering the Fermi sea. Equilibrium is reached when the
Fermi state is so far altered that the binding energy for an additional pair of electrons is
zero. The formalism to describe this state was given by Bardeen, Cooper, and Schrieffer
{(BCS) in 1956 [5]. Note that the concept of Cooper pairs should not be taken too
literally. Bound pairs are not in close proximity with each other. In fact, they are much
further apart than the average interparticle distance [6]. The average distance between
electrons in a Cooper pair is known as the coherence length. The participating electrons
are also exchanged frequently. The notion of the Cooper pair is simply that the electrons
are no longer behaving as fermions, but as bosons. BCS theory describes the
superconducting state as having an energy gap between the ground state and excited
states. This is analogous to the band gap of semiconductors. One of the prominent

results produced by BCS theory is the prediction of the transition temperature, [5]

Eq. 3.7 T, =1.146,, exp(~ )

1
UD(e,)

where 6p is the Debye temperature, U is the attractive electron-lattice interaction, and
D(er) is the electron density. The value of U can be estimated from electrical resistivity
at room temperature, where it is dominated by electron-phonon interactions. It is
interesting to note that higher resistivity corresponds to larger values of U and higher

values of 7.. In other words, the more resistive a material is at room temperature, the
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more likely it will superconduct at low temperature. Eq. 3.7 is more commonly

expressed in terms of the energy gap
Eq. 3.8 A(0) = 1.764 kT,

where k is Boltzmann’s constant, and A(0) is the gap at 7 = 0. For temperatures near 7T,

the energy gap has a temperature dependence approximated by

Eq. 3.9 _A_(T_)zl_74 1__T_,
A(0) T,

which has a nearly vertical tangent at T = 7,. The gap emerges rapidly just below 7.

The number of normal electrons decrease exponentially at temperatures below T,

Eg.3.10 n, ~ e,

3.2.3 Thermal properties: heat capacity
One consequence of the energy gap is a discontinuity of the heat capacity across the
superconducting transition. At temperatures above T, the gap is zero, and the heat

capacity of the material is dominated by the normal metal electrons [7]

Eq. 3.11 C, =—1—7r2Nkl=yVT,
2 T,

F




43

where N is the number of electrons, Tr is the Fermi temperature, and V is the volume of

the material. Below T, the heat capacit/y has an exponential dependence

bT,

Eq.3.12 C, =yVTae T,

where a and b are numerical constants. At 7., where the energy gap suddenly appears,

the heat capacity is discontinuous. The magnitude of the discontinuity is

Eq. 3.13 Ci(Te) =243 CATo),

At low temperatures, where there are very few normal electrons, the heat capacity is

dominated by the phonon heat capacity, given by [7]

. 3
Eq.3.14 c =12:" Nk(—ez—) =aVT?,

D
where N is the number of phonon modes and 8p is the Debye temperature..

3.24 Quantum state: Ginzburg-Landau order parameter
Whereas BCS is a microscopic theory of superconductivity, the Ginzburg-Landau (GL)
theory is a macroscopic one. GL takes into account spatial inhomogeneity. The basis of

the GL theory is the introduction of a spatially-dependent “order parameter” denoted by



y(x). The magnitude of the order parameter describes the local density of

superconducting electrons rn4(x),

Eq. 3.15 )P = ny(x).

The order parameter is treated as a wavefunction of the superconducting state. "The GL
theory is a generalization of the London theory, with n, varying in space rather than
constant. GL theory also introduces us to the flux quantum. Consider a superconducting

ring with the GL wavefunction written as

Eq. 3.16 W(x) = fn,e®®,

where 6(x) is the phase. In order for the wavefunction to be single-valued, the phase
difference around the ring must be integer multiples of 27z. The magnetic flux through
the ring must take on discrete values with the smallest value being the flux quantum,

given by

Eq.3.17 @ = hc/2e = 2.0678 x 107 Gauss cm?

In 1962, Josephson derived two predictions about superconducting tunnel junctions [8,9].
A superconducting tunnel junction consists of two superconductors separated by a thin
insulator such that superconducting electron pairs may tunnel from one superconductor to

the other. Let the order parameters of the two superconductors be y; and ys,, where
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has the form given by Eq. 3.16. By applying the time-dependent Schrodinger equations
for both superconductors in the absence of a potential and solving for the current flow,

we get

Eq.3.18 J=Jysin b,

where & = 6, - 6, is the phase difference across junction and Jy is dependent on the
tunneling probability. This is known as the dc Josephson effect. It predicts that, even
without a voltage difference, a supercurrent can flow across the junction. The magnitude
of the current depends on the phase difference across the junction. This effect is
exploited by superconducting quantum interference devices (SQUIDs) discussed in detail
in Section 6.2.1 on page 116. If a voltage is applied across the junction, the supercurrent

18

Eq.3.19 J=1, sin{é‘(O)— ZZV’ )

This is known as the ac Josephson effect. The supercurrent will oscillate with a

frequency @ = 2eV/h. This relationship is commonly used to set voltage standards.

3.2.5 Basis of the TES: Phase transition
The onset of electrical resistance as temperature is increased to approach T, is described

in terms of phase slips [10]. Consider a one-dimensional superconducting wire. For
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perfect conductivity, there must be no voltage drop across the length of the wire. From
the second Josephson relation, this implies that the relative phase difference § between
the two ends must be constant. However, at temperatures a few millikelvin below T,
thermal fluctuations may momentarily break up coherence of the wavefunction and allow
the phase to slip by a multiple of 27 before regaining coherence. The rate at which these

»

phase slips occur correspond to a voltage drop across the wire

Eq. 3.20 40 _2eV.
dt  n

For a constant current, as the temperature approaches 7, the probability of phase slips
increase as well as the voltage and resistance. This is the mechanism for the emergence
of resistance in the phase transition. The mechanism for normal state resistance at low
temperatures is impurity scattering of electrons. At high temperatures, the mechanism for
resistance is electron-phonon scattering. Phase slips from thermal fluctuations have an

associated voltage noise [11]

©,5

lips

Eq. 3.21 2

3.3 Operating principles of the TES

In principle, the superconducting transition of the TES is a function of both temperature
and current. Extensive theory has been developed to address the dependencies on current

[12]. For the detectors described in this dissertation, we did not observe significant
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variation of the transition with current (Section 7.4, page 134). Thus, we can neglect

current effects on the superconducting transition.

We have designed our TES with an operating temperature of approximately 100 mK and
a heat capacity approximately 100 keV/mK. The temperature rise from absorption of a
60 keV gamma ray is less than 1 mK. For a microcalorimeter dominated by phonon heat
capacity, a 1% change in temperature corresponds to a 3% change in heat capacity.
Therefore, we can assume that heat capacity to be constant in the range between the
operating temperature and the small temperature rise from absorption of a gamma ray.

Similarly, we assume that thermal couplings are constant at the operating temperature.

The simplest description of a TES is a temperature-dependent resistor. The operating
bias point is at resistance Rp and temperature 7p. The sensitivity of the resistor to
temperature changes is related to dR/dT. For a superconducting film biased on the

transition, dR/dT is positive. We use the dimensionless parameter

o= d(logR) T, dR

Eq.3.22 = =
d(logT) R, dT

which depends on the bias point and the slope of the transition. We can derive a simple
expression for the response of a TES from Ohm’s law I = V/R, where I, V, and R are the
current, voltage, and resistance of the TES, respectively. When we apply a voltage bias
and assume that R varies only with 7 and not with I, the change in current due to a small

change in temperature is given by the Taylor expansion of Ohm’s law about T + AT,
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Eq.3.23 1=1, -2 Ry
R, dT

where we recognize the first terrn on the right side as the steady-state current. The

second term is the first-order signal response to a smail change in temperature,

I
Eq. 3.24 Lgpa = to dR jp g AT
R, dT T,

For a microcalorimeter, the steady state temperature is 7p and the change in temperature
is given by Eq. 3.1. From Eq. 3.24, we see that for a voltage biased TES with positive ,
we expect the signal to be a negative current pulse. The amplitude of the pulse is
proportional to the steady state current, the steepness of the transition, and the change in

temperature.

3.4 Analytical model

In a TES microcalorimeter, the thermal properties and electrical properties are coupled,
creating electrothermal feedback. A simple microcalorimeter with a TES weakly coupled

to the cold bath is shown in Fig. 3.2.
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Fig. 3.2 Schematic diagram of a TES with operating bias coupled to cold bath.

The heat capapity of the TES is C, temperature of the TES is 7, temperzlture of the bath is
TBan, thermal conductivity between TES and cold bath is G, resistance of the TES is
R(T), and operating bias is provided by V, and Ry,. According to Thévenin’s theorem,
we can simplify the actual bias circuit with its Thévenin equivalent using Vg, and Ry, in
series with the TES as we have done in Fig. 3.2 [13]. In the absence of any bias, the
temperatures of the TES and the bath are equal. When a bias is applied, the temperature
of the TES will be greater than the bath due to Ohmic heating. We can write a first-order

differential equation expressing the power flow in this TES [14]

dar
Eq.3.25 C—=PFP,
q dt Bias

-K- (TN _TBzzh )’
where Pgias = IV is the applied bias power, I and V are the current and voltage of the TES,
respectively, K is the thermal conductance to the cold bath, and the factor N depends on

the cooling mechanism. The thermal conductivity is given by
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Eq. 3.26 G=£=NKT”“,
ar

The voltage drop across the TES is given by

R(T
Eq. 3.27 V= V,h(}ﬁ)%].
Th

Combining this expression with Ohm’s law and substituting into Eq. 3.25 , we have

Eq.3.28

dT V2R(T) v o
= m ) g (Y -TV )
dt (R, +R(T)) ( B"”')

Linearizing this differential equation about 7 = T; with perturbation AT, we find

N
Eq.3.29 CLar =1+ %] 1-Tom 2R Viour
N T Ry, + Ry

where Ty and Ry is the steady state temperature and resistance of the TES. The

differential equation has an exponential solution with an effective time constant

Eq. 3.30 T=
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where 15 = C/G is the “natural” time constant of the system in the absence of any bias.

When we let Rp, — 0, we have a constant currant bias on the TES. The time constant is

Eq.3.31 T =————— —>1,, for positive a.

The time constant of a TES under a constant current bias is greater than the natural time
constant. We refer to this as positive electrothermal feedback. A constant current bias is
stable only for small ¢ or small bias power. For large & or large bias power, the TES will

usually saturate in the normal state and not recover its bias point on the transition.

When we let Ry, — 0, we have a constant voltage bias. The time constant is

Eq. 3.32 T =——————<7,, for positive .

The recovery time of a constant voltage biased TES is shorter than the natural time
constant. We refer to this as negative electrothermal feedback. With a constant voltage
bias, the TES is stable for all positive «. The “stiffness” of the voltage bias depends on

the values of Ry and Ry,. A near-constant voltage bias can be achieved for Ry, < 0.1Rp.

The exponential response of the TES can be incorporated into Eq. 3.24, giving
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I,GE t
Eq.3.33 I, ()=="exp ——|.
q Slgnal() CTO P( T)

This assumes that the rise time of the pulse is instantaneous. In most microcalorimeters,
the rise time is much faster than the decay time, so Eq. 3.33 is a valid approximation.

The current power spectral density for the signal is given by its Fourier transform

2
I,aE Tt
Eq. 3.34 I*w)=| =2 )
1 @) (CTO} 1+ o’

The spectral power density is flat at low frequency, and has a roll-off knee at 1/7.

3.5 Intrinsic noise sources

The microcalorimeter has two intrinsic noise sources: phonon mnoise: (thermal
fluctuations), and Johnson noise (voltage fluctuations). There are external noise sources
as well, which will be considered later. A good treatment of microcalorimeter noise in
general is given by Mosely, Mather, and McCammon [15] and for the case of a TES in
the constant voltage bias limit is given by Irwin [16][17]. A complete generalization of
microcalorimeter noise with current dependence is described by Lindeman [12]. In this
section, we derive the expressions for noise in a microcalorimeter in a similar fashion as

Irwin [16][17], but without using approximations that are not valid for our detector.
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Fig. 3.3 Simple TES with noise contributions.

We begin by adding noise contributions to the illustration of the TES @d bias as shown
in Fig. 3.3.Phonon noise affects the response of the TES by producing fluctuations in the
temperature of the TES. The Johnson noise of the TES gives rise to fluctuations of the
voltage across the TES. TES Johnson noise affects the bias power dissipated in the TES
as well as the current passing through the TES. The Thévenin bias resistor also has
intrinsic Johnson noise. However, bias Johnson noise only affects the current, not the
bias power of the TES. 'fhe differential equation describing the TES with noise

contributions is

dar VAR(T)
Eq.3.35 Co = K ATV =TY, )+ P,(1)+ Py (D),
q dt (RT;, +R(T))2 ( B h) J Ph

where PAt) = V() = Vi VA (Rri+Rg) is the TES Johnson noise term and Ppy(?) is the

phonon noise term. Taking the Fourier transform of the differential equation, we find
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Eq.3.36 iwCT(w) =ME]ST(CU)—GT(G))+M+PM (@),

(RTh +R, )3 dr Rp, + R,

where T{w) is the temperature in the frequency domain. Solving for T(w) and using Eq.

3.24 to determine the noise current due to temperature fluctuations, we find

1% 1% 1%
Eq. 3.37 [@y=—d o TEm _ Yn% pgy
RTh + RO RTh + RO (RTh + RO )TO
(R—Yﬂ%ﬁ—)vj () +T, P, (w)
where T(w) = b0 R R)
GT, -V, o =10 4 T,
(R, +Ry)

The first term is current noise due to TES Johnson noise. The second term is current
noise due to bias Johnson noise. The third term is the current noise due to temperature
fluctuations, which depends on the phonon noise and also the TES Johnson noise.

Collecting noise terms, we get the current power spectral densities

2 2

Eq. 3.38 @)=V Va'a/ (I;“J’ﬁ") :
Ry + R, GTO_VmZaRO—————( Th 0)3-1-ia)CT0
(R, +Ry)
2
V,a/(R, +R
Egq. 3.39 15 (w)=P;, n/ ((R” _R")) .
GT, -V, 0R, —2—2— +iaCT,
(Ry, +R,)

and




2
1%
Eq. 3.40 I (0)=| —F | .
q xu (©) (RM+RO]

The first equation is the Johnson noise of the TES, where VJZ = 4kToRy. Because of the
electrothermal coupling, there is some correlation between the current fluctuations due to
voltage fluctuations and due to bias power fluctuations. Eq. 3.38 shows the result of this
correlation: Johnson noise is suppressed at frequencies below 1/7, but resumes the white
noise value at higher frequencies. The second equation is the phonon noise of the TES,
where Pp’ = 2k(To*+Tpan2)G.  For voltage bias (Ry, — 0) and strong electrothermal
feedback (To >> Tpun), the phonon noise has the same shape as the power spectrum of the
signal, flat at Jow frequency and rolls off at the frequency 1/7. The third equation is the
Johnson noise of the bias resistor, where Vg = 4kTrrnRrn, where Trry, is the temperature

of the bias resistor.

The expressions given above are only valid for negligible inductance and capacitance in
the bias circuit. In the real bias circuit, however, there is a small series inductance L for
coupling to a SQUID current amplifier (Section 6.2.1, page 116). We may incorporate
inductive effects by letting Ryn — Ry, + iwL in the Fourier transform of the differential

equation,

v, + Ve _ Vi

4 v (@) Ry +iwL+R, Ry +ioL+R, (R, +iwl+R,)T; IRR,,—mﬂ,ﬂwL
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The individual noise terms are

2
Eq. 3.42 I*(0)=V? 1 _ V0 /(Ry, +i0L+ R,)’
.3. : ; . oL |
R, +ioL+ R, GT, -V, o (Rm'l"lCOL R°)3+icoCTD
(Ry, +ioL+Ry)
/(R +iwL+ R
GT, =V, o —— % +iwCT,
(Ry, +iowL+R,) \
V 2
Eq.3.44 12 (0)=|— "% |
! o (2) R, +iowL + R,

where V; and Vgp, are unchanged, assuming the inductor has no resistance and voltage
fluctuations. The TES Johnson noise term is suppressed at frequencies below 1/7. At
higher frequencies between 1/t and (Rp+Ro)/L, it resumes the white noise value. At very
frequencies above (Rp+Rp)/L, it rolls off. The phonon noise and signal both have a knee
at 1/t and another one at {(Rp+Ro)L. The bias Johnson noise remains flat until
(Rru+Ro)/ L, where it rolls off. Fig. 3.4 shows a sample power spectral density for the
signal and various noise terms based on parameters given in Table 3.1. In most cases, the
microcalorimeter will have the(Rz+Ro)/L knee at frequencies much higher than the signal
knee such that the inductance L may be neglected. The total noise current amplitude can
be found by integrating in quadrature the noise at each frequency up to the (Rp+Ro)/L
roll-off. For the noise spectral power density shown in Fig. 3.4, we get |Ips] = 5.22 nA,

|| = 9.07 nA, |I} = 2.83 nA., and a total noise of 10.8 nA. For the parameters given in
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Table 3.1, the signal amplitude is 17.8 uA. The signal-to-noise ratio without any signal

processing is ~1650, giving us an energy resolution AE = 6.1 eV for E = 10 keV.
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Fig. 3.4 Example of TES noise contributions.

The fundamental limit to the energy resolution of the microcalorimeter can be calculated
using by the noise equivalent power. Noise equivalent power (NEP) is defined as the
power necessary to generate the cumrent fluctuation. We find NEP by rewriting the

differential equation that describes noise in the TES

2
Eq. 3.45 Ci@:——‘ﬁﬂ—)—z——n(ﬂ —-Ty.)+ NEP
dt (R, +R(T))

After Fourier transform and combining with Eq. 3.24 We readily find that
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Parameter Value
c 100 keV/mK
K 250 nW/K*
N 4
G 1 nW/K
L 0.25 pH
Toarm 65 mK
To 100 mK
Ry 100 mQ
Rrm 10 mQ
1% 2uv
o 1000

Table 3.1 Example TES parameter values.

2
Eq.346  NEP(w)="tn BTy [ia)c _ VR Ry —R,

+G |, (w),
T, (R, +R,)’ }”( )

Th

where Iy{®) is the appropriate noise current. Fig. 3.5 shows the TES signal and NEP for
various noise terms using the same device parameters in Table 3.1. The knee at high

frequency is due to the circuit inductance L.

The fundamental limit for the energy resolution from the optimal filter is given by

[12][18]

2.35
J-m 4dw
* INEP(0)|’

Eq. 3.47 AE pyuy =
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Fig. 3.5 Example of TES noise equivalent power.

For a given device, the fundamental limit for the energy resolution is independent of
gamma ray energy. For the parameters used in the example in Table 3.1, the best
possible energy resolution is ~2 eV. However, for good absorption efficiency at high
energy, the absorber must be made larger, thereby increasing heat capacity and phonon

noise.

3.6 Compound microcalorimeters

The preceding section assumes that the arrival of energy into the TES is instantaneous
and has the form of a delta function. This is true if the photons are absorbed directly in
the TES film. However, a thin film TES with a typical thickness of 200 nm has poor
absorption efficiency for gamma rays. Thus, we require a thick absorber coupled to the
TES. An example of a compound microcalorimeter is shown in Fig. 3.6. In this case, the

absorption of the photon energy in the absorber is nearly instantaneous. However, the
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arrival rate of energy into the TES is not instantaneous because of the finite coupling

between the absorber and the TES.

If the energy were to arrive gradually over a time of 174, then the TES cannot respond
faster than this time scale. In essence, the bandwidth of the microcalorimeter would be
limited to AB ~ 1/7a,. For a TES with bias conditions such that the electrothermally
shortened time constant is greater than the energy arrival time (T > 74,), then the
theoretical noise expressions in Section 3.5 are approximately valid.. However, if the
TES response time is shorter than the energy arrival time (7 < 74,,), the theoretical noise
expressions may not hold. In this event, both phonon and Johnson noise power terms are
bandwidth limited to 1/74, [16] and dominated by the largest thermal conductance, which

is G in this case,

2 2
Eq. 3.48 Py =2K(T2, +T2)G p,, NAB = \/ 2k (T +75)Gss
TArr
Eq. 3.49 p o VodHliesRy e Vi |4KTpR,
! RTh + RO RTh + RO TArr

A general analytical approach to find the phonon noise spectra for an N-element
microcalorimeter is provided by Lindeman, et al [12] and Gildemeister, et al [19].
Applying the derivation to our geometry (Fig. 3.6), we get the temperature power spectral

density
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1 4. .
T(w>2 iy ((la)CAbs + GAbs)Z (SAbs + Scool)+ GxibaSAbs + 2(la)CAbs + GAbs)GAbsScW),

jdef”
with

(i wCAbs + GAbs) - GAbs

Eg. 3.51 det =det . P, o
d =G gy 10C s + Grgs + Gy + "'E"_)

TES

where S, = 2k(To2 + TBa,,,z)Gmol, and Saps = 2k(To2 + TAI,SZ)GAbs, which are the power
spectral densities for G, and Gaps, respectively. The term Sc,,, is a cross-spectral
density due to correlation through the same thermal link. For our geometry, Taps and Trzgs
are equal at equilibrium, so we assume Sc,» = 0. The current noise density due to the

temperature power spectral density can be found by through Eq. 3.24.

3.7 Additional noise sources
There are also external sources of noise that affect the energy resolution of a
microcalorimeter. One source of noise is intrinsic to the electronic amplifier. In our

case, we use a SQUID amplifier, with typical flat current noise spectral density of 2-10

pANHz.
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Fig. 3.6 Schematic diagram of a compound microcalorimeter consisting of a TES and an absorber.
The TES and absorber have respective heat capacities and temperatures given by Crgs, Caps, Tres, and Caps.

Fluctuations in the bath temperature also degrade the signal-to-noise ratio. For a TES
voltage biased on the transition, electrothermal feedback self-regulates the TES at a near
constant Tp. Fluctuations of the bath do not affect T;. The operating temperature is only
affected by Johnson noise and phonon noise. Bath fluctuations affects the steady state
current Iy through the TES. At equilibrium, Pgy,, = 10°Ro = K(ToY — Taaur™). The steady-

state current is

. N _ N
Eq.3.52 1,= Ko ~Taw)
RO

The variation in [ due to fluctuations 6T gy, 1S

1 K
Eq. 3.53 8, =—= f———-—NT NAST, .
q 0 2V R, (ToN _ TBth) Bath 94 Basn



From Eq. 3.24, we see that the gain of the signal is proportional to I;. Therefore, the

variation of signal amplitude due to bath fluctuations is

! g - ol Signal §I_0_ - _1_ N TB]Z;¢16TBmh

Eq.3.54 = ==,
I I Signal I 0 2 (To - Tsmh)

Signal

where Iz, is the noise current due to bath fluctuations. This noise occurs at frequencies
much lower than the frequency domain of the signals, therefore, bath fluctuations may
not appear in a noise spectrum of the measured signal. For the example parameters given
in Table 3.1, in order to achieve an energy resolution of 0.1%, the fluctuation in bath

temperature 67 g, needs to be smaller than 150 uK.

Another factor that causes line broadening is baseline gain shift due to pulse pile-up.
Unlike the pile-up of simple amplitude addition with constant baseline discussed in
Section 2.6.3 (page 28), this is a change in signal gain due to incomplete recovery to
thermal equilibrium. According to Eq. 3.24, the signal gain is dependent on Tp. We can

Taylor expand the signal size about Ty + &7 and get

2 2
Ba3ss  py, ol ®E[ I (aRY L dRIE
s R,dT C | R\ dr'| R,dT*|C

where we assume the superconducting transition to be approximately linear, such that the

d*R/AT? term is negligible. We recognize the first term as the signal size at equilibrium,
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Isigna o- The non-equilibrium temperature above Tj is 6T = (E/C)e™". Making these

substitutions, we have

1. L
Eq. 3.56 Lignat = ISignalO[1_2%5T0)= ISignalO[l_ZMe 1)-

0 0

Immediately we notice that the signal size is smaller. Incomplete recovery to equilibrium
reduces the gain of the signal. During recovery, the TES resistance is R > Ry. From Eq.
3.24 we would expect the signal size to decrease if R is increased, as shown in Eq. 3.56.

Following a derivation similar to Section 2.6.3, we get the probability distribution of

pulse height variation due to baseline gain shift

I " 7 I ignal
EQ- 3.57 P (ISigna[) =n1{—272£—] (ISignalJ —ISignal)l l’fo" ( 1-2 SIg - )I Signal0 <I<lI SignalQ *

SignaD 0

This distribution has a similar form as Eq. 2.18, except that the peak broadening tends

towards the low energy side of the peak.

3.8 Current-voltage characteristics

It is important to understand the current-voltage (IV) characteristics of the TES in its
operation. With a good understanding of the IV characteristics, we can extract the
experimental value of G and derive the shape of the superconducting transition under

actual operating bias. It is customary to plot the voltage V on the x-axis and the current [
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on the y-axis. In an IV plot, radial lines emanating from the origin are lines of constant
resistance and hyperbolas of the form 7 ~ 1/V are lines of constant power. For this
analysis, we assume that the TES has a linear transition from superconducting state to
normal state as shown in Fig. 3.7. This simple transition is a reasonable approximation
for some microcalorimeters. However, we have observed microcalorimeters with
transitions that are non-linear. These devices sometimes have a non-linear response to
energy. For the examples here, we use a TES resistance R(T) with a transition at 7, = 100
mK, transition width AT, = 1 mK, and normal resistance R, = 1 Q. The TES is coupled

to the cold bath with G = 1 nW/K. The resistance of the TES is given by

0 T<T,
Eq. 3.58 R(T) =1L r-1.) T.<T<(T +AT,)
" R T, +AT)<T

n

This transition is consistent with the parameters given in Table 3.1. We assume that Ry,
<< R, such that TES is in strong voltage bias everywhere except in the superconducting

state, where we are under constant current bias.

At temperatures above T, the TES has normal resistance R,. The IV curve is a straight
line passing through the origin with a slope of 1/R,. At temperatures below T, the TES
can sustain a small supercurrent less than the critical current. The supercurrent appears
as a straight line running along the current axis. The TES does not dissipate any power,

therefore, the TES temperature T = T, Fig. 3.8 shows an illustration of an IV curve.
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Fig. 3.7 Linear transition from superconducting state to normal state.

If we gradually increase the bias current until the supercurrent equals the critical current
(point a, Fig. 3.8), the onset of resistance will cause the TES to self heat with Ohmic bias
power Pgis = ICZR(T). The TES is continually cooled with cooling power Py = K (TN—
Tpar). Electrothermal equilibrium is reached when Ppg;,; = Pe- Usually, the self
heating will drive the TES into the normal state (point b, Fig. 3.8), where it is voltage
biased with V = I.R,. As we decrease the bias voltage (point ¢, Fig. 3.8), we move along
a line of constant resistance for R,. The temperature of points along the line is found by
equating Ppi,s = V2/R,, with the cooling power, giving T = T +V2/KR,,. As the bias
voltage decreases, the temperature of the TES also decreases. When the TES temperature
is less than T + AT, we enter the transition under voltage bias (point d, Fig. 3.8). The
resistance of points on the transition is given by R = V/I. The corresponding temperature
for the points is given by T = Tgau +V4KR. The temperature of points on the transition

range from T, to T, + AT,. For small AT,, points on the transition have approximately the

66



same temperature and power. Therefore, the transition appears as a constant power
hyperbola on the IV plot. Current and voltage values on the transition follow the relation,
IV = K (TV-Tgai). The “distance” of the hyperbola from the origin varies with the bath

temperature.

Fig. 3.8 Nlustration of IV characteristic.

Because the SQUID read-out of the TES current is a two-wire measurement, there will
always be an intrinsic lead resistance in the bias circuit. In the IV plot, lead resistance
has the effect of “tilting” the supercurrent to a slope of 1/Rj,, In the voltage biased
regime of the IV curve, we can derive analytical expressions for / and V as parametric

functions of 7.

Eq. 3.59 VD) =ROKT -TL)+I(DR,,,  T.<T,

N _ N
Eq. 3.60 1ry= K “Ta) g
R(T)
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Fig. 3.9 Calculated IV characteristics based on sample TES parameters.
Each IV curve is calculated at a different bath temperature. Dotted lines are lines of constant resistance for
0.1R,, 0.2R,, 0.3R,.

where R(T) is given by Eq. 3.58 and R).,, is the lead resistance. Fig. 3.9 shows a set of
calculated IV curves based on parameters given in Table 3.1 (page 58) and the transition
shown in Fig. 3.7 with typical Rjus = 10 mQ. Each IV curve is calculated at a different

bath temperature.

From the IV curves shown in Fig. 3.9, we can find the bias pqints that give large signal
amplitndes. Using parameters given in Table 3.1, the voltage bias point is located at the
intersection of the 0.1 Q radial line and the IV curve for Ty = 65 mK. For sake of
simplicity, we consider the microcalorimeter response for absorption of a 10 keV photon.
For the given heat capacity C = 100 keV/mK, a 10 keV photon will raise the TES

temperature by 0.1 mK, which corresponds to an increase of 0.1 Q on the transition. The
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resulting negative current pulse would be a downwards vertical excursion from the bias
point until it reaches the radial line for 0.2 Q. Then, the current will return to the
equilibrium bias point. The vertical distance between the bias point and the radial line for
0.2 Q is the pulse amplitude. Using the same analysis at different bias points, we see that
bias points at high Py, (i.e., high Ip) and low Ry (i.e., high o) give large signals, as

described by Eq. 3.33.
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Chapter 4

DETECTOR DESIGN

In the following sections we will discuss the performance requirements of the
microcalorimeter and design issues of each component. The basic design of the
microcalorimeter is as follows. The absorber is 99.995% high-purity bulk Sn. The TES
is a Mo/Cu multilayer superlattice. The substrate is a silicon nitride (SiN) membrane
window supported by a silicon substrate frame. The silicon substrate acts as the cold
bath. The SiN membrane serves as the weak thermal link between the TES and the cold
bath. The absorber is coupled to the TES film with a microscopic amount of epoxy. Fig.

4.1 shows an illustration of the microcalorimeter design.

4.1 Absorber

For gamma ray spectroscopy, the absorber is generally the largest component of the
detector. For good absorption efficiency, the material should have high Z and be
physically thick. The absorber must also have a large collection area to maximize count
rate. But at the same time, the material needs to have a small heat capacity to increase

sensitivity and shorten time scales.
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Fig. 4.1 Nustration of microcalorimeter design in 3D and cross sectional views.

4.1.1 Material choices

Elemental superconductors satisfy these requirements. Many are transition metals, with
relatively high stopping power. For an operating temperature of the microcalorimeter Ty
<< T, the heat capacity of the superconductor is dominated by the phonon heat capacity,
which is typically three orders of magnitude smaller than the electronic heat capacity for
the same material. Some suitable materials include Ta (Z =73, T. = 4.48 K, p =240 K),
Re(Z=75T.=14K, 6, =430K), Mo (Z=42,T,=0.92K, Oy =450 K), and Pb (Z =
82, T.=7.19 K, 85 = 105 K). However, it has been observed that these materials fend to

have metastable states which prevent complete thermalization of photon energy [1][2].

Thermalization efficiency in superconducting materials has been studied extensively[3].
For all materials at temperatures T < 3 x 10 6p, 100% of the incident energy was
thermalized in a short time. At lower temperatures, the fraction of thermalized energy

decreases sharply. Other research groups have found Sn (Z = 50, T, = 3.77, 6p = 200 K)
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to be a good absorber without thermalization problems [4][5]{6]. Therefore, we choose

to use high purity polycrystalline bulk Sn as our absorber.

4.1.2 Absorption efficiency

We purchased commercially available high purity (99.995%) rolled Sn foil with a
thickness of 250 wm. For high energy gamma ray detection, the absorber needs to be
much thicker. However, for prototyping purposes, 250 um is sufficient. Fig. 4.2 shows
the calculated absorption efficiency for 250 um thick Sn based on known attenuation
coefficients [7]. This Sn has nearly 100% absorption up to tens of keV. For 60 keV
gamma rays, the absorption efficiency is approximately 54%. The dip near 25 keV

corresponds to the K absorption edge of Sn.

4.1.3 Heat capacity

The phonon heat capacity of Sn is given by Eq. 3.14, with

Eq. 4.1 o, =10022—Y—

Hm3K4

Fora 1 mm X 1 mm X 0.25 mm volume of bulk Sn, the heat capacity at 100 mK is 25

keV/mK (4.01 pJ/K).
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Fig. 4.2 Calculated absorption efficiency for 250 pm thick Sn

4.2 Superconducting transition-edge sensor

4.2.1 Proximity Effect

The TES is a thin film device. No elemental superconductor has a transition temperature
at our desired operating temperature. We take advantage of .the proximity effect to
choose our transition temperature. If a superconducting film is in close proximity with a
normal metal film such that Cooper pairs diffuse into the normal metal, the normal metal
becomes weakly superconducting [8]. If the thicknesses of the two films are less than the
coherence length of the superconductor, then the normal metal is complete proximitized
and the bilayer behaves as a superconductor with properties different from the
superconducting component film. In essence, the composite film alters the electron
density such that, according to Eq. 3.7, the transition temperature and energy gap is

different. In our early experiments, we used an Al/Cu bilayer as the TES [9][10][11].
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However, Al and Cu were highly miscible. The layers interdiffused, causing T to drift in

an apparently random manner with time.

More recent TES films used Mo/Cu multilayer superlattices. A multilayer structure
consists of many alternating layers of Mo and Cu. Mo and Cu are mutually immiscible,
making the films stable. The transition temperature depends on the thickness' ratio of
each Mo and Cu layer. The multilayer structure allows scaling in thickness by addition
of more layers. This allows us to control the volume, heat capacity, and resistivity of the
film. We may even construct thick films so that low energy x rays may be absorbed
directly in the TES without the aid of an absorber. Furthermore, Mo/Cu films are stable
against annealing to remove interstitial gases. Fig. 4.3 shows experimental data for
transition temperature 7, as a function of the thickness of Cu while keeping the thickness
of Mo constant at 2 nm [12]. We see a’ negative exponential dependence as we vary the
thickness of Cu, as expected from Eq. 3.7. For a transition temperature of 100 mK, the

thickness ratio Mo/Cu:2 nm/7 nm.

4.2.2 Temperature stability |

For the TES to be a sensitive thermometer, the film must be uniform in temperature and
havé good thermal conductivity within itself. The Wiedemann-Franz law relates thermal
conductivity to electrical resistance, therefore limits must exists for the normal state

resistance of the TES for good temperature stability. The Wiedemann-Franz law is
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Fig. 4.3 Multilayer transition temperature vs. Cu thickness for fixed Mo thickness of 2 nm.

Eq. 4.2 K=",

where k is thermal conductivity of the TES film, p, is the resistivity of the film in the
normal state, and L is the Lorenz number. The theoretical value of L is 2.45 x 10

WQ/K2.

A calculation can be performed for the simple theoretical case of a one-dimensional TES,
where the width of the TES is less than the coherence length. The temperature spatial

profile of the TES is expressed by the differential equation

2
Eq. 4.3 c%:—&q” —T,ﬁ’uh)+.]2p(T(x))—Kaaj,
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where J is the current density, and C and G are the heat capacity and thermal conductivity
per unit length in this case [11]. The first term on the right side is the cooling of the TES
to the substrate. The second term is the Ohmic heating. The third term is the thermal

conduction within the TES. It has been shown [13][11] that the TES film is stable when

2
Eq 44 R <ZLT

A realistic value for the thermal conductivity of the SiN membrane is‘ Gsiy ~ 0.5 nW/K
{Section 4.3, page 80). Assuming Ty = 100 mK and o = 100, the upper limit for the
normal state resistance of the TES is ~0.5 Q. However, the Lorenz number is material
dependent and also tends to decrease at low temperatures [14]{15], so Eq. 4.4 is only a

crude approximation.

4.2.3 Electrons and phonons

In a metals at low temperatures, electrons and phonons are considered as separate
systems with their own distinct temperatures. The electrons and phonons interact via
scattering. At room temperatures, the thermal conductivity between electrons and
phonons is very strong, so the electrons and phonons have nearly identical temperatures.
However, at low temperatures, the thermal conductivity decreases. The two systems
decouple and may attain different equilibrium temperatures. The power flow between the

electron and the phonon systems is given by



Eq. 4.5 Peop = ZVigs(Teres’ - Tpres),

where V is the volume of the film, T,rzs and T,rzs are the respective temperatures of the
electrons and phonons of the TES. The parameter X for Cu is measured by Wellstood to
be (2.4 = 0.6) x 10° W/m’K® [16]. Roukes measured £ to be 1.8 x 10° W/m’K’ [17] and

Anderson found 1.0 x 10° W/m’K® [18]. The thermal conductivity between phoﬁons and

electrons is

dP
Egq. 4.6 G =E=SZVTEST4,

In a TES, the superconducting transition is an effect in the electronic system. The
cooling to the SiN membrane, however, is a phonon effect. At 100 mK, the electron-
phonon coupling is G.., = 120 nW/K, for the TES operating parameters given in Table
3.1 and the dimensions given in the next section. The TES electrons must dissipate Ppi,;s
= 40 pW into the phonon system. For the electron temperature 7, = Ty = 100 mK, the

phonon temperature is 7, = 99.67 mK, which is distinctively different.

4.2.4 Heat capacities
Since the electron and phonon systems must be regarded separately, we need to

determine the electron and phonon heat capacities for the TES. Electron heat capacity

near the superconducting transition is given by Eq. 3.13, where, for Cu and Mo,

respectively,
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eV eV
Eq. 4.7 =607 ———, =1217 —~——s.
q yCu umB . K2 }/MU um3 . K2

Phonon heat capacity is given by Eq. 3.14, where, again, for Cu and Mo, respectively,

Eq. 4.8 e, =41,724——i\i—4—, Oy, =15.674—————63V i
um” - K um” - K

Our multilayer TES consists of 20 layers of 2 nm thick Mo and 23 laiers of 7 nm thick
Cu. The TES dimensions are 1 mm x 0.5 mm and 200 nm thick. The total electronic
heat capacity at 100 mK is 17.6 keV/mK. The total phonon heat capacity is 3.67 eV/mK,

which is nearly 5000 times smaller than the electronic heat capacity.

4.2.5 Electrical leads

Bias to the TES is applied via superconducting Al leads. The leads run from the TES
over the membrane to the silicon substrate, where they are wired to the bias circuit. The
leads provide a thermal conduction path that is parallel to the SiN membrane. The

thermal conductivity for superconducting Al is given by

Eq.4.9 Gy, =Ky—,
LAI

. 1
with Ky = 5 CAIVAIZAI ’




where Cy is the phonon heat capacity per unit volume of Al given by Eq. 3.14 with ay; =
15.67 eV/ um3K4., va = 3428 my/s is the speed of sound in Al [19], [4; is the phonon mean
free path in Al, and As and Ly are the cross sectional area and length of the heat flow.
The Al leads are deposited on top of the TES and need to be at least at thick as the TES
for good step coverage. The effective length of the Al leads is 100 um, which is the
distance between the edge of the TES and the silicon substrate. Assuming thé phonon
mean free path in Al is at most as thick as the film, and for Al leads that are 200 nm thick
and 500 wm wide, the thermal conductivity at 100 mK is Ga; = 0.2 pW/K. The Al leads
also overlap the TES by ~250 um for each lead. This defines the effective area of the
TES to be 500 um x 500 pm square with a measured typical R, ~ 0.5 Q. The total length
and width of the leads are not critical as long as the current density is small such that the

leads will not be driven normal during operation.

4.3 SiN membrane

The TES is fabricated on a silicon nitride (SiN) membrane supported by a silicon frame.
The SiN membrane provides thermal isolation and serves as the weak thermal link
between the TES and the cold bath. The thermal conductivity of the SIN membrane has
been well characterized [20]. The power flow through the SiN membrane can be written

as

Eg. 4.10 Psiy = Ksiv (Terzs” ~ Taan’),

with thermal conductivity
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Egq. 4.11 G =—N 4K T
q SIN dT

SiN

where Ksiv = 0 AL, A is the cross sectional area of the membrane perpendicular to the
direction of heat flow, and o = Z(7k"/15h*v?) = 15.7 mW/cm®K* is the Stefan-Bolzmann
constant obtained by summing over the transvérse and longitudinal acoustic modes. This
thermal conductivity differs from the usual form for heat flow through a solid (eg., Eq.
4.9) which depends on the distance of heat flow. It assumes that thermal energy is
conducted via radiation of phonohs into the membrane. Within the xﬁembrane volume,
the phonons &may scatter. The prefactor £ accounts for the reduction in thermal
conductivity due to diffuse scattering of phonons. For specular, or “clean” scattering, £ =
1. For diffuse, or “dirty”, scattering, & = 3lpy/4Lgs;y << 1, where Ip, is the phonon mean

free path and Lg;y is the distance through the SiN the heat must flow [21].

At low“ temperatures, phonon wavelengths may exceed the thickness of the TES film.
The phonon wavelength is A ~ Av/kT, where v ~ 10* m/s is the speed of sound in the
membrane [20]. At 100 mK, the average phonon wavelength is A ~ 1 um. Therefore, the
TES at 100 mK with a thickness of 200 nm does not support a phonon system that is
distinctly separate from the SiN membrane. As a result, the TES and the membrane share

phonons, eliminating any Kapitza boundary resistance between the two [16].

SiN membranes available for our detector has a window size of 1.2 mm X 1.2 mm and a

thickness of 0.5 um. Since the membrane has a temperature gradient of 7y = 100 mK
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directly under the TES to Tpan = 65 mK over the silicon substrate, we estimate the
average membrane temperature to be Ts;y = 82.5 mK, which is half way between the two.
Using the perimeter of the TES and the thickness of the membrane as the cross sectional
area, the thermal conductivity for the membrane is Ggiy = 0.529 nW/K. Compared with
the parallel conduction path of the Al leads, Gg;y is over three orders of magnitude greater

than G4. Therefore, the dominant cooling pathway is through the SiN membrane.

4.4 Stycast 2850FT epoxy

The Sn absorber is coupled to the TES by a miniscule amount of Stycast 2850FT epoxy.
Stycast is a standard material in cryogenic experiments with properties that are well

documented [22][23].

4.4.1 Heat capacity

The heat capacity is assumed to have the form [22]

Eq. 4.12 Csiy = (BiT + B3T® + BsT°) 05, Vs

with coefficients

J

K4

B, =1.67x107°

o 7
Eq.4.13 B, =7x10°——, B, =4.56x10°° 5
g-K g K

g-




and density pg, = 2.4 g/cm3, and volume Vs,. For a volume of Stycast 200 um in

diameter and 25 pum thick at 100 mK, the heat capacity is Cg,, = 8.29 keV/mK.

442 Boundary resistance
The Stycast forms an interface with both Sn absorber and the TES film. There is an
associated Kapitza resistance at these interfaces. We take the typical value for the

thermal conductivity of a metal-epoxy interface [24],
Eq. 4.14 _ Gy =(1.6—k—WT]T3A,

where A is the contact area. For Stycast of diameter 200 um, the thermal conductivity is
Gg = 50 nW/K, which 1s 100 times greater than Gs;y. The thermal conductivity of the
Stycast limits the rate at which energy can flow from the absorber to the TES. This rate
is slower than the thermalization time of the absorber, thus effectively forming a bottle

neck.

4.4.3 Thermal conductivity
There is a finite thermal conductivity through the bulk volume of the Stycast as well.

This has been measured and expressed in the usual form as [23]

:KS —_,

Eq. 4.15 Gy, =K,

ty

Wlth KSty = aT",
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where a = 92 uW/cm K, n = 2.65, and A4, and Ly, are the cross sectional area and length
of the heat flow. For Stycast with the above dimensions, the bulk thermal conductivity is

Gy = 25.9 nW/K, which is comparable to Gk.

We may include the bulk thermal conductivity of the Stycast into the boundary resistance

by writing an effective Kapitza coupling

1 1 1

—+
Giewy Ox 26

»

Eq. 4.16

Sty

where we only consider the thermal conductivity of half the thickness of Stycast to be

associated with each interface.

With an understanding of the physical properties associated with each component of the

microcalorimeter, we can begin to develop an understanding of its performance.
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Chapter 5

NUMERICAL MODEL

5.1 Default parameters

With the properties of the detector components described in the previous chapter, we can
model the response of the microcalorimeter. With the numerical model, we can vary
each physical property and optimize the signal-to-noise ratio. Table 5.1 is a list of all
relevant parameters and starting values that enter the numerical model of the TES. All
numerical models will use these “default” values, unless specified otherwise. Most

numerical calculations are performed with MathCAD analysis software.

5.2  Current-voltage characteristics

The first measurement in the any experimentation of TES devices is the IV

characteristics. For our model, we choose to use the simple linear transition given by Eq.
3.58 except with a normal state resistance given in Table 5.1 of 0.5 Q, as required for

temperature spatial uniformity. Following the formulation provided in Section 3.8 (page
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64), we derive a set of IV curves (Fig. 5.1) based on the default parameters at different

bath temperatures.

Current (uA)

0 . . . ; L L )
0 0.5 1 1.5 2 2.5 3 3.5 4

Voltage (uV)

Fig. 5.1 Modeled IV curves based on default parameters

5.3 Multi-element numerical model

From the discussion in Chapter 4, we recognize our microcalorimeter design to consist of

four distinct components: Sn absorber, Stycast epoxy, TES phonons, and TES electrons

as shown in Fig. 5.2.

CAbS’ TAbs VTh
CSty’ TSty % RTh
Copss Tymes | TES ph. |—{ TESe F R((:T) .
e-p e¢TES> *eTES
1 G
1 SiN
Tpan T7TTI777 _

Fig. 5.2 Thermal diagram of the 4-component microcalorimeter.
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Parameter Description Value
T Operating 100.2 mK
3 Tr Bias resistor 2K
g Tgamn Bath 65 mK
‘é— ATgam Fluctuation in bath 10 uK
2 Te Transition 100 mK
AT Transition width 1mK
@ Viabs Sn absorber 1 mm x 1mm x 0.25 mm
_§ Vsy Stycast epoxy 200 um & x 25 um
§ Vres TES 1 mm x 0.5 mm % 200 nm
o Caps Sn absorber 25.2 keV/mK
g % Csy Stycast epoxy 8.31 keV/mK
= S Cores TES electron 17.6 keV/mK
© Cores TES phonons 3.69 eV/mK
@ Gk Kapitza interface 50.6 nW/K
E 39;"’ Gsy Stycast epoxy 26.0 nW/K
58 Gep TES electron-phonon 121.6 nW/K
= Gs SiN membrane 0.531 nW/K
© Gen Effective Kapitza 25.4 nW/K
a R Thévenin bias 10 mQ
% A, TES (normal) 05Q
-%' Fo TES (operating) 019
o Read Lead 5 mQ
V7n Bias voltage 1.5uv
@ I Steady-state current 13.67 pA
m Ps Bias power 18.7 pW
o Transition “steepness” 500
e E Gamma ray energy 60 keV
= Isauio SQUID noise 10 pA/HZ'2

Table 5.1 Default values for numerical model.
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Following Prébst, et al. [1], we can describe the temperature evolution of the four

components with a set of four first-order differential equations,

Abs dl’ Abs

C iT =—GK(eﬁ)(TAbs—TSry)

C d = GK(eﬁ) (T 4 _TSry )— GK(ejj‘) (TSty _TpTES)

Sty gyt sy T
Eq.5.1 : )
CpTES ;%'TPTES = GK(eff) (TSry - TpTES )- Ge— p (TpTES - TeTES )-K SiN (TpI;‘ES - TBIZrh )

V2R(T)
Czs -C—%TQTES = “Gep (T s — TPTES )+ m
Th

where Taps, Tsy» Tpres. and T.rps are the temperatures of the absorber, Stycast, TES
phonons, and TES electrons, respectively. The terms of the differential equations have

units of power. Generally, power flow between two objects is given by the general form
Eq.5.2 P=KT"-1".

For T; = T,, we can Taylor expand this expression about Ty + AT, where Ty = T; = T5 and

AT= T1 - Tz,
Eq.5.3 P=GAT + -,

where G = NKT,™!. For our microcalorimeter, Taps, Tsty, Tpres, and Tergs have similar
values near Ty = 100 mK. Therefore, the first-order approximation given by Eq. 5.3 is

appropriate to describe power flow between these components. However, T,rgs, and T
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are far apart (~35 mK), thus requiring the use of Eq. 5.2 to describe the power flow to the
cold bath. For the cooling power to the cold bath, the difference between Eq. 5.3 and Eq.

5.2 is ~4.5%, using the default parameters given in Table 5.1.

The steady state solutions of the differential equations can be found easily. The TES
electrons has the highest temperature, Tores = To = Taam + (Po/Gsiy). The temperature of
the TES phonons, Stycast, and absorber are all the same, which is cooler than T,zgs by the

amount Py/G,., = 0.154 mK.

We simulate the absorption of a gamma ray by perturbing the steady-state temperature of
the absorber with an increase of E/Cap,. The differential equations are solved numerically
using a Runga-Kutta method with adaptive step sizes. The solutions give the temperature
evolution of each component. Fig. 5.3 shows the temperature response of the

microcalorimeter from absorption of a photon at ¢ = 0.

The four-element model is accurate in describing the detector. However, it also requires
intensive calculations. With some good approximations, the detector can be modeled as a

two element device without loss of accuracy.

The absorber and Stycast are strongly coupled together and can be considered as an

effective absorber with heat capacity
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Absorber
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:101.5 F TES Electrons
3

= Stycast

g 101

5

— TES Phonons

1005 ¢

100 : . I :
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Time (ms)

Fig. 5.3 Modeled temperature response profiles for 4-element model.

Eq.5.4 Cabstef) = Caps + Csry-

The couplings between the absorber and the TES include the thermal conductivity of the
Stycast and two Kapitza boundary interfaces. For the two-element model, we can define

an effective Stycast coupling given by

Bg.5.5 S S S —

GSryca:t(eﬁ ) GK GStycast GK (eff)

In the TES, the electron-phonon coupling is much stronger than Gg;y, keeping the phonon
temperature and the electron temperature in the TES close together. The phonons and the
electrons of the TES can be regarded as one element. But since the phonon heat capacity

is three orders of magnitude smaller than the electron heat capacity, it can be neglected

altogether.
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CAbs(eff)’ TAbs(efD

CTES(eﬂ)’ TTES(eﬂ')

Fig. 5.4 Thermal diagram of the two-element approximation of the microcalorimeter.

The two relevant elements are then the effective absorber-Stycast combination and the
TES electrons. Fig. 5.4 shows the components of the two-element approximation. The

two-element approximation only requires a system of two differential equations,

d Gsiem
EETAbs(eﬁ') == C (TAbs(eﬁ) _TTES(ejf))
Eq. 5.6 Anen
d GSty(em Ky N N Vri,R (T)
—Tresey = T ape —TES(eﬂ'))— T o~ Lgan) +
dt” "D Cresep e Creseen e b Crese (Rn: + R(T))2

Fig. 5.5 shows the detector response to a gamma ray in the two-element model compared
with the absorber and TES electron solutions from the four-element model. The effective
parameters used in the two-element model are calculated from the same default
parameters used in the four-element model. In the two-element model, the steady-state
temperature of both the effective absorber and the effective TES is exactly T,,, whereas
in the four-element model the steady-state absorber temperature is below T,,. This

difference does not affect the simulation, since the steady-state temperature of the TES is




the same in both models. The signals from both models differ by ~3% in pulse height
and differ by ~2% in decay time. The two-element approximation is good for G,., >>
Gsiy. If G, becomes comparable to Gy, then there will be significant phonon loss into

the substrate and the two-element approximation loses validity.

102.5

----- Effective absorber
""" Effective TES

102 — Absorber
—TES electrons

<

E 1015

2

2

s

@

a 101 -

E

@«

[

100.5

[¢} 0.5 1 1.5 2 2.5 3 3.5 4
Time (ms)

Fig. 5.5 Comparison of two-element and four-element models.

The numerical solutions give us the TES temperature profile. The corresponding current

signal is

- VTh
Ry +RT)

Eq. 5.7

Fig. 5.6 shows the current signal pulse calculated from the two-clement model. As

expected, the signal is a negative pulse originating from the equilibrium current. The

signal amplitude is Js;gna = 8.61 pA.

o4
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Fig. 5.6 Modeled current signal pulse.

5.4 Numerical noise calculations

The multi-component nature of our microcalorimeter sets a lower limit to the TES
response time. From Eg. 3.32 we see that, under a voltage bias, the decay time of the
signal can be shortened drastically for sufficiently large o However, in our real
microcalorimeter, the decay time is ultimately restricted by how fast energy can flow out
of the absorber through the Stycast bottleneck into the TES, Cypsef/Gseyep- The modeled
signal has a decay time of 7 = 430 us, which is close to the bottleneck decay time of
Cabstey/ Gsiyepy = 419 us. Therefore, we must use the noise expressions for slow energy
arrival. It is interesting to note that the natural decay time for the microcalorimeter is
Crow/ Gsiv = 15 ms. Electrothermal feedback was able to shorten the decay time of the

system by over a factor of 30 before being limited by the bottleneck.




We can include noise into the numerical model for comparison with noise predictions.
We insert each noise power term separately into the differential equations and solve for

the magnitude of the current response for that specific noise term,

Eqg.5.8

d Gyt

d TAbs(eﬁ) = “m (TAbs(eﬁ‘) _TTES(em )

d Styef) Kgin N N VT%:R(T) Py ’
= Teg, =__(Tb ¢ _TTES(eﬁ)>——(T S )_Ta )+ +

A D " Crpgy Cooser =P "™ Crpaun (R + RO} Crasa

where Py is a noise term. For phonon noise, we use Eq. 3.48, and for Johnson noise, we
use Eq. 3.49. We substitute 74, with 7, the decay time of the modeled signal (not the
decay time predicted by Eq. 3.32). We numerically solve the differential equations for
the magnitude of temperature fluctuations due to the noise power sources. We write the
noise current in a form analogous to Eq. 3.37 and using Eq. 5.7 for the current due to

thermal fluctuations,

Vi

Eq.5.9 ], =0
a ™ Ry +R(Tp,)

_ v, _ v,
Ry +Ry, Ry +R(T;)

Eq.5.10 1,

where Ip, and I, are the phonon and Johnson noise currents, respectively, Tp, and T are

the phonon and Johnson noise temperature fluctuation magnitudes. The magnitude of the

9
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numerically modeled phonon noise current is Ip, = 3.03 nA. The phonon noise current

for slow energy arrival, using the modeled decay time as the bandwidth, is

(1.
Eq. 5.11 Jzk(rjbs +T02)GSUTLﬁ§’L] =2.23n4A,

where the factor Isign/E is the energy-to-current conversion. Similarly, the numerically
modeled Johnson noise current is I; = 0.396 nA, which is close to the slow energy arrival

value of

ART,R, (1
T L Ry + Ry

Eg. 5.12 ) = 0.326nA .

We can calculate the slow energy arrival Johnson noise current for the bias resistor, again

using the modeled decay time as the bandwidth,

4kT, R 1
Eq.5.13 Iy = TT” T"(R 7
Th 0

)= 0.46nA

The noise current for bath fluctuations of 10 pK is given by Eq. 3.53,

Eqg.5.14 Toun = Lyrys Aoy _ 057204,

Bath Signal
2 TD - TBath



The SQUID amplifier noise is

—10- P4

1
I —eem
SQUID Hz 2me

Eg.5.15 =0.192rn4,

where the factor 277 converts Hz into rad/sec. We can find the total noise by adding the

noise currents in quadrature,

Eq.5.16 Loy =T+ 12 I+ Ly + Ly = 2.380A.

For the signal shown in Fig. 5.6, the amplitude is Isignu = 8.61 pA. Thus the signal to
noise ratio is 3620, giving us an energy resolution of AE = 39 eV for a 60 keV gamma ray

by only considering frequencies up to 1/7.

5.5 Optimization of microcalorimeter design

With an appropriate numerical model and quantified noise sources, signal-to-noise
performance of the detector can be mapped. Given the complex nature of the
microcalorimeter, there are many parameters to consider. In general, the best signal-to-

noise ratio is achieved with small heat capacities (increases signal size, reduces phonon

‘noise), strong thermal couplings (faster pulses), high operating power, and high operating

¢.. Fabrication and operational limitations restrict the values of many parameters. Within

these constraints, we find the optimum value that yields the best signal-to-noise ratio.




A series of optimization calculations were performed by varying one parameter at a time.
Of the remaining parameters, those that depend on the varying parameter also varied, and
those that are independent were held constant. As usual, the microcalorimeter parameters

and the default values are listed in Table 5.1.

As an example, consider the optimal 7, of the TES, which is constrained by the opposing
demands of heat capacity and operating power. A low T, corresponds to a low Ty and
smaller heat capacities, giving larger signals. However, for a fixed Tpu a high T,
corresponds to a high operating power, also giving larger signals. The T, must therefore
have an optimum value compromising on operating power and heat capacities. In the
optimization of T,, we vary the value of T, for each calculation. We also vary the
dependent parameters of heat capacity, Tp, and f;. Independent parameters such as Ry,

Tgas» €tc. will remain constant.

5.5.1 Vary operating points

We begin by keeping the physical parameters constant and varying only the operating
bias to probe the detector response. For a given microcalorimeter, the only two
parameters that we can control are T,y and Vz. While on the transition, changing Vi
corresponds to changing Ry and changing T, changes Ppy,;. In essence, the only two
parameters that we control are Ry and Pgys. The magnitude of the steady-state current
may affect the transition width slightly, but we expect this effect to be small (see Section

7.4, page 134).
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Fig. 5.7 Optimization of operating resistance.

5.5.1.1 Operating resistance

By changing Rp, we change ¢ and Ip. At high Ro, ¢ is small, giving small signals. At
extremely low Ry, we may lose voltage bias (Section 3.3, page 46) and lose negative
electrothermal feedback. Furthermore, for extremely high ¢, the spatial temperature
distribution of the TES may become unstable (Section 4.2.2, page 75). Since our model
includes the Thévenin bias resistance Rr;, we can study the effects of varying Ro. We
model the microcalorimeter with a varying Ry from 10 m€ to 465 mQ. The temperature
profiles are shown in Fig. 5.7a. We see that decay times are long for high Ry due to low

o, but decay times are also long for low Ry, due to mixed voltage/current bias. Fig. 5.7b
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shows the current signal magnitude as a function of Ry. We see that for low Ry, the signal
is large due to large Iy, and for high R, the signal is small due to small ¢ From the decay
time of the pulses, we can determine the bandwidth of the signal and quantify the noise
sources. Fig. 5.7c shows the calculated noise currents for varying R;. We see that
phonon noise dominate in the region Ry < 450 mQ, above which SQUID noise
dominates. The corresponding signal-to-noise ratio is shown Fig. 5.7d. We see that the

best energy resolution is found near Ry = 50 mQ.

5.5.1.2 Bath temperature

For a given T,, we can vary the bias power only by changing the bath temperature.
However, as Ta.; decreases, so does the thermal conductivity of the silicon nitride
membrane Ggy, limiting the magnitude of the bias power. Similarly, we perform
optimization calculations for Tg,s. Fig. 5.8a shows the temperature profiles for varying
Tan from 45 mK to 95 mK with T, fixed at 100 mK. We see that decay times shorten as

T decreases. Fig. 5.8b shows the current signal magnitude.

We see that the signal size increases as Tg,y decreases. It is interesting to note that the
signal size no longer increases significantly at temperatures below ~80 mK, but the
signal-to-noise ratio continues to improve until ~60 mK when bath temperature

fluctuations become negligible.
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Fig. 5.8 Optimization of bath temperature.
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As before, phonon noise dominate in the region Tp,, < 85 mK. Above 85 mK, the

current noise due to bath fluctuations dominate. Interestingly, if the bath temperature

fluctuations were much smaller, the signal-to-noise ratio would have a “flatter” overall

response. This analysis tells us that the best performance is achieved at the lowest Tggp.

In practice, though, Tg,y is limited by the performance of the ADR to approximately 65

mK.




5.5.2 Vary physical properties

5.5.2.1 Absorber volume

In addition to varying operating bias points, we can also vary physical properties of the
TES and investigate the detector response. For good gamma ray absorption efficiency,
we want a large absorber. The size of the absorber contributes to the heat capacity,
affecting the signal size and decay time. We modeled the microcalorimeter with a
varying absorber volume from 0.125 mm® to 1.25 mm’. Fig. 5.9a shows the TES
temperature profiles from the absorption of a 60 keV gamma ray for. varying absorber
volumes. We see that small absorber volumes have larger signals and shorter decay
times, and vice versa, as expected. Fig. 5.9b shows the current signal amplitude as a
function of absorber volume. Fig. 5.9¢ shows the calculated noise currents for varying
absorber volume. Fig. 5.9d shows the corresponding signal-to-noise ratios. We see that
despite a factor of 10 variation in the absorber volume, the signal-to-noise ratio only
varies by a factor of two. This is due to the fact that the dominant noise source in our

modeling is phonon noise, which is independent of the absorber volume for a compound

calorimeter in the slow energy arrival limit. In this comparison, we have fixed the

thermal coupling between the absorber and the TES. In a real device, larger absorbers‘

may require more structural support and possibly a larger thermal contact, resulting in
more noise. From this analysis, we see that our default absorber volume of 0.250 mm? is
nearly optimal since the smaller absorber volume would drastically reduce the collection
area in order to maintain a good absorption efficiency. We also see that we can increase
the volume to over 1 mm® and still maintain reasonably good resolving power as long as

thermalization of the Sn is not a problem.
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Fig. 5.9 Optimization of absorber volume.

5.5.2.2 Diameter of Stycast epoxy

Similarly, we perform optimization calculations for the dimensions of the Stycast epoxy.
Thicker Stycast increases heat capacity and reduces the thermal coupling between the
absorber and the TES, so we expect the signal-to-noise performance to degrade. We
therefore fix the thickness at 25 um, which is as thin as we have been able to make it.
Larger diameter of Stycast increases both thermal conductivity and heat capacity, which
have opposing effects on the signal size. We know that larger heat capacity decreases
signal size. Larger Stycast thermal conductivity increases signal size by allowing the

absorber and TES to equilibrate quickly before any significant amount of energy
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dissipates into the cold bath. We modeled the microcalorimeter with a varying diameter

of Stycast from 50 um to 550 um. Fig. 5.10a shows the temperature pulses.

We see that the signal is maximized for Dsyeqq ~350 um (Fig. 5.10b). Again, we see that
phonon noise dominates. The signal-to-noise ratio is optimum at Dsy.q, = 100 um (Fig.
5.10d). The large variation of signal-to-noise ratio suggests that the positive effects of
increased bandwidth by increasing the thermal conductivity of the Stycast are negligible

to the increased phonon noise due (Fig. 5.10c). )
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Fig. 5.10 Optimization of Stycast diameter.




5.5.2.3 Critical temperature of the TES

As described earlier, the optimal T, is constrained by heat capacity and operating power.
We varied 7. from 80 mK to 180 mK with a fixed T3,; and modeled the
microcalorimeter response. Fig. 5.11a shows the temperature response to 60 keV gamma
rays. The TES change in temperature is greatest for low 7. due to low heat capacity.
The signal size is dependent on the bias current as well as the change in temperature, as
described by Eq. 3.24. We see in Fig. 5.11b that the signal size is largest for T, ~ 110
mK. Fig. 5.11c shows that at T, < 85 mK, phonon noise no longer dominates as current
noise due to bath fluctuations become increasingly more important as expected. The

signal-to-noise ratio is greatest for 7., ~ 90 mK.
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Fig. 5.11 Optimization of superconducting transition temperature.
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5.5.2.4 Transition width of the TES

In Section 3.3 (page 46) we stated that the sensitivity of the microcalorimeter is
dependent on the steepness of the transition. We modeled the detector response for
varying superconducting transition widths from 0.25 mX to 2.75 mX, while maintaining
a constant Ry and 7p. As before, the temperature profiles are shown in Fig. 5.12a, the
signal amplitudes in Fig. 5.12b, the noise conftributions in Fig. 5.12c, and the signal-to-
noise ratio in Fig. 5.12d. We see that increasing AT, by a factor of ten only decreases the
signal-to-noise ratio by ~20%. The dominant noise source is, again, phonon noise, which

is independent of the transition width.
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Fig. 5.12 Optimization of superconducting transition width.
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Note that Irwin [2] and Lindeman [3] relates energy resolution to ¢,

Eq. 5.17 AE ~——.

This is only true if we only consider the simple one-element phonon noise and TES
Johnson noise. Our optimization includes noise contributions from nearly all quantifiable

noise sources.

These optimization routines allow us to develop intuition on the relative importance of
various physical properties. From the preceding calculations, we see that many
parameters affect the signal size, but it is 7. and T,y that has the largest influence in
signal size and signal-to-noise ratios. Fig. 5.13 shows the optimization of T for various
Tgan- For T, above 100 mK, the signal size is nearly independent of Tgy, for the range of
Tsaun that we examined. However, the signal-to-noise ratio can degrade significantly with
increasing Tga for T, < 110 mK. We also notice that for higher Tz, the optimum T

shifts to higher temperature.

In the fabrication of the microcalorimeter, we expect the Stycast dimensions to have low
repeatability. We perform similar optimizations for Stycast diameter for different Stycast
thicknesses, shown in Fig. 5.14. We see that despite a significant variation in signal size

due to varying Stycast thickness, the signal-to-noise ratio is relatively unaffected.
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We presented a numerical model that describes the performance of the microcalorimeter.
We can use this model as a tool to optimize the design of the microcalorimeter. This
model also allows us to predict the behavior of the microcalorimeter under different
circumstances.  Furthermore, we can use this model to infer parameters of the

microcalorimeter that are otherwise difficult or impossible to measure.
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Fig. 5.13 Optimization of transition temperature for different bath temperatures.
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Fig. 5.14 Optimization of Stycast diameter for difference Stycast thicknesses.
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Chapter 6

FABRICATION AND TESTING

6.1 Fabrication of devices

Fabrication of our TES microcalorimeters is done completely at LLNL using the facilities
of the Microtechnology Center, the Material Science and Technology Division, and the
Advanced Detector Group (ADG). The TES is a thjn-ﬁlm‘device made by standard
semiconductor industry fabrication techniques. The fabrication procedure of our
microcalorimeter are outlined in Fig. 6.1. We briefly discuss each process step.

Procedure run sheets are provided in Appendix A.

6.1.1 SiN membrane windows

The SiN membranes are fabricated at the Microtechnology Center. We purchased
standard 4”-diameter Si wafers with orientétion (1,0,0) from industrial vendors. Typical
wafer thickness is ~0.5 mm (Fig. 6.1a). The doping and resistivity of the wafers is
irrelevant to the microcalorimeter, since the Si wafers only serve as a substrate and a cold

bath. A ~0.5 pm thick layer of SiN is thermally grown onto both sides of the wafers (Fig.

6.1b).
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Silicon substrate.

Silicon nitride (SiN) thermally
grown on Si

Hole created in SiN by reactive
ion etching.

Si etched away to create
membrane window.

TES deposited by dc sputtering
and defined by
photolithographic lift-off.

Al leads deposited by dc
sputtering and defined by
photolithographic lift-off.

Epoxy applied and spacers
positioned.

Absorber coupled to epoxy
while suspended by spacers.

Spacers removed after epoxy
cures, leaving free-standing
absorber.

Fig. 6.1 Ilustration of fabrication steps with cross sectional and top views.
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On the back side of each wafer, an array of 2 mm X% 2 mm square holes is made in the SiN
by CF;-based reactive ion etching (Fig. 6.1c). The exposed Si is wet etched completely
through the thickness of the wafer with a KOH solution at ~60 °C, leaving a suspended
SiN membrane (Fig. 6.1d). The etchant preferentially removes Si along the (1,1,1)
planes, leaving a prismoidal cavity with the SiN membrane as a base and the (1,1,1)
planes as the trapezoidal walls. The (1,1,1) planes are at an angle of 54.74° from
horizontal, thus, each SiN membrane has an area of ~1.3 mm x ~1.3 mm. The wafers are

then diced into 1” x 0.25” strips, each with three membrane windows.

6.1.2 Mo/Cu multilayer TES

The multilayer superlattices are fabricated in the Material Science and Technology
Division [1]. The Mo/Cu multilayer structure is deposited by dc magnetron sputtering
(Fig. 6.1e). Typical base pressure is ~107 Torr. Partial pressure of Ar gas during
sputtering is 2 mTorr. Sputtering power is typically 150-250 W for both metals. The
sputtering system is cylindrical, with the substrates mounted on a rotating platform. The
sputter guns are mounted above the platform on opposite sides of the chamber with
baffles to minimize cross-contamination. The platform is rotated at a rate of several
seconds per cycle. For each complete rotation, the substrate is coated with one layer of
each metal. The thickness of each metal is determined by their respective sputter powers.
The rms variation of the thickness of the metal is <1 A. The number of layers is
determined by the total number of rotation cycles. Fig. 6.2 shows a TEM micrograph of
a sample Mo/Cu multilayer superlattice. The pattern of the Mo/Cu multilayer film is

defined by photolithographic lift-off. Typical photoresist thickness is ~1.8 pm.
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a) b)

Fig. 6.2 TEM micrographs showing typical Mo/Cu multilayer structures.
a) High magnification image. The layers are seen as horizontal bands. Higher contrast bands are Mo,
lower contrast bands are Cu. Granular structure are individual atoms. b) Lower magnification image
showing many alternating layers of Mo and Cu.

6.1.3 Superconducting Al electrical leads

The superconducting Al bias leads are fabricated in the Advanced Detector Group’s UHV
thin film deposition laboratory (Fig. 6.1f). Prior to deposition, native oxide on the
surface of the Mo/Cu multilayer is removed by ion milling to ensure good ohmic contact
with the Al leads. Partial pressure of Ar for ion milling is 0.5 mTorr. Ions are
accelerated through 500 volts at a rate of 20 mA. The films are deposited by dc
magnetron sputtering. Typical base pressure is ~10"® Torr. Partial pressure of Ar gas
during sputtering is 3 mTorr. Sputtering power is typically 100 W. Film pattern is

defined by photolithographic lift-off.

6.1.4 Stycast 2850FT epoxy
Stycast 2850FT is a glass-filled, two-part epoxy [2]. The glass beads in the Stycast have
an average diameter of ~6 um. The high viscosity of the Stycast makes it unsuitable for

most picoliter-scale fluid dispensing systems. After mixing, the epoxy is deposited on
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the Mo/Cu TES film manually (Fig. 6.1g) with a wire loop made with 25 um diameter,
99% Al, 1% Si bonding wire. The diameter of the loop itself is ~100 wum. A volume of
~10 pL can be reproduced with a error of +50%. The Stycast can be formed into a
cylindrical shape by its own surface tension and placement of spacers to suspend the
absorber while the epoxy cures. The spacers are also fashioned from 25 um diameter

bonding wires.

6.1.5 Sn absorber

We purchased 99.99% high-purity, polycrystalline, 0.250 mm thick, bulk Sn foil from
Goodfellow Corporation [3]. The foils were cut into 1 mm x 1 mm squares with a sharp
blade. The absorbers are manipulated with fine-tip vacuum tweezers and placed on top
of the epoxy and suspended by the spacers (Fig. 6.1h). The epoxy is allowed to cure for
at least 24 hours at room temperature, after which the spacers.were carefully removed.
The completed microcalorimeter is shown in Fig. 6.1i. The collection area of the
absorber is larger than the TES underneath it, eliminating direct absorption events of low
energy photons in the TES film. Fig. 6.3 shows an optical micrograph of the Sn absorber

supported by cylindrical Stycast.

This fabrication process is relatively crude by semiconductor standards. However, the
merits of the device are determined by the superconducting transition and the thermal
couplings to the absorber and cold bath. The steepness and linearity of the
superconducting transition may not necessarily improve with a full-wafer, wet etch

process (Section 1.4.3).
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Sn Absorber — -

Stycast

Fig. 6.3 Optical micrograph showing the absorber supported by Stycast epoxy.

The epoxy is a critical component of the microcalorimeter. However, microfluidic
dispensing systems are generally unable to deposit Stycast due to its high viscosity.
Other means of adhering the absorber to the TES film are currently being investigated
(Section 1.4.3). Despite its lack of superficial cosmetic appeal, our procedure fabricates a

fully functional microcalorimeter capable of high resolution gamma-ray spectrometry.

6.2 Testing of devices
Testing of our TES microcalorimeters are performed using the facilities of the ADG. All

cryogenic systems and bias electronics were built by the ADG. All instrument

interfacing and read-out software were also written by the ADG.

6.2.1 SQUIDs

The current signal of our microcalorimeter is read-out by a dc SQUID (superconducting
quantum interference device) array current amplifier. A dc SQUID consists of a
superconducting ring interrupted by two Josephson junctions (Fig. 6.4a). The phase

differences across the junctions are denoted by d; and &, respectively. In the absence of
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an external magnetic field, §; = &. For an external field @, the phase differences around
the ring is & - & = 2nD/®,, where ®q is the flux quantum (Eq. 3.17). The phase

differences can be rewritten as

0] ()]
Eq61 61=50+27Z?5—,52 =60—27TE)-—,

0 0

where & is a constant. From the dc Josephson relation (Eq. 3.18), we write the total

- Josephson current as the sum of the currents through each junction

Eq. 6.2 g = il siml 0 +27rg +sin| d, —27[9— , =2J sin 8, cos 2759—-
¢0 q:)0 (DO

We see that the phase difference across each junction interferes macroscopically and
produces an oscillating total current with a periodicity of ®,. With an appropriate
resistance, we measure the Josephson current as a voltage. The dc SQUID is in essence a
flux-to-voltage converter. Fig. 6.4b shows the voltage-flux (V-®) characteristic of a dc

SQUID. For more details on dc SQUIDs, please refer to Turner and Van Duzer [4].

If we want to measure the current in a circuit, we insert an input coil into the circuit.
Current passing through the coil will generate a magnetic field that can be sensed by the
SQUID and measured as change in the SQUID voltage. The steepness of the slope of the

V-® response is indicative of the sensitivity of the SQUID.
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a) b)

Fig. 6.4 a) Dc SQUID circuit with input and feedback coils. b) Dc SQUID current vs. applied field.

However, the V-® response of the SQUID is linear over a very small range. To remedy
this, we can operate the SQUID in a flux-locked feedback mode. In this mode, a
feedback coil applies an opposing field proportional to the signal such that the total flux
in the SQUID remains constant. With the SQUID held at a constant flux, the response
becomes impervious to any nonlinearities in the V-@ characteristic. The response of the

SQUID is then linear, with the signal proportional to the curmrent flowing through the

feedback coil.

Our dc SQUIDs are purchased from Hypress, Inc. [5]. These particular SQUIDs are
series arrays with 208 SQUIDS. The arraying of SQUIDs in series serves as gain to the

V- response and better impedance matching with external FET electronics.

6.2.2 Circuit
The TES requires a strong voltage bias at the operating resistance of ~0.1 Q. Most

commercially available voltage supplies have relatively large output impedances and are
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unable to provide strong voltage bias for such a small load resistance. Furthermore, the
two-wire lead resistance from room temperature to the cold stage is much greater than Ry,
making it impossible to apply a voltage bias directly. Instead, we use a low-impedance
voltage divider near the cold stage. Fig. 6.5 shows the TES bias and SQUID read-out
circuits. Bias to the TES is applied at Vg, through a voltage divider consisting of the
bias resistor Rg;,, and the shunt resistor Rsp... The TES (denoted as a variable resistor) is
in parallel with Rgpun. For Rspum < 0.1Rp, the TES is under strong voltage bias. The
current flowing through the TES is measured with a SQUID with an input inductance L =
0.25 uH in series with the TES. The input inductor is shunted with R; = 20 Q. The
SQUID is operated in the flux-locked feedback mode such that the feedback voltage Vep

is proportional to the current of the TES.

For frequencies less than Ro/L where the inductor has negligible impedance, the current

through the TES is given by

§<

oy | =
=
3

Eq. 6.3 Lpgs

where B is the ratio of magnetic flux sensed by the SQUID from each inductor. For our
SQUIDs, typical values of B range from 8 to 15, depending on the geometry of the

particular SQUID. The voltage across the TES is given by
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Fig. 6.5 Schematic of voltage bias circuit with parallel shunt and dc SQUID read-out.

Typical values of Rp; = 2 kKQ, Rgpyr = 10-20 mQ, Ry =20 Q, Rpp =1k, and Ly, = 0 25 uH. Dashed line
encloses components that are at 2 K. Dotted encloses the TES at 100 mK.

V ias
Eq. 6.4 Vass =[ Sl fo ]RShum ’

Bias

Most of the bias and SQUID circuits are at 2 K, while the TES is at ~100 mK. The bias
and the feedback resistors are at room temperature and can be changed easily to

accommodate different dynamic ranges.

We can simplify this bias circuit to the simple circuit shown in Fig. 3.2 by use of

Thévenin’s theorem, where

R Shunt R — R RSIumt

Eq. 6.5 Vi = Viias , Ry, =2 .
RBias + RShum RBius + RShum



For the typical resistance values given, Rz = Rgpr and Vi, = VainoRsuund Reins. Because
the TES is connected as a two-wire measurement, there may be lead resistance in series

with the TES. This lead resistance can be included into Ry, for all intents and purposes.

6.2.3 ADR operation

To reach the operating temperature of ~100 mK, we use an adiabatic demagnétization
refrigerator (ADR) built into a liquid helium (LHe) cryostat. A schematic cross section
of our ADR cryostat is shown in Fig. 6.6. The cryostat is a series of three nested shells.
The shells are at room temperature of 300 K, liquid nitrogen (I.N) temperature of 77 K,
and pumped LHe temperature of ~2 K, respectively. The 77 K and 2 K shells have
reservoir tanks with the respective liguid cryogen. Each shell is thermally isolated from
the other shells by low thermal conductivity supports and vacuum space. The outer shells
shield the inner shells from blackbody radiation. The actual ADR is nested within the 2

K shell.

/ Liquid nitrogen

Salt pill
Magnet \

Sample cold stage \\
2 K shield

77 K shield

300 K shield \ D

N\

Fig. 6.6 Schematic cross section of the adiabatic demagnetization refrigerator.

/ Pumped liquid helium
Heat switch
Detector and shielding

Windows
ANAN, Y-TAY
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Refrigeration by magnetic cooling was first proposed by Debye in 1926. Magnetic
cooling is possible in a paramagnetic material with magnetic moment ¢ and an entropy
S(T,B) that is dependent on temperature and magnetic field. At high temperatures, the
electronic magnetic moments of the ions are completely disordered, with entropy
S|r—05-0 = R In(2J + 1), where J is the total angular moment and R = 8.315J K'mole? is
the ideal gas constant. At low temperatures, the interactions of the magnetic moments
become greater than the thermal energy, allowing the magnetic moments to orient
themselves and reduce disorder. Similarly, at any given temperature, an applied
magnetic field will also partially orient the moments and decrease the entropy [6]. This is

the mechanism for magnetic cooling.

In our ADR, we use ferric ammonium alum (FAA, Fe(SO4)s.(NH 4);S0,.24H;0) as the
paramagnetic salt, with J = 5/2. The FAA salt pill is suspended inside a superconducting
eleétromagnet.- The magnet is conduction cooled by the 2 K stage. The sample cold
stage and the salt pill are thermally coupled to the LHe bath by a mechanical heat switch.
Fig. 6.7 shows the entropy of FAA as a function of temperature and applied magnetic
field. The FAA is pre-cooled to 2 K, shown as point a in Fig. 6.7. A magnetic field is
applied to magnetize the FAA isothermally (line ab in Fig. 6.7). The heat of

magnetization released by this process is

Eq. 6.6 () =nT, | B"[g—;] dB,
T,
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Fig. 6.7 Entropy of FAA salt pill for different applied magnetic fields.
The rectangular area abde is the heat of magnetization. The shaded area is the cooling power of the salt pill
after demagpetization. The rectangle area e'a'c'd is the cooling power while regulated at 7 = 100 mK.

where 7 is the number of moles, T; = 2 K is the initial temperature, and B; = 3 Tesla is the
applied magnetic field. This heat is absorbed by the LHe bath. Then, the FAA is
thermally decoupled from the LHe bath by opening the heat switch. Once iksolated, the
applied magnetic field is quasistatically reduced to zero such that the entropy does not

change, thus the term “adiabatic demagnetization” (line bc in Fig. 6.7).
. For non-interacting moments, the magnetic energy is € = uB. The partition function has

the form Z ~ ¢ 7. The entropy is effectively a function of only B/T. For the adiabatic

process, we have

Eq. 6.7
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where Ty and By is the final temperature and magnetic field, respectively. The applied
external magnetic field can be reduced to zero. However, the FAA has an internal field
of B;; = 50 mTesla which limits the base temperature of the cooling[7]. For smali fields
where the internal field is comparable, the effective field is Bf2 = Bm2 + Bin,z, where B,,, is
the externally applied field. For a 3 Tesla initial field at 2 K, the lowest temperature
attainable is ~33 mK. In practice, the base temperature is limited to ~60 mK by thermal
loading of the electrical wiring and structural supports from the FAA cold stage to the 2

K shell. For more details on magnetic refrigeration, please refer to Timbie [8].

Thermal loading on the ADR must be minimized to achieve a low base temperature and
long hold time. All electrical wiring from the ADR cold stage to the 2 K shell uses either
low thermal conductivity phosphor bronze wires or superconducting CuNi-clad NbTi
wires. For components which are at the same temperature, we use Cu or Cu clad NbTi

wires to ensure good electrical and thermal conductivity.

The heat load gradually disorders the paramagnetic salt, warming it up along the entropy

line at constant B;,,. shown in Fig. 6.7. The cooling energy of the FAA is given by
Eq. 6.8 OB =n T[Qﬁj dr,
f By

which is significantly smaller than the heat of magnetization. To maintain an operating
temperature greater than the base temperature, the ADR can be regulated by application

of a small magnetic field. The cooling energy is given by
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Eq. 6.9 O(T,) = nT, j:’(g—f;) dB,
18

where T is the regulated temperature. Depending on the value of Tk, this cooling power
may be greater than Eq. 6.8. For a typical thermal load of several uW, the hold time of
the ADR below 100 mK is approximately 6-8 hours. Once the heat load has driven the
base temperature above the range of interest, the adiabatic process cgn be repeated by
closing the mechanical heat switch and coupling the ADR to the LHe cold bath, returning

the state of the salt pill to point « in Fig. 6.7.

6.2.4 Data acquisition

In our experimental set-up, most equipment is interfaced to a personal computer by GPIB
(IEEE 488.2) standard. Digital data is acquired and stored using LabVIEW programming
language. Only three parameters can be measured: Vg Vrp, and Tpun.  All other
parameters are either taken from physical dimensions of the microcalorimeter or derived

from these three measurable quantities.

The temperature of the ADR is sensed by a Ge resistance thermometer (GRT) with a
typical resistance of ~2 k€ and sensitivity dR/dT ~ -50 Q/mK at 100 mK. The resistance
of the GRT is read by a resistance bridge (Oxford Instruments AVS-47) with typical
excitation voltage of 30 uV. The bridge outputs the resistance as a proportional voltage

to a digital voltmeter with GPIB interface to the computer, where it is converted to a
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temperature value. Temperature regulation is provided by a manual set point on the
resistance bridge with a voltage output which is proportional to the difference between
the resistance and a manual set point. This difference output is passed through a
proportional integrating and differentiating (Linear Research LR-130) controller then

applied to the ADR electromagnet to heat the salt pill.

For acquisition of IV curves, the bias voltage is applied with a function generator
sweeping at 0.1 Hz. The sweep frequency must be slow such that the microcalorimeter is
in thermal equilibrinm at all times. The bias voltage Vpis and the resultant SQUID
feedback voltage Vpp are recorded by a digital oscilloscope (Sony RTD 710, 10-bit

resolution, 100 MHz sampling rate) controlled by computer via GPIB interface.

For acquisition of gamma-ray pulse data, we digitize the pre-trigger baseline, the rise
time, the peak, and the tail out to several decay times. The bias voltage is applied by a
battery. The Vpp pulse signals are amplified and low-pass filtered (Ithaco 4302) at the
Nyquist frequency of the sampling rate to prevent high frequency noise from being
aliased into the measurement bandwidth. After anti-aliasing, the signals are recorded by

the digital oscilloscope controlled by computer via GPIB interface.

For sensitive electrical measurements, electronic pick-up of radid-frequency (rf) and 60
Hz noise is a concern. Whenever possible, equipment should be powered by batteries to
avoid 60 Hz ripple. Multiply grounded experimental setups create “ground loops”, which

generate noise current. Generally, the lowest noise configuration is to ground the setup at
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only one point. One must take care to avoid electric shock, especially with high voltage
devices such as computer monitors and other CRTs. If necessary, the entire experiment
can be placed inside a grounded Faraday cage to further reduce pick-up. Fig. 6.8 shows
the grounding scheme for a typical experimental setup. Electronic equipment that
requires 60 Hz ac power share a common ground, but is grounded to earth only at one
point, typically at the computer monitor or at the Faraday cage. Dc SQUID and TES bias

are applied with batteries.

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll TBﬂth

PID H Bridge || Batt. J,,, CI;T
:_—-I—___—l——__-|_—: DVM [ Computer
. GRT|H TES { |
'l ADR [ | ; l L
1 | Magnet !
| ABne SQUID b I Amp. Digitizer
1 t :
B o v e e I _____ |

Cryostat
Batt. j-_- CRT

Fig. 6.8 Diagram of ground connections in typical experimental setup.
Solid lines indicate ground connections between equipment. Dashed line indicates the cryostat container.
Dotted line indicates optional grounded Faraday cage. Also shown are the signal lines for Vi, Vg, and

TBarh .

The metallic body of the cryostat generally acts as an imperfect Faraday cage in shielding
the interior from external electric fields due to non-conductive gaps and openings such as
o-ring seals. The SQUIDs are sensitive to magnetic fields. They are shielded in
superconducting Nb tubes. The TES is sensitive to magnetic fields and are shielded in a
Kryoperm cover. Wiring to the TES are magnetically shielded in thin superconducting
Pb tubes. The ADR magnet is shielded with vanadium permador to reduce stray fields at

the cold stage.
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Chapter 7

DATA ANALYSIS

In this project, many detectors were fabricated and tested. The complete understanding
of the microcalorimeter comes from the analysis of the different devices and at different
bias conditions. Three devices in particular, designated as “SnTES#6”, “SnTES#7”, and
“SnTES#8”, have produced our best results. Primary focus will be directed at data taken

from these microcalorimeters.

7.1 Current-voltage characteristics

Measuring the IV characteristics is a good way to begin characterizing the
microcalorimeter. Fig. 7.1 shows a family of IV curves for SnTES#7. Each IV curve is
taken at a different Tpay ranging from the base temperature of 60 mK to 100 mK, where
the TES is nearly normal. IV curves are traced under voltage bias from R, down to Ry ~
40 mQ. At 40 mQ, the TES is in a mixed bias rather than a strong voltage bias. When
operated below 40 m& at even modest bias power, the TES becomes unstable and will

not self-regulate on the transition.
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Fig. 7.1 Family of IV curves for SnTES#7.

As expected, IV curves traced at low Tgay (high power) are further from the origin than
IV curves traced at higher Ty,n (low power). For SnTES#7, we measured the TES
normal resistance R, = 453 m€ and a lead resistance Ry.s = 8.44 mQ. The lead
resistance is measured by applying a small supercurrent while the TES is in the

superconducting state and measuring the corresponding voltage drop.

7.2  Thermal conductivity of SiN

The IV curves are swept out slowly such that the microcalorimeter is in thermal
equilibrium at all times. We can determine the resistance and dissipated power for every
point on the IV curve. The TES bias power Pgi,,. Operating temperature Ty, and bath
temperature Ty, are different for every point in the family of IV curves. We extract
values for Pg;,s and T,y along lines of constant resistance ranging from Ry = 0.1R, to

0.9R, in steps of 0.1R, (Fig. 7.2). We expect these Ppi; Vs. Tpan curves to be slightly
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offset in relation with each other because different Ry correspond roughly to different Ty

due to the finite width of the transition.

We perform a least squares fit to each power curve using the general form

Eq.7.1 Py = Ko - -TY,).

We fit Pgiss VS. Tgan to find Ky, N, and Tp. We repeat for each set-of P,y and Taym

taken along lines of different constant R, ranging from 0.1R, to 0.9R,. Fig. 7.3 shows the

values of N and Kjs;y found from fitting versus Ry.

14 T T

12

i0r

Power (pW)
[e2]

0 \ ; . )
50 80 70 80 90 100 110

Bath Temperature (mK)

Fig. 7.2 TES Py4s 8. Tpuy for different Ry.
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Fig. 7.3 SnTES#7 IV curve fitted parameters.

We find the value of N to changes from 3.17 at 0.1R, to 3.47 at 0.9R,.. Similarly, we find
K,y to change from 20.159 aW/K™ to 40.562 nW/KY over the same range. We know that
at low Ry, the TES current is high. Therefore, this dependence on Ry suggests that there
is a slight variation of the transition width with TES current. The values of N differs
slightly from the theoretical value of 4. This difference may be due to membrane quality,
membrane and TES geometry, and damage from microfabrication processing. We expect
the values for NV and K;y found at the highest Ry (i.e., lowest TES current) to be closest to
the true values. This approximation assumes that at the highest Ry (lowest TES current)
there is negligible broadening of the TES transition width such that Ry is at the same T

regardless of current.

Given the values of N and Kj;y at low current, we plot the thermal conductivity of the SiN
Ggy as a function of temperature. Fig. 7.4 shows the measured Gg;y compared with the
theoretical specular and dirty limits as given by Holmes, et al. [1]. We see that our SiN is

comparable to the specular limit.
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Fig. 7.4 Thermal conductivity of SiN for SnTES#7.

~

7.3 Superconducting transition

The resistance and power of each point on the IV curves are easily found. With the fitted
values of Kgm} and N, we can estimate the operating temperature Ty of any point on the IV
curves. We can plot the superconducting transition of the TES, shown in Fig. 7.5. We
see that IV curves at taken at different T,y give consistent transitions, except at very low
resistances where the TES current is much higher at low T, than at high Tp,,,. For the
IV curve traced at 60 mK, the current ~18 UA at Ry ~ 40 mQ. The IV curve traced at 92
mK has a current of ~8 pA at the same resistance. This suggests that there is a slight
broadening of the transition at high currents. We also see a slight hysteresis in the

transition, despite the IV curves being traced at a frequency of 0.1 Hz.
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Fig. 7.5 Superconducting transition of the TES derived from IV analysis for SnTES#7.

7.4 Current dependence of the superconducting transition

The current dependence of the superconducting transition can be examined by plotting
the TES current against the TES temperature for the set of points in each measured IV
curve, shown in Fig. 7.6. We can determine contours of constant resistance and
superimposed them over the family of IV curves plotted in current-temperature space. If
the superconducting transition has no current dependence, then the constant resistance
contours will be parallel vertical lines. We see that the constant resistance contours have
a small divergence, indicating that in the current range used here the resistance has a
slight dependence on current as well as temperature. From extrapolation, we estimate
that the transition width roughly doubles (from ~2 mK to ~4.2 mK) as the current is
increased by a factor of 10 (from 1.5 pA to 15 pA). We know from the optimization
calculations performed in Section 5.5.2.4 (page 107) that the signal-to-noise ratio is

relatively unaffected even for a 100% increase in transition width if Ty, fluctuations
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dominate the noise. Thus, our claim in Section 3.3 (page 46) that the current dependence

on the superconducting transition may be neglected is validated.

7.5 Iteration method for finding thermal conductivity of SIN

Recall in Section 7.2 (page 130) that our simple two-parameter fitting analysis for finding
N and Kg;y is only valid for Ppg;, vs. Ta taken at low current guch that the broadening of
the transition is negligible. This simple fit assumes that at each Ry, the TES temperature
T, is constant, which is not true if current effects are not negligible. . A more accurate
approach to this problem is to perform a multivariate fit to Eq. 7.1 using Pgigs, Tham, and
Ty as input variables to find N and K. From our original IV curves, we have a series of
data in Ppj, and Tpey  The simple fitting process in Section 7.2 givesb us an initial
estimate of N and Ky which allows us to find T at every point on the IV curves. We
then perform a multivariate fit of Pais, Trum, and Ty to find new values for N and Kg;y.
With the new N and Kgy, we can find a new set of Ty again. We iterate the multivariate
) fitting process and observe the convergence of N and Ky to their true values. This

iterative algorithm for finding N and Ky is currently under development at LLNL.

7.6  Superconducting transition for constant Vg,

The superconducting transitions plotted in Fig. 7.5 are derived from IV curves traced at
constant Tg., and near-constant Ppy, However, under voltage bias operation, the
trajectory of the TES resistance is along constant bias voltage. Thus, it is the
superconducting transition traced along constant bias voltage that is relevant to the

understanding of the behavior of the TES.
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Fig. 7.6 Current dependence of the superconducting transition for SnNTES#7.
Fine dotted lines are IV curves at different Ty, plotted in current-temperature space. Heavy dashed lines
are contours of constant resistance.

Recall that in the TES bias circuit (Fig. 6.5) the low-impedance voltage bias is applied by
use of Rgiss and Ry For practical values of these resistors, the actual voltage across the
TES can be made very stiff, but still imperfect. Fig. 7.7 shows load line for constant
external Vpi,;. We see that the TES voltage is not constant. We find the superconducting
transition along this load line (Fig. 7.8). We see that the transition along the load line lies
within the set of all transition points taken from all IV curves. We also note that at low
resistance, the load line transition is closer to the low temperature side of the set than at
high resistance. This suggesfé that the operating ¢ along the load line transition may be

lower than expected in this region.
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Fig. 7.8 SnTES#7 transition along load line (black dots) compared with complete set (gray dots).




7.7 Device study: SnTES#6

7.7.1 Bias point study

We observed pulses at many different bias points for all detectors. In particular, we
operated device SnTES#6 at two sets of bias points: along a line of constant Ry while
varying Tpam, and along an IV curve at constant T,y while varying Ry (Fig. 7.9). For the

constant Rp set, Ry is 34 m& and Ty, ranges from 70 mK to 82 mK. For the‘constant

Tan set, Tpan 1s 70 mK and R ranges from 33.9 mQ to 193 mQ. We see that this set of
data deviates significantly from the constant power contour, indicating that the transition

is wide. These two sets of bias points effectively spans the two independent parameters

that we actually control in the operation of the detector.
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Fig. 7.9 Bias points for S"TES#6.
Circles are bias points at varying Ry with T, fixed at 70 mK. Squares are bias points at varying Tga
while keeping R, constant at 34 mQ. Also shown are lines indicating constant R, and constant power.

For this specific device, we have limited IV data and cannot construct the

superconducting transition using the methods described in Sections 7.2 through 7.6.
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However, we can use the two sets of bias points to find some of the crucial parameters

necessary for approximating the transition.

From the constant Ry bias points, we can plot Ppi.s vs. Taas and extract the value of Gyy =
0.294 nW/K, which is consistent with SnTES#7. For this particular device, Ggy is
effectively constant with N = 1 and K = Ggy = 0.294 nW/K over the temperature tange of
interest, which is comparable with SnTES#7 at the same small range of temperatures.
The resistance and temperature of each bias point is calculated. The constant T4 set of
bias points map out the superconducting transition, shown in Fig. 7.10. We note that the
transition for SnTES#06 is extremely broad. The transition width is ~20 mK wide,

whereas the transition width of SnTES#7 is approximately 4 mK wide.

We fit a straight line through this set of points. Using the linear fit as the transition, we
simulate the detector response to a gamma ray for all bias points. The numerical model is
compared to real measured pulses. The heat capacities and thermal conductivities used in
the model are calculated from the physical dimensions with significant margins of error.
The values for the heat capacities and thermal conductivities are adjusted within the error
limits such that the simulated signal response agrees reasonably with measurement.
Because the superconducting transition is very wide, the bias temperatures, and
subsequently many other temperature-dependent parameters, span a wide range of Valueg,
Table 7.1 lists all relevant parameters used to describe Sn'TES#6. For some parameters,
we give two values, one at for bias point lowest on the transition and one for the bias

point highest on the transition.
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Fig. 7.10 Superconducting transition mapped out by bias points of SnTES#6.
Circles are constant T, bias points. Squares are constant Ry bias points. Solid line is fitted transition.
The value of R, is found from IV data not shown.
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Fig. 7.11 Typical 60 keV signal for S"TES#6.
Solid line is measured pulse. Dotted line is modeled pulse.




Value
Parameter Description Bottom of Top of
transition transition
" To Operating 81.9 mK 91.1 mK
% T Bias resistor ~2 K
5 Touth Bath 69.5-81.9 mK 69.5 mK
qg; Te Transition 79.9 mK
. ATe Transition width 20.7 mK
Copsiery Effective absorber 1.54 keV/mK 1.94 keV/mK
g Cresgery Effective TES 7.19 keV/mK 8.01 keV/mK
O Gsin SiN membrane 0.294 nW/K’
Ghosiety Effective Stycast 2530W/K | 3.45nWK
a Bspunt TES Shunt 20 mQ
2 R, TES (normal) 360 mQ
-% R TES (operating) 34.3 mQ | 195 mQ
o Rieao Lead 12.7 mQ
Vm Bias voltage 0.118 uwv 1.27 uv
. I Steady-state current 10.2 uA 1.83 pA
m P, Bias power 0.105-3.63 pW 6.10 pW
101 Transition “steepness” 415 8.14

Q E Gamma ray energy 60 keV
= Isaui SQUID noise 10 pA/HZ'"?

Table 7.1 SnTES#6 values used for numerical model.

(The ranges of T3, and Py at the bottom of the transition correspond to the constant Ry set of bias points.)

Heat capacities and thermal conductivities are treated as constants during a pulse. Fig.

7.11 shows a typical measured pulse compared with the numerical model. We see the

pulse height agrees well and the decay time is significantly different. This is true for all

bias points of SnTES#6. Fig. 7.12 and Fig. 7.13 shows the pulse heights and decay times

for the constant Ry bias points and the constant T,y bias points, respectively.
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Fig. 7.12 Response of SW'TES#6 for constant resistance bias points.
Points are measured pulse heights and decay times, lines are numerical calculations.

We see that modeled and measured pulse heights agree reasonably. Note that the largest
deviations are at low Ry and low Tg,. We also see that the modeled and measured decay

times differ by nearly a factor of two and do not agree very well.

We speculate that the differences between data and model arise from our crude estimate
of the superconducting transition. The insufficient IV data do not allow us to construct a
complete temperature- and current-dependent superconducting transition. However,
recall in Fig. 7.8 that we saw a decrease in dR/dT near the bottom of the superconducting
transition along a load-line. If this is also true for SnTES#6, it may contribute to
decreased signal height near the bottom of the transition. However, this hypothesis does

not explain the discrepancy in the decay times.
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Fig. 7.13 Response of Sn'TES#6 for constant Ty, bias points.
Points are measured pulse heights and decay times, lines are numerical calculations.

The modeled response of the detector can be made to agree with measurement more
closely by using the following parameters: Capyep = 0.5 keV/mK, Gapgep = 55 pW/K,
Cresep = 3 keV/mK. The detector response with these values give pulse heights and
decay times that agree with measurement to within 30% for all bias points. However,
these numbers are physically unrealistic. For example, to achieve the above value for
G apsef» the dimensions of the Stycast epoxy would have to be 10 pwm thick and 15 pm in

diameter.

Therefore, we attribute the errors between measurement and model to incomplete
knowledge of the superconducting transition. Note that for later devices (SnTES#7
described in Section 7.8, page 147 and SnTES#8 described in Section 7.9, page 156), we
do have complete knowledge of the superconducting transition, and the corresponding

results show excellent agreement between measurement and model.
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Fig. 7.14 60 keV spectral peak measured by SnTES#6 with energy resolution of 340 eV.
Histogram is counts in each energy bin. Solid line is gaussian fit of histogram data.

7.7.2 Energy resolution and noise analysis

We measured pulse heights and noise spectra at all bias points. The digitized data length
is 1024 points at a sampling time of 10 us, which correspohds to a sampling rate of 100
kHz. Higher frequency components are removed with an anti-aliasing filter at 50 kHz.
The optimal bias point of this nﬂcrocaloﬁmeter is in the region of low Tp.y, and low Ry.
The best energy resolution was found at Tz, = 70 mK and Ry = 43 mQ. The spectral
peak for 60 keV is shown in Fig. 7.14. The observed energy resolution is 340 eV

FWHM, which is comparable with the fundamental limit for Ge ionization detectors.

The corresponding measured noise spectrum is shown in Fig. 7.15 with theoretical noise
contributions. For comparison, we show phonon noise calculated from the one-element
model (Section 3.5, page 52) as well as the two-element model (Section 3.6, page 59).

The maximum frequency is limited by the sampling rate to 50 kHz. The frequency
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resolution is about 100 Hz and is determined by the digitizing length. At frequencies
below 500 Hz, the dominant noise source is 60 Hz pick-up and its harmonics, which are
unresolved at the sampling rate used. The magnitude of the 60 Hz noise and its
harmonics is estimated from a noise spectra measured with high resolution at low
frequencies which is ﬁot shown. The Johnson noise from the TES shunt resistor is
dominant over the remaining range of the noise spectrum. This can be remedied by
cooling the shunt resistor from 2K to 100 mK, thereby reducing the Johnson noise by a
factor of V20, or approximately 4.5. In searching for the largest pulse height, we
operated the TES under high o at Ry = 43 mQ. However, at this resistance, we do not
have a strong voltage bias, but rather a mixed bias. This resulted in higher Johnson noise
at low frequency due to poor electrothermal feedback. The SQUID amplifier noise varies
with each experiment, depending on the quality of the V-® characteristic. SQUID noise
spectrum was not measured directly in the experimental setup, so we assumed it to be flat
with frequency based on previous measurements. Overall, the theoretical noise spectrum

is lower than the measured noise spectrum.

The signal pulse height is 4.03 pA. Each noise source is integrated in quadrature from
100 Hz to 50 kHz. The total measured noise integrated in quadrature from 100 Hz to 50
kHz is 8.60 nA. The signal-to-noise ratio is 470, giving an energy resolution of 300 eV
FWHM at 60 keV. This is comparable to the actual measured linewidth of 340 eV
FWHM, suggesting that there is only minor peak broadening due to bath temperature
fluctuations, position dependence, and other causes which do not appear in the noise

spectrum.
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Fig. 7.15 Noise spectrum of SnTES#6 compared with theoretical noise contributions.

Table 7.2 summarizes the integrated noise currents and the corresponding spectral
linewidth contribution for each noise source. The total calculated noise is roughly equal

to the total measured noise, indicating that we have used a valid set of noise models.

For comparison, we also estimate the phonon and Johnson noise by the 2-element
numerical simulations described in Section 5.4 (page 95). We find that the modeled
phonon noise current is 2.33 nA and the modeled Johnson noise current is 0.305 nA. Itis
interesting to note that the 2-element numerical phonon noise is three times greater than
the 2-element analytical phonon noise. We attribute this discrepancy to poor estimation

of the numerical model parameters and superconducting transition shape.
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Noise Source Current (rms) | Linewidth (FWHM)
Phonon:(2-element analytical) 0.799 nA 279eV
Johnson 1.14 nA 40.0 eV
TES Shunt 3.84 nA 134 eV
SQUID 1.62 nA 56.8 eV
SQUID Shunt 0.38 nA 13.3 eV
60 Hz Pick-up 8.22 nA 288 eV
Calculated Total 9.30 nA 326 eV
Measured Total 8.60 nA 300 eV

Table 7.2 SnTES#6 noise contributions.
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We also compare the integrated noise currents (theoretical and measured) for both sets

bias points (constant Ty and constant Rp) (Fig. 7.16). We see that for all bias points, the

theoretical noise is reasonable agreement with measured noise. We also see that the

largest signal-to-noise is found at low T,y and low Ry, as we claimed at the beginning of

this section.

7.8 Device study: SnTES#7

The low transition temperature and broad transition width of SnTES#6 yielded relatively

small signal sizes. SnTES#7 was fabricated with a higher target T.. The superconducting

transition was measured from IV characteristics and shown in Fig. 7.5. This device

appears to be suitable for our needs.
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Fig. 7.16 Measured noise, theoretical noise, and pulse height at different bias points.

7.8.1 Energy range and non-linearity

Using the method described at the end of the previous section, we identified an optimal
bias point. We measured pulses from a wide range of energies. The **'Am source
produces 59.54 keV and 26.34 keV gamma rays. Am decays into the daughter product
Np, which emits characteristic L-shell x rays at 11.9 keV, 13.95 keV, 16.93 keV, 17.75
keV, and 20.8 keV. These x rays also excite a Cu fluorescence line (8.04 keV) from the
detector mount. The 60 keV gamma rays interact with the Sn absorber via photoelectric
absorption which is sometimes followed by the emission of Sn K lines at 25.5 keV and
28.9 keV, thus creating secondary escape lines in the spectrum at 34.5 keV and 31.1 keV.
Fig. 7.17 shows measured pulses for the energies described above. We see that all pulses
have a “kink” at ~3 pA. This is most likely the result of a non-linear artifact in the
superconducting transition. This structure is finer than the noise of the IV curve
measureménts, thus we are unable to see the “kink” in the superconducting transition

derived from IV curves.
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We modeled the response of this device over the range of energies previously described.
Fig. 7.18 shows the linear approximation of the superconducting transition used to model
SnTES#7 and the corresponding bias point load line transition found from the IV curves.
The figure also shows the bias point of the pulses shown in Fig. 7.17 and the maximum
excursion along the transition during the pulse. The parameters used in the numerical
model are shown in Table 7.3. We see that Iy and «a are significantly gredter than

SnTES#6, accounting for the larger pulse height.

Fig. 7.19 shows measured pulses compared with modeled pulses for several energies.
We see that the model is in good agreement with data in terms of pulse height and decay

time. Note that the largest deviation is at 60 keV.

Fig. 7.20 shows measured pulse heights and decay times compared with the numerical
model. We see good agreement between the two. Note that the pulse height response to
energy is non-linear. Recall from Section3.3 (page 46) that the fundamental assumption
for the response of the TES is that the change in temperature and resistance is small for
absorption of a photon. For SnTES#7, the transition width and heat capacities are such
that the change in temperature and resistance of the TES is large enough that the signal
response is no longer linear. Also, the simple linear function does not fit well near the
bottom of the superconducting transition. This may account for the differences between
model and data for pulse height and decay times. Furthermore, the reduced pulse height

at higher energies will affect the energy resolution.
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Fig. 7.18 Transition used in modeling SnTES#7.
Solid is the linear transition used in the numerical model. Dashed line is transition along constant V., load
line. The square indicates the bias point, and dots denote the maximum change in resistance of different
energies between § keV and 60 keV.



Parameter Description Value
° To Operating 99.7 mK
g Tm Bias resistor ~2K
g T gain Bath 65 mK
g Tc Transition 98.6 mK
- ATe Transition width 4 mK
Cabstef Effective absorber 40 keV/mK
o Cresgen Effective TES 10 keV/mK
3 Gsiy SiN membrane 0.29 nW/K
Gaps(ert Effective Stycast 25 nW/K
a Ashunt TES Shunt 10 mQ
2 R, TES (normal) 453 mQ°
% Ay TES (operating) 47.1 mQ
@ Rleag Lead 8.44 mQ
Vm Bias voltage 0.861 uv
] b Steady-state current 15.1 uA
m Ps Bias power 10.7 pW
o Transition “steepness” 250
e E Gamma ray energy 8 - 60 keV
= Isquip SQUID noise 10 pA/HZ'

Table 7.3 SuTES#7 values used for numerical model.
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Fig. 7.20 SnTES#7 pulse heights and decay times for measured (dots) and modeled (line) pulses.
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7.8.2 Energy resolution and noise analysis

The *' Am spectrum measured by SnTES#7 is shown Fig. 7.21. We observed the 60 keV"

gamma rays from the **’Am source, L-lines from the Np daughter product, Sn escape
lines, and Cu K fluorescence. The apparent linewidth at 60 keV suggests an energy
resolution of 120 eV FWHM. However, because of the non-linear response in that
region, the true energy resolution is approximately 240 eV. Despite this degradation, we
have improved the energy resolution over Sn'TES#6 by choosing a higher 7, and 7. As
the optimization of 7, shows (Section 5.5.2.3, page 106), the advantages of increasing the
operating power is greater than the disadvantages of the corresponding increase in heat
capacity. SnTES#7 also has, to its benefit, a sharper transition than Sn'TES#6, although it

is not fully understood how fabrication processes affect the transition width.

In Fig. 7.22 we show the noise spectrum of SnTES#7 at the same bias point compared
with calculated noise sources. Just as in SnTES#6, we also compare the one-element
phonon noise spectra with the two-element phonon noise spectra . For this device, we
see a large difference between these two phonon noise models, with the two-element case
agreeing well with the measured noise spectra. Again, we see 60 Hz pick-up dominating
at frequencies below 500 Hz. We observed 1 kHz pick-up due to a nearby UHV turbo
pump in our laboratory. But over the entire higher frequency range, the two-element

phonon noise dominates due to a much large G, than in SnTES#6.
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~ Fig.7.21 SnTES#7 spectrum with energy resolution of 240 eV at 60 keV degraded by non-linear gain.

The pulse data is acquired with a sampling rate of 100 kHz with an anti-aliasing low-pass
filter at 50 kHz. The signal pulse height is 10.73 uA. As before, each noise source is
integrated in quadrature from 100 Hz to 50 kHz. Table 7.4 summarizes the integrated
noise currents and the corresponding spectral linewidth contribution for each noise

source.

We also simulated the phonon and Johnson noise currents using our numerical model.
We find the phonon noise current to be 5.29 nA and the Johnson noise current to be 0.348
nA. We see that the multi-element numerical phonon noise is comparable to the
integrated two-element analytical phonon noise, which is in good agreement with the

measured noise.
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Fig. 7.22 Noise spectrum of Sn'TES#7 compared with theoretical noise contributions.

The total measured noise integrated in quadrature from 100 Hz to 50 kHz is 8.80 nA,
giving us a signal-to-noise ratio of 1220, which agrees with the measured apparent

spectral line width without non-linear gain considerations.

Noise Source Current (rms) | Linewidth (FWHM)
Phonon (2-element analytical) 6.767 nA 88.9 eV
Johnson 1.34 nA 17.7 eV
TES Shunt 2.60 nA 34.2eV
SQUID 1.62 nA 21.3eV
SQUID Shunt 0.38 nA 5.00 eV
60 Hz Pick-up 6.29 nA 82.6 eV
Calculated Total 9.83 nA 129 eV
Measured Total 8.80 nA 116 eV

Table 7.4 SnTES#7 noise contributions. .




7.9 Device study: SnTES#8

SnTES#8 was fabricated and chosen for its extremely sharp transition. The
superconducting transition derived from IV characteristics is shown in Fig. 7.23. We see
that in the region between 80 mQ and 350 mQ the transition is very sharp. The non-
linear “step” between 0.3 Q and 0.4 Q is believed to be caused by localized TES film
stress exerted by the Stycast epoxy. It is known that film stress will alter 7. I:ocalized
film stress will alter 7. locally, creating a region with a different 7,.. Effectively, this can
seen as a two-step transition, where one of the steps correspond to the'region of the film

under stress.

7.9.1 Energy range and linearity

We modeled the response of SnTES#8 over the range of measured energies. The
parameters used in the numerical model are shown in Table 7.5. For the transition, the
analytic function is an arctangent plus linear slope qualitatively fitted to the load line
transition in the region above the bias point and below 0.3 €, which is the highest
resistance reached during a pulse. Because of the non-linear transition, we take dR and
dT to be the total change in resistance and temperature during a pulse for consideration of
¢t. Therefore, o takes on a range of values depending on the photon energy. For this

particular transition, o scales with the photon energy.
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Fig. 7.23 SnTES#8 superconducting transition derived from IV curve at T,y = 65 mK.

Fig. 7.24a shows a measured 60 keV pulse compared with the numerical model with
good agreement. Fig. 7.24b shows a single 60 keV pulse normalized on a logarithmic

scale. We see that the signal-to-noise ratio is approximately 10*.
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Fig. 7.24 SnTES#8 measured pulse.
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Parameter Description Value
@ To Operating 95.2 mK
g T Bias resistor ~2K
§_ Tgatn Bath 65 mK
g Tc Transition 95.7 mK
. ATe Transition width 2mK
Cabsier) Effective absorber 65 keV/mK
g Cresten) Effective TES 25 keV/mK '
() Gsin SiN membrane 0.3 nW/K
Gaps(er Effective Stycast 14 nW/K
@ Rshunt TES Shunt i0mQ
% R, TES (normal) 453 me
-% Ry TES (operating) 100.2 mQ
o Rieaa Lead 8.3 mQ
Vrn Bias voltage 1.07 pv
o b Steady-state current 9.5 uA
m P, Bias power 9.05 pW
o Transition “steepness” 155-735
2 E Gamma ray energy 8 - 60 keV
= Isquio SQUID noise 10 pA/Hz'?

Table 7.5 SnTES#8 values used for numerical model.

Fig. 7.25 shows the measured pulse heights and decay times compared with the

numerical model. We see that the detector response to energy is close to linear, as

expected when the changed in temperature and resistance of the TES is small. However,

at lower energies, the modeled decay time deviates from data. Recall that we saw a

similar effect in SnTES#6. We attribute this to the decrease of dR/dT near the bottom of

the transition which is not adequately included in the analytic transition.
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Fig. 7.25 SnTES#8 pulse heights and decay times for measured (dots) and modeled (line) pulses.

From analysis of the pulse heights, we know that the largest change in resistance during a
pulse is 170 mQ, as shown in Fig. 7.26. Therefore, TES remained on the sharp part of
the transition below 350 mQ at all times, satisfying the small TES temperature change

requirement for linear response.

0.6 T T
08| 7
0.4 b
2
1 0.3 1
0.2 1
01 1
0 1 .
95 100 105 110

T (mK)

Fig. 7.26 Transition used in modeling SnTES#S.
Solid line is the transition used in the numerical model. Dashed line is transition along constant Vi, load
line. The square indicates the bias point, and dots denote the trajectory maximum of different energies
between 8 keV and 60 keV.




7.9.2 Energy resolution and noise analysis

Fig. 7.27a shows the *'Am spectrum measured by SnTES#8. Fig. 7.27b shows the 60
keV peak fitted to a gaussian distribution. We measured an energy resolution of 87 eV
FWHM for 60 keV gamma rays with analog low-pass filtering at the Nyquist frequency

of 50 kHz. With digital optimal filtering, we measured 70 eV FWHM for 60 keV gamma

rays.
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Fig. 7.27 SnTES#8 spectrum

The measured noise spectrum for Sn'TES#8 compared with theoretical noise sources is
. shown in Fig. 7.28. We see that the measured noise is significantly lower than SnTES#6
and SnTES#7. The 60 Hz pick-up is reduced, but still dominates at very low frequencies.
Between ~300 Hz and ~3 kHz, the two-element phonon noise dominates. Above ~3 kHz,
Johnson noise from the TES shunt dominates, despite being reduced by operating the
TES at a higher Ry. The signal pulse height is 5.59 pA. Again, Table 7.6 summarizes the

integrated noise currents and the spectral linewidth contributions.
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Noise Source

Current (rms)

Linewidth (FWHM)

Phonon {2-element analytical) 1.55 nA 39.1 eV
Johnson 0.772 nA 19.5eV

TES Shunt 1.10 nA 27.7 eV

SQUID 1.15nA 29.0eV

SQUID Shunt 0.270 nA 6.80 eV

60 Hz Pick-up 242 nA 60.9 eV
Calculated Total 3.39 nA 85.3eV
Measured Total 3.47 nA 875eV

Table 7.6 SnTES#8 noise contributions.

The multi-element numerical simulation of phonon noise and Johnson noise yielded 2.74
nA and 0.218 nA, respectively. The numerical phonon noise is in poor agreement with
the two-element analytical phonon noise. As in SaTES#7, the integrated two-element

analytical phonon noise is in good agreement with the measured noise. However, as with

SnTES#6, 60 Hz pick-up is the dominant noise source in this device.

The measured noise integrated from 100 Hz to 50 kHz in quadrature is 3.47 nA, which is
nearly a factor of three smaller than the measured noise in SnTES#6 and SnTES#7,

giving us a signal-to-noise ratio of nearly 1610 which agrees with the low-pass filtered

energy resolution of 87 eV FWHM.
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Fig. 7.28 SnTES#8 Noise spectrum and calculated noise sources.

7.10 Discussion and intercomparison

The three devices described in this chapter vary in both geometry and performance.
From our measurements, we see that the dominant noise at low frequency is 60 Hz pick-
up. The two-element phonen noise can, depending on conditions, dominate in the mid-
range frequencies. The intrinsic Johnson noise is significantly smaller. Therefore, the
energy resolution of the detector is determined by external noise level and by the thermal
couplings within the multi-element detector. The parameters for each device are shown
in parallel along with the measured signal current and noise current in Table 7.7. Every
one of these seventeen parameters contribute to the total performance of the detector.
SnTES#6 and SnTES#7 have similar noise levels. SnTES#7 has a much greater heat
capacity than SnTES#6 because of the higher 7;. Despite this, the signal size of
SnTES#7 is nearly three times greater than SnTES#6 because SnTES#7 has a larger Iy

resulting from a higher 7, and a larger o from a sharper transition. SnTES#7 and
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SnTES#8 have similar Ty, but SnTES#7 was operated at a lower R, (higher ), giving a
signal size twice that of Sn'TES#8. But, it is the lower noise level due to higher Ry and
the more linear response of SnTES#8 that yielded an energy resolution better than
SnTES#7 or SnTES#6. We also see the contribution of Gy, to the phonon noise level.
Eq. 3.50 states that the phonon noise magnitude is proportional to Gy, as evidenced by
comparing Gaps between all three devices. At very .high frequencies, we see some excess
noise, which we attribute to rf pick-up. Without any alteration of the éxperimental set-
up, rf pick-up has been qualitatively observed to fluctuate by as much as a factor of four

within a duration of several hours.

At the time of writing, our energy resolution of 70 eV FWHM at 60 keV with a Sn
absorber coupled to a TES is among the best measurements of its type. Other research
groups in the field of low temperature detectors have also produced good results, but with
smaller absorbers. Stahle, et al., [2] measured an energy resolution of 90 eV FWHM at
32 keV with a Sn absorber coupled to an ion-implantation doped Si thermistor. Silver, et
al., [3] measured an energy resolution of 52 eV FWHM at 60 keV with a Sn absorber
coupled to a neutron-transmutation-doped (NTD) Ge thermistor. Egelhof, et al., [4]
measured an energy resolution of 75 eV FWHM at 60 keV with a Sn absorber coupled to
a NTD Ge thermistor. Egelhof, et al., also used a Pb absorber and measured an energy
resolution of 65 eV FWHM at 60 keV. Despite drastically different physical principles,
we also include the magnetic calorimeter project in our comparison. Seidel, et al.

measured and energy resolution of 120 eV for hard x-rays up to 200 keV {5] using an
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erbium-gold matrix as the absorber. Details regarding all of the above mentioned results

are summarized in Table 7.8.

Our microcalorimeters are unique in that they use TESs rather than semiconducting
thermistors. Our high energy resolution is a significant achievement by virtue of the fact
that our absorber is at least 40 times larger in volume than other detectors with

comparable energy resolution.

Parameter SnTES#6 SnTES#7 SnTES#8
R To 81.9-91.1 mK 99.7 mK 95.2 mK
[}
5 Tm 2K 2K 2K
= Tantn 69.5 — 81.9 mK 65 mK 65 mK
g Te 79.9 mK 98 mK 1016 mK
. ATs 20.7 mK 4 mK 2 mK
Cabs(etty 1.54 —1.94 keV/mK 40 keV/mK 65 keV/mK
S | Cresn | 7.19-8.01 keVimK 10 keV/mK 25 keV/mK
o Gsiv 0.294 nW/K 0.3 NW/K 0.3 NW/K
Gansery | 2.53 —3.45 n\W/K 25 NW/K 14 nW/K
a Rshunt 20 mQ 10 mQ 10 mQ
Q
£ R, 360 mQ 453 mQ 453 mQ
a Ro 34.3- 195 mQ 47.1 mQ 100.2 mQ
< Biead 127 mQ 8.44 mQ 8.3mQ
Vi 0.118 = 1.27 uV 0.861 pV 107wV
p A 1.63 - 10.2 pA 15.1 pA 9.5 uA
m P, 0.105 - 6.10 pW 10.7 pW 9.05 pW
o 8.14 - 415 250 735
E 60 keV 8 - 60 keV 8 — 60 keV
9 Isigna 4.03 pA 10.73 pA 5.59 UA
= Ineise 8.60 nA 8.80 nA 3.47 A
AE 340 eV 240 eV 70 eV

Table 7.7 Comparison of values used for numerical models.
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Reference Abéorber Volume Sensor AE lzfggel:e v
Stahle [2] sn oammx ﬁr: mm Si e 7.4%
Silver [3] sn 0.5 T;;fnf’ ™M | NTDGe | S20Y@ 7.4%

Egelhof [4] sn 03 e ;?m1 mm ol NTDGe | oY@ 18 %

Egethof [4] Pb 0.3 mm ?ML MM NTDGe | 0V @ 37%
Seidel [5] |  ErAu (Net :"fg%ﬂ%’”t Evau | 20eV @ avéw:gle)

Chow Sn 1 s :”':m TES 2 54%

Table 7.8 Comparison gamma-ray spectrometer results.

7.11 Limitations

As we saw with SnTES#6 and SnTES#7, the wide transition greatly affects the response
of the detector. If the response had been linear, SnTES#7 would have an energy
resolution better than 120 eV. We have good control over the T, of the TES films.
However, we have little understanding on controlling the width AT, and shape of the
transition. Furthermore, Stycast epoxy exerts stress on the film, potentially altering both
T,, AT, and the shape of the transition. One remedy is to fabricate a “gluing pad”
adjacent to the TES for attaching of the absorber without stressing the TES. This may be

implemented in future devices.

As we saw with all three devices, 60 Hz pick-up is a significant noise problem. This is
particularly important because of the millisecond-scale decay times of our
microcalorimeters even after pulse shortening from electrothermal feedback. If the
recovery time of the detector can be further shortened, the bandwidth can be extended

into higher frequencies, allowing the 60 Hz pick-up to be removed by filtering.
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In the next chapter, we will operate the TES with an active bias which will linearize the

response of the microcalorimeter and further reduce the decay time of the signals.
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Chapter 8

ACTIVE NEGATIVE FEEDBACK BIAS

8.1 Motivation

We saw in Chapter 7 that our microcalorimeters have demonstrated good results and
great potential. However, they are vulnerable to 60 Hz pick-up and non-linear response
to energy. We propose to operate our microcalorimeters in an active negative feedback
bias mode. Active bias of TES microcalorimeters was first described by Nam [1] as a
means to shorten pulses beyond the capability of electrothermal feedback. However, in
our multi-element microcalorimeter, active bias has an additional benefit of linearizing

the energy response.

8.2 Theory

Recall the differential equation for power flow in a TES given by Eq. 3.25. For strong
voltage bias, we have Pgiys = VOZ/R(T) which yields an electrothermally shortened decay
time given by Eq. 3.32. The time constant of the TES can be further shortened by

actively reducing the bias voltage in proportion with the signal current such that the
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reduction in Pg;y; is greater than intrinsic electrothermal feedback. The voltage for active

negative feedback bias is given by
Eq.8.1 Vres =V0+Rc'(ITEs —In)’

where Vrgs and Irgs are the voltage and current of the TES, respectively. Vg and 'Io are the
steady-state voltage and current of the TES, respectively. R, is a gain parameter relating
the change in current through the TES with the active bias voltage. At equilibrium, I7gs =
1o, s0 Vrgs = V. During a negative current pulse, we have Irgs < I and subsequently Vygs
< Vp for positive R,. The magnitude of the reduction of Vzgs depends on the value of R..

Eg. 8.1 can be combined with Ohm’s law to give

R —-R
Eq. 8.2 I =1, | ——2-1,
q TES 0 (RC—R(T))

We can estimate the active bias current signal by taking the Taylor expansion of Eq. 8.2

about 7y + AT,

R, AT
Eq. 8.3 1 =7 +17 _—O_—Og___..l....,
! 0P R-R, T,

where, as before, we identify the first term as the steady-state current and the second term
as the first-order signal response to a small change in temperature. In the case of no

active bias (voltage bias), we let R, — 0, thus recovering Eq. 3.24. In the case of
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extremely high-gain active bias, we have R, = Ry. Eq. 8.2 may fail under these
circumstances as it is an approximation which is valid for current signals smaller than Jo.
Under high gain active bias, the current signal will “saturate” (or rather “bottom out”) at a

magnitude of /.

Substituting Eq. 8.2 into Eq. 3.25 gives us

Eq. 8.4

ar _| R~ R,
dt | R, - R(T)

2
} IERTY-K-(TY -T2,

The time constant for this differential equation is

Eq. 8.5 T, = %o

Active "
1+_a_ 1_TBNath R0+Rc
N 7Y | Ry—-R

<

For 0 < R. < Ry, the active bias decay time Za.;. is shorter than the electrothermal

feedback decay time given in Eq. 3.32.

In our multi-element microcalorimeter, negative feedback also decreases ATrgs, the
change in temperature of the TES. For a microcalorimeter in the absence of feedback and
weakly coupled to the cold bath, ATrgs = E/Cray. With electrothermal feedback, the
reduction in Pg,, shortens the decay time as well as decreases AT7gs < E/Cryq. For our

microcalorimeter design, if the energy flow rate from the absorber to the TES is less than
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Pgiqs of the TES, then strong active negative feedback bias (with R. = Rp) can reduce Ppiy;s
sufficiently that ATrgs << E/Cryy is decreased by orders of magnitude, thus effectively
maintaining the TES at constant temperature during a pulse. A TES that operates at near
constant temperature (and near constant resistance) during a pulse becomes impervious to
any non-linear features on the transition, thereby guaranteeing a linear response to
energy. Even though the TES does not change in temperature or resistance, the signal

exists in the Pp,, profile, which is proportional to both Izgs and Vigs.

8.3 Model

8.3.1 Pulse shortening & reduced AT75s

We apply active bias to the 2-element microcalorimeter model. Fig. 8.1a shows a
simulation of the absorber and TES temperature profiles after absorption of a gamma-ray
in the voltage bias mode. We see that the TES temperature rises to nearly the absorber
temperature, then the absorber and TES exponentially cool together. This decay time is
limited by the total heat capacity and the thermal conductivity of the weak link to the cold
bath. Fig. 8.1b shows a simulation of the absorber and TES temperature profiles in the
active bias mode. We see that the active bias maintains the TES at near-constant
temperature. This results in a larger temperature difference between the absorber and the
TES, allowing the absorber to cool off faster. This decay time is limited by the absorber
heat capacity and the thermal conductivity of the coupling between the absorber and the
TES. These calculations simulate the near-constant TES temperature operation and the

resultant additional pulse shortening.
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Fig. 8.1 Simulation of absorber and TES temperatures.
a) voltage bias mode, b) active bias mode.

8.3.2 Linear response

We can simulate the extreme case of a non-linear superconducting transition and observe

the detector response to energy {2]. Fig. 8.2a shows a transition with a discontinuity at
0.5 Q. We see that low energies that traverse the linear part of the transition have a linear

response. However, higher energies that cross over the “kink” have a different response

from the low energy signals, thus resulting in an overall non-linear response to energy
(Fig. 8.2b). Fig. 8.3a shows the same transition operated under active bias. The TES
maintained a near-constant temperature for all energies such that the points in the plot

indicating the changes in temperature are unresolved. The resulting current pulse heights

are linear with energy. Fig. 8.4 shows the simulated TES change in temperature for

absence of any bias.

different energies. We see that, as described, earlier, ATrzs in the active bias mode is
much less than the case in the voltage bias mode, which is less than the case in the
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Fig. 8.2 Simulation of non-linear transition and energy response in voltage bias mode.

a) Dots indicate the maximum temperature and resistance attained by pulses ranging in energy from 0 to
250 keV. The zero energy case shows the bias point. b) Current signal pulse heights for different energies.
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Fig. 8.3 Simulation of non-linear transition and energy response in active bias mode.

a) The change in temperature of the TES from different energies is so small that the points cannot be
resolved. b) Current signal pulse heights for different energies is linear.
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Fig. 8.4 Simulation of reduction in ATz from voltage bias mode and active bias mode.

8.4 Noise

We can derive the expression for current noise with active feedback by starting with the

differential equation with noise power terms,

2
dar R -R
Eq. 8.6 C—=| ——2_ | PR(T)-K-[T" =T V\+P.(t)+ P, (t),
9 — (RC_R(T)) SR =K (T =Tyt B 0+ Py (1)

where P,(t) = IyV,(?) is the TES Johnson noise term and Ppy(¢) is the phonon noise term.
Following our method of derivation in Section 3.5 (page 52), we find expressions for

TES Johnson noise and phonon noise currents,




2
Eq. 8.7 1 (@)=V, (@) ~- Lo ,
0 iwCTO—B,a[H 2R, ]+GT0
R —
4 0
P, ()
Eq. 8.8 1, (@)= o ()]

2R '
ioCT, —Poa(1+ - 0 )+ GT,

[4 RD

Fig. 8.5 shows the theoretical noise spectra using TES parameters given in Table 3.1 and
varying values of R.. In the case of no active bias (constant voltage bias only), we let R;

—> 0. The noise expressions become identical to Eq. 3.38 and Eq. 3.39 for Ry, — 0. In

the case of very strong active feedback bias, we let R, — Rp. The phonon noise level
becomes very small as the bandwidth is increased due to additional pulse shortening.
The TES Johnson noise approaches the white noise value. Note that the case of R, =0 in
Fig. 8.5 differs from Fig. 3.4 (page 57) due to inclusion of non-zero Ry, in the

expressions plotted in Fig. 3.4.

From Section 3.5 (page 52) we know that with a strong voltage bias, Johnson noise
creates current fluctuations that feedback to change the temperature such that, at low
frequencies, the change in current is compensated for by the temperature change. Thus,
the measured current noise is reduced at the output. However, with strong active bias the
circuit holds the temperature fixed, such that the system can no longer cancel out the
current fluctuations induced by Johnson noise. Thus, active feedback does not produce
the suppression of Johnson noise at low frequencies observed in the constant voltage

case. While the shape and magnitude of the noise changes, the total signal-to-noise ratio,
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and therefore the resolution for the simple calorimeter is the same with active feedback as

it is for the constant voltage bias case [1].
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Fig. 8.5 a) Theoretical phonon noise spectra and b) Johnson noise spectra for varying values of R..

8.5 Circuit

Active bias requires that we amplify the negative current pulse signal and feed it back to
the bias voltage via a feedback resistor. During a pulse, the bias voltage is then actively
reduced in proportion to the signal current. Fig. 8.6 shows a summing circuit that is
appropriate for active bias [3]. This circuit was chosen because the output of this circuit

is given by

Eq. 8.9 V= { V4V, %),

which is similar in form to Eq. 8.1. The complete active bias circuit is shown in Fig. 8.7.
The right half of the circuit is the original low-impedance TES voltage bias circuit.
Steady-state bias voltage is applied at “Vpi,s ¢”. The bias voltage can be measured at

“Vias monitor”. The negative current pulses are measured “Vgg”. The current signal is
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ac coupled to remove the steady-state Iy offset. Occasionally, the SQUID inductors may
be wired in reverse such that the signals are inverted. We can explicitly correct the
polarity of the signal in this circuit. The gain of the active feedback bias is controlled by
the variable resistor Rgu,. The negative signal is summed with the steady-state bias
voltage to reduce the bias voltage, completing our active negative feedback loop. The

bias voltage applied at “Vg;j,s monitor” with this circuit is given by

R,
=Vyiaso T (VF —Vego ) >

Gain

Egq. 8.10 V,

bias

where Vg is the SQUID output for /. Using the circuit analysis given in Section 6.2.2

(page 118), we rewrite Eq. 8.10 in terms of Vygs and Iy and get,

R R
Eq. 8.11 Vies =Vo +(BR_ERF_B—1szhum (ITES - Io)'
Gain" " Bias
R,
R YW
Vv, 0 VVVV
V2 AAAA N ——0 Vout

Fig. 8.6 Summing element of active bias circuit.
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Fig. 8.7 Complete active negative feedback bias circuit.

Recall that B is the ratio of the SQUID input coil and feedback coil inductances, which

ranges from 8 to 15 for our SQUIDs (Section 6.2.2, page 118). Comparing this with Eq.

8.1, we identify the feedback gain parameter as

R R
Eq.8.12 R =|B—"r _1lR. .
RGainR

Bias

Note that the value of Rg,, is inversely proportional with the feedback gain.




8.6 SnTES#7 revisited

We recall in Section 7.8.1 (page 148) that the energy response of device Sn'TES#7 is non-
linear due to large changes in TES temperature during a pulse. Therefore, this an ideal

candidate for operating in the active negative feedback bias mode.

We operated SnTES#7 in low-gain and high-gain active bias modes and compz;red with
data acquired using constant voltage bias mode at the same bias point [4]. The difference
between low-gain and high-gain active bias modes is in the value of R,. In these
experiments, low gain corresponds to R, = 0.5Ry and high gain corresponds to R, =
0.85Ry;. The effects of active bias such as pulse éhortening and near-constant TES
temperature exists in both high gain and low gain modes, but are more pronounced with
high-gain than with lovy gain. For low-gain active bias, Rga, = 21.5 kQ. For high-gain
active bias, Rga, = 10.58 kQ. The value of R;, = 10 kQ. All other resistors have the

same value as in Section 7.8 (page 147)

8.6.1 Pulse shortening

The natural time constant of SnTES#7 is 26.6 ms. Fig. 8.8 shows the decay times of
SnTES#7 when operated in different bias modes for many different energies. Voltage
biased electrothermal feedback shortened the decay time to ~0.7 ms. Application of low-
gain active bias further shortened the decay time to ~0.4 ms. High-gain active bias
shortened the decay time to ~0.2 ms, which is limited by the rate at which heat flows out
of the absorber through the Stycast epoxy CapdGasse- In order for the decay time to be

further shortened, the design of the microcalorimeter would have to be changed.
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Fig. 8.8 SnTES#7 decay times with different bias modes.
Dots are voltage biased data, triangles are low-gain active biased data (R, = 0.5Ry), squares are high-gain
active biased data (R, = 0.85Ry), lines are numerical models

8.6.2 Reduced temperature excursion

From the IV characteristics, we were able to derived the superconducting transition of
SnTES#7. The bias point and pulses allow us to calculate the change in resistance during
a pulse. Thus, we can infer the TES change in temperature of the pulses. Fig. 8.9 shows
the TES change in temperature for a range of energies. At low energies; ATrgs under
high-gain active bias is approximately a factor of three smaller than under voltage bias.
At high energies, the absorber-to-TES energy transfer rate is greater than Pp;,; and active

bias is inefficient at reducing AT 7zs.
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8.6.3 Linearization of spectrum

Fig. 8.10 shows the pulse heights of SnTES#7 at different energies and bias modes. In
the voltage bias mode, the non-linear response of the TES is due to large temperature
excursions. With low-gain active bias, the response is still non-linear. With high-gain
active bias, the low-energy response is much closer to linear, but the high-energy
response remains non-linear due to pulse saturation. Fig. 8.11 shows 60 keV pulses
measured with voltage bias and high-gain active bias. We see that under high-gain active
bias, the pulse is saturated because the energy arrival rate is significantly greater than
Pgi.s. However, at low energies, high-gain active bias is able to linearize the energy
response of Sn'TES#7. Fig. 8.12 shows residuals from a linear fit for all three bias modes.
We see that high-gain active bias has the smallest deviation from a linear response to

energy.

No bias

(mK)

TES

Voltage bias

AT

0.1}
Low-gain active bias

High-gain active bias

0.01 ' L L 1 L .
o] 10 20 30 40 50 60 70

Energy (keV)

Fig. 8.9 SnTES#7 TES change in TES temperature with different bias modes.
Dots are voltage biased data, triangles are low-gain active biased data (R, = 0.5Rp) , squares are high-gain
active biased data (R, = 0.85R,), lines are numerical models. Dashed line is the temperature rise equal to
the photon energy divided by the total heat capacity of the microcalorimeter.
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Dots are voltage-biased data, triangles are low-gain active-biased data (R, = 0.5Ry), squares are high-gain
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Fig. 8.10 SnTES#7 pulse heights with different bias modes.

active-biased data (R, =~ 0.85Ry), solid lines are numerical models
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Fig. 8.11 SnTES#7 60 keV pulse shapes with different bias modes.
Solid lines are data, dotted lines are numerical models.
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8.6.4 Energy resolution

Fig. 8.13 shows the low-energy spectral response of SnTES#7 operated with different
bias modes. After compensating for non-linearity in the voltage bias and low-gain active
bias cases, all three spectra exhibit the same energy resolution of 120 eV for 17.74 keV x
rays. We see significant peak shifting for the 21 keV spectral line near the pulse height
of 1.2 a.u., indicating the onset of non-linear behavior. The unchanged energy resolution
is encouraging, as it suggests that our active negative feedback loop did not increase the

amount of 60 Hz and rf pick-up.

" For the microcalorimeter to have a linear response at high energy, we must increase Pgiy;.

With a fixed cryostat base temperature, the applied bias power can be increased by
increasing T, and/or Gs;. We know that changing either T, or Gg;y will affect the pulse
height and signal-to-noise ratio, thus requiring significant redesign of the

microcalorimeter.
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Fig. 8.12 SnTES#7 spectrum linearity residuals.
Dots are voltage bias, triangles are low-gain active bias data (R, = 0.5Ry), squares are high-gain active bias
data (R, = 0.85Ry).
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Fig. 8.13 SnTES#7 spectra measured with different bias modes.
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Chapter 9

SUMMARY AND CONCLUSIONS

We have demonstrated that a bulk absorber coupled to a TES can serve as a good
gamma-ray spectrometer. Our measured energy resolution of 70 eV at 60 keV is among
the best measurements in this field. We have also shown excellent agreement between
the noise predictions and measured noise. Despite this good result, we noted that our
detector design has shortcomings with a low count rate and vulnerabilities with the
linearity of energy response. We addressed these issues by implementation of an active
negative feedback bias. We demonstrated the effects of active bias such as additional
pulse shortening, reduction of TES change in temperature during a pulse, and
linearization of energy response at low energy. Linearization at higher energy is possible
with optimized heat capacities and thermal conductivities of the microcalorimeter.
However, the current fabrication process has low control and repeatability over the
thermal properties. Thus, optimization of the detector performance is difficult until the
fabrication process is improved. Currently, several efforts are underway to better control
the fabrication of our gamma-ray spectrometers. We are developing a full-wafer process

to produce TES films. We are investigating the thermal conductivity and surface
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roughness of thicker SIN membranes. We are exploring alternative methods to couple
the absorber to the TES film for reproducibility. We are also optimizing the thermal
conductivities within the detector to minimize two-element phonon noise. We are
experimenting with different absorber materials to optimize absorption efficiency and
heat capacity. We are also working on minimizing Johnson noise from the TES shunt
and SQUID amplifier noise. We have shown that our performance, noise, and active bias
models agree very well with measured data from several microcalorimeters. Once the
fabrication improvements have been implemented, we have no doubt that our gamma-ray

spectrometer will achieve even more spectacular results.
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Appendix A.

FABRICATION PROCEDURES

This is the process Dino Uses to make the Nitride Windows for us.

Process Step : ‘ Nominal Parameters ‘

\Wafer Batch Properties

Orientation 100
Dopant type/Concentration Boron/?
Resistivity 0-100 Ohm*cm
\Wafer Thickness 475 - 575 um
SSP or DSP SSP
Nitride Batch Date 02—07-2001»

o

No cleaning used on new wafers

Wafer Cleanin

Higher Stress Nitride Process

inutes 4400A

i

use 3.7/1 ratio, 120 m

Photolithography Make sure there are no missing spots in the PR

Bake in a Teflon Cassette for

15 minutes at 120 °C
HMD - 3 minutes
Spin AZ1518, 2000 rpm for 25 seconds,
rough side first
Soft Bake 10 minutes at 90 °C
Spin AZ1518 on front side,
bake for 10 minutes @ 90 °C.

Align and print cross mask on smooth side
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Use 7.5 x 40 = 300 mj/cm2

Develop in AZ 1:1 Developer 45 seconds,
water rinse, blow dry

Backside align window mask to cross targets

300 mj/cm2 expose

Develop in AZ 1:1 developer
1 min water rinse - blow d

CF4 +10 % O2

200 mTorr

150 watis

30 seconds

RIE Etch Back Side

This etches 1500 A into the 4400 A nitride

CF4 + 10 % O2

200 mTorr

150 watts

180 seconds

Clean Wafers

This etches 13200 A into the 4400 A nitride

Time in Acetone

?

Water Rinse
=

" 44 % KOH by wt.

65°C

Etch rate approximately 16 p/nr

s

C:Ien er

?

Time in Piranha Etch

20 min

Water Rinse

5000

785 Tensile

Thickness of Nitride is accurate to 5%
It is measured with a nanospec
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This is the process Troy does to make the multilayers

Wafer Selection

Nominal Parameters

-

189

Is Mo on Bottom?

Orientation 100 ;
Dopant type/Concentration Boron/?
Resistivity 0-100 Ohm*cm
Wafer Thickness 475 - 575 um
SSP or DSP SSP
Nitride Batch Date 02-07-2001
Windows? Yes
Nitride Thickness (A) 5000
Nitride Stress Mpa  Com ressive or Tensile 785 Tensile
Deposition Parameters

Run # 6-01-009
Date 2/27/01
Operator Jeff Robinson

Yes

|

Are there two layers of Cu on Top? Yes
Include wafer to measure thickness? Yes

Include wafer to measure stress?

Thickness of Cu (rﬁ)

Thickness of Mo (nm)
Number of Cu Layers = 16
Number of Mo Layers = 15

Expected Thickness of Film (nm

Ar' Pressure (mTorr) =

Thickness of Mo/Cu Film at the sweat spot (nm) =

21 MPa

Did it pass the tape t

Stress of Mo/Cu Film (Mpa) =
Tensile or Compressive ? Tensile
14 ¥




This is the process we do to make the TE

Wafer Selection

Process Step Nominal Parameters

Clean Wafer

id it pass the tape test?

Orientation 100
Dopant type/Concentration Boron/
Resistivity 0-100 Ohm*cm
\Wafer.Thickness 475 - 575 um
SSP or DSP SSP
Information from Dino
Nitride Baich Date 02-07-2001
Windows? Yes
Nitride Thickness (A) 5000
Nitride Stress (Mpa) Compressive or Tensile 785 Tensile
Information from Troy's System
Run # 6-01-009
Date 2/27/01
Operator Jeff Robinson
Is Mo on Bottom? Yes
Are there two layers of Cu on Top? Yes
Include wafer to measure thickness? Yes
Include wafer to measure stress? Yes
Thickness of Cu (nm) 9.0
Thickness of Mo (nm) 4.0
Number of Cu Layers = 16
Number of Mo Layers = 15
Expected Thickness of Film (nm) = 204.0
Ar Pressure (mTorr) = 1 mTorr
Thickness of Mo/Cu Film 1" from wafer flat (hm) = 200.4 nm
Stress of Mo/Cu Film (Mpa) = 21 MPa
Tensile or Compressive ? Tensile

?

Use spinner chuck

rinse with alcohol and spin dry.

Photolithography to define TES

15 sec @ 500 RPM;
_15 @ 2000 RPM

Use spinner chuck

% Humidity =

54%
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Temperature (F) =

66 F

Puddle on HMDS for 30 sec;
Spin Dry

5 sec @ 500 RPM;
15 sec @ 2000 RPM

Spin on Photoresist

15 sec @ 500 RPM;
30 sec @ 2000 RPM

Soft Bake 90 C for 10 min

Measure Power Reading of Aligner Lamp (mW/cmA2)

12.42 mW/cm"2

Exposure Time is
8.0 sec @ 12.4 mW/cm"2

Turn Off Chuck Vacuum
during Exposure

Exposure Time (sec) =

8 sec

Develop: Dribble for 5 sec;
Puddle for 47 sec

Spin Rinse DI

15 sec @ 500 RPM;
15 sec @ 2000 RPM

Use PAWN Etch

Etch Rate = 20 nm/sec

Etch Time (sec) =

Remove Photoresist

s

Use spinner chuck

Puddle Acetone on Wafer for 5 min

rinse with alcohol and spin dry

Inspect Wafer; Take Picture; How does it look?

Photolithography to define TES

overetched

=

Uée spinner chuék

% Humidity = 54%
Temperature (F) = 66 F
Puddie on HMDS for 30 sec;
Spin Dry

5 sec @ 500 RPM;
15 sec @ 2000 RPM

Spin on Photoresist

15 sec @ 500 RPM;
30 sec @ 2000 RPM

Soft Bake 90 C for 10 min

Measure Power Reading of Aligner Lamp (mW/cm”2)

12.42 mW/cm”2

Exposure Time is
9.0 sec @ 13.4 mW/cm/ 2

Turn Off Chuck Vacuum
during Exposure

Exposure Time (sec) =

8 sec

Develop: Dribble for 5 sec;
Puddle for 47 sec
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Spin Rinse DI

Deposition of wiring layer

15 sec @ 500 RPM;
15 sec @ 2000 RPM

Deposition Run Number A-01-015
Time Pumping in Load Lock 25 min
lon Gun Surface
Ar Flow Rate SCCM = 8.8 SCCM
CG7 = 17
CG2 = NA ,
Baratron = 0.55

30 sec (10 sec per third of wafer/
Time lon Gunning the surface = Rotate Wafer)
Deposit Mo Leads
Ar Flow Rate SCCM = 59.1
CG7 = 3.2
CG2 = 78

Time Sputtering Mo leads =

10 min

Approximate Leads Thickness =

Clean Wafe;'

200 nm_

Use spinner chuck

Puddle Acetone on Wafer for 5 min

rinse with alcohol and spin dry

Inspect Wafer; Take Picture; How does it look?

Dice Wafer

Wafer looks UGLY;
Photoresist is burned

o

Have Wafer dicd into
1/4" x 1/4" squares

Make sure there is
photoresist on the front
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