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The goal of our work is to develop a set of limited-data CT reconstruction tools that may be applied 
to a wide variety of problems of importance to Lawrence Livermore National Laboratory (LLNL). We 
are achieving this goal through a balance of algorithm development and application research. In the 
first year of this two-year project, we have developed a set of reconstruction tools and we have 
applied them to several practical problems. 

Introduction 

There is an increasing requirement throughout 
LLNL for nondestructive evaluation (NDE) using 
x-ray computed tomography (CT). In many cases, 
restrictions on data acquisition time, imaging 
geometry, and budgets make it infeasible to  
acquire projection data  over enough views to 
achieve desired spatial resolution using conven- 
tional CT methods. 

In particular, conventional CT methods are non- 
iterative algorithms that have the advantage of low 
computational effort, but they are not adaptable to 
incorporating prior information or non-Gaussian 
statistics. Most currently existing iterative tomog- 
raphy algorithms are based on methods that are 
t ime-consuming because  they converge very 
slowly, if at  all. 

The goal of our work is to develop a se t  of 
limited-data CT reconstruction tools that may be 
applied to a wide variety of problems of impor- 
tance to Lawrence Livermore National Laboratory 
(LLNL). We are achieving this goal through a 
balance of algorithm development and application 
research .  In the  f i rs t  year  of this two-year 
project, we have developed a set of reconstruction 
tools and we have applied them to several practi- 
cal problems. 

CT Image Reconstruction 

CT reconstruction involves solving an inverse 
problem that yields an image which is in some sense 
a best match to the observed data. The problem of 
reconstructing an image from the observed data can 
be described as follows: given the observed data 
vector, y, reconstruct an estimate of the object, 
represented by the vector, x, that produced this data. 

The statistical relationship between x and y can 
be written as L(y,x), where L(.;) is a negative log- 
likelihood function. The function L(.;) is determined 
by the physics of the property being measured, the 
geometry of the measurement system, and the 
statistics of the noise corrupting the data. 

The maximum likelihood solution for estimating x 
from y is 

2 = Argmin(L(y, x)} . 
x 

The problem with this estimate of x is that most 
inverse problems are ill-posed, in the sense that 
small changes in y may produce large changes in k . 
This is especially true of limited-data CT reconstruc- 
tions, where even in the noise-free case, y may not 
contain sufficient information to completely define x; 
that is, the problem is under-determined. 
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Under these conditions, a good estimate of x is 
possible only if prior information or constraints are 
imposed on the solution to the minimization problem 
shown in Eq. 1 .  Unfortunately, the usual non- 
iterative methods (for example, filtered backprojec- 
tion for the parallel ray problem) generally can not 
be modified to impose extra constraints. Indeed, it is 
not even possible to limit the number of variables in x. 

This is an important issue because knowledge of 
the physical extent of the object under test is usually 
available to the experimenter, and eliminating vari- 
ables in x that correspond to regions beyond the 
known extent of the object reduces unknowns and 
helps to deal with the under-determined nature of 
limited-data problems. 

Another serious issue with non-iterative methods 
is that, for such methods, L(y,x) is inherently a 
squared error function. While the least-squares 
criterion is appropriate for the usual Gaussian 
noise assumption, it is not appropriate for low 
energy levels or emission tomography problems 
where it is necessary to assume that the data is 
Poisson-distributed. 

For ill-posed problems, 2 typically is too large 
and very noisy. A common method for obtaining 
better estimates is the regularization, or penalized 
likelihood approach, that  adds Euclidean norm 
and/or absolute value norm terms to L(y,x). These 
terms penalize large i . Frequently, regularization 
is not sufficient to yield a high-quality image, so any 
additional prior information about the unknown 
must be included. Many properties (such as  energy, 
absorption, and reflection) are  inherently non- 
negative, and adding this constraint often greatly 
enhances image quality. 

Furthermore, often there are physical reasons for 
placing upper bounds on the estimate as well. The 
result is upper and lower bounds for each compo- 
nent of the image vector x. If we denote the set of 
x vectors that obey the bound constraints by S, then 
our modified maximum likelihood problem is 

where 77 and h are parameters that determine the 
penalty on the size of x as measured by, respectively, 
its absolute value norm and its Euclidean norm. 

A second problem is the number of variables 
in Eq. 1 or 2. The discretized image usually 
contains 105 to 107 pixels (voxels), resulting in 
an x vector of the same length. Conventional 
iterative non-linear minimization algorithms use 
Newton o r  quasi-Newton techniques,  which 
require storing an approximation to the inverse 

of the matrix of second partials of L(y,x) with 
respect to x. Because even a l o5  x lo5 matrix 
is too large to  s tore  in memory, these tech- 
niques are not appropriate for the problems we 
are considering. 

In the case of an unconstrained problem, such as  
Eq. 1 ,  either the conjugate gradient algorithm, 
which in effect builds up second derivative informa- 
tion without directly storing it, or limited-memory 
quasi-Newton algorithms, which store a low rank 
approximation to the inverse matrix of second 
partials, are the methods of choice when the number 
of variables is too large for conventional quasi- 
Newton methods. 

For constrained problems, such as  Eq. 2, conven- 
tional optimization techniques1 usually allow only 
one variable per iteration to attain a bound, so for 
very large bounded inverse problems, these tech- 
niques are very slow since they spend too much 
effort finding bounds. 

Consequently, standard iterative tomography 
algorithms are based on the projection onto convex 
sets (POCS) algorithm, the expectation-maximization 
(EM) algorithm, or variants of the algebraic recon- 
struction technique (ART).3,4 These methods can 
attain multiple bounds in an iteration, but they 
essentially use a steepest descent strategy that 
searches for the next iterate along the negative 
gradient (with respect to x) of L(y,x). Unfortunately, 
steepest descent optimization methods exhibit noto- 
riously slow convergence5 when the matrix of 
second partials of L(y,x) is ill-conditioned (that is, 
has widely spread eigenvalues), and ill-posed prob- 
lems usually make this matrix highly ill-conditioned. 
Consequently, the standard iterative tomography 
algorithms converge very slowly, if at  all, on limited- 
data problems. 

Progress 

We have developed an extension of the conjugate 
gradient  algorithm tha t  incorporates  bound 
constraints on the variables.6 It is unique in that it 
incorporates a bending linesearch. Conventional 
techniques allow only a single variable per iteration 
to attain a bound, whereas the bending linesearch 
allows multiple variables per iteration to attain 
bounds. In addition, like the unconstrained conju- 
gate gradient algorithm, it, in effect, accumulates 
second-derivative information with each iteration. 

Given the large number of variables and the 
ill-posed nature of our problems of interest, our 
approach should have major advantages over the 
conventional image recovery techniques. In previ- 
ous years, our algorithm was applied with great 
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success to a variety of practical problems. These 
included deconvolution,G speckle interfer~metry,~ 
2-D parallel-beam limited view x-ray t o m ~ g r a p h y , ~ . ~  
and crystallographylO a t  LLNL, and pulsed 
photothermal radiometry1 1-14 a t  the Beckman 
Laser Institute and Medical Clinic of the University 
of California Irvine Medical School. 

This year n7e developed fast, flexible cone beam 
pro jec tors  and  combined them with our  
constrained conjugate gradient (CCG) code. The 
resulting algorithm, CCG-Cone, allows reconstruc- 
tions from cone beam projections with arbitrary 
magnifications and out-of-plane angles. These 
improvements are crucial to solving Advanced 
Hydrodynamic Facility (AHF) imaging problems, 
because AHF magnifications (3x to 4x) are likely 
to be larger than the typical NDE magnification (1 x 
to Zx), and views are unlikely to be restricted to a 
single plane. We have also incorporated the 
Euclidean and absolute value norm penalty terms 
described in the Introduction. 

We have performed AHF simulations, and have 
obtained surprisingly good reconstructions from 
very few projections. Furthermore, even for lo6 
voxels the reconstructions were obtained with few 
iterations, so computer time was not a serious 
issue. These simulations have been very useful in 
understanding AHF design issues. 

We present an example using CCG-Cone. Our 
object consists of seven stacked slabs, as  shown in 
Fig. 1. Projection data and reconstruction results 
are also shown in this figure. The origin of the axes 
is in the center of the middle slab. Four views are 
taken in the x-y plane. The angles of these views are 
equally spaced and are O", 45", 90°, and 135" as  
measured in the x-y plane from the x axis. 

We used only in-plane viewing angles  for 
purposes of comparison with the conventional non- 
iterative Feldkamp algorithmlG that is capable of 
only such angles. Experiments (not shown) with 
CCG-Cone on this example have demonstrated the 
advantage of using some out-of-plane viewing 
angles. The absorption of the slabs is arbitrarily set 
to 1 .O inside the slabs and 0.0 outside. 

The large magnification and resulting large cone 
angle cause blurring at  the extreme angles of the 
projections. Orthogonal slices through the recon- 
structions are displayed for both CCG-Cone and 
Feldkamp. Although a gray-scale scheme is used to 
display the reconstruction results for both algorithms, 
note that the scales for the two reconstructions are 
not the same. In particular, note that Feldkamp 
exhibits large excursions in both positive and negative 
directions. Since accurate spatial attenuation values 
are required in our image recovery, this clearly 
demonstrates the superiority of CCGCone. 

Figure 1. Simulation 
study of a set of 
stacked plates (top 
left). Four equally- 
spaced cone beam 
projections are 
shown in the top 
row. The resulting 
reconstructed images 
are shown for the 
Feldkamp (middle 
row) and CCG-Cone 
(bottom row) algo- 
rithms. Note that the 
gray scale is different 
for CCG-Cone and 
Feldkamp. 
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Another reason for limiting the number of views 
occurs in medical imaging problems where it is 
necessary to limit the x-ray dose to the object or 
patient being imaged. This is an issue for osteo- 
porosis research using the x-ray transmission 
microscope (XTM) at  LLNL.17 Since the XTM is a 
parallel-beam geometry scanner, we have applied 
the parallel beam version of our CCG tomography 
algorithm to projection data collected with the XTM. 
The results are shown in Fig. 2. 

The object under tes t  is an aluminum frame 
model used to simulate bone structure. The recon- 
structions on the top row are obtained with filtered 
back-projection; the reconstructions on the bottom 
row are obtained with parallel beam CCG. The left- 
most reconstructions were obtained using the 
number of projections required to form a complete 
data set for filtered back-projection. Moving from 
left to right, the number of projections is reduced 
from those of the left-most reconstructions by 
factors of 8, 16, and 32. Visual inspection suggests 
that the CCG reconstructions degrade much more 
slowly. We are working to determine the perfor- 
mance by quantitative measures. 

Although our conjugate gradient algorithm has 
performed well, significant improvements to the 
basic optimization algorithm are  necessary to  
improve performance on the very large and highly 
ill-conditioned problems that occur in limited- 
data tomography, and to improve flexibility so that 
prior knowledge could be more easily imposed on 
the solution. 

Our original proposal suggested implementing a 
truncated-Newton algorithm because it was not 

clear how to update limited-memory quasi-Newton 
matrices when the se t  of variables a t  bounds 
changed during an iteration. However, a recent 
publication18 described a limited-memory quasi- 
Newton algorithm that up-dates the approximate 
limited memory model in such a way as to permit 
many variables to attain their bounds during a single 
iteration, and we decided that this approach was 
more appropriate. The nature of tomography prob- 
lems makes bending during the linesearch particu- 
larly easy (see the discussion in Reference 19), and 
we enhanced the  algorithm described in 
Reference 18 by permitting multiple variables to 
attain bounds during the linesearch, a s  well a s  
during the approximate model up-date. We accom- 
plished this by using the same bending linesearch 
subroutine that we used for CCG. Our new algo- 
rithm has been debugged, and comparisons with 
CCG are in progress. 

Another contribution was to increase the flexibil- 
ity of our algorithm to permit its application to prob- 
lems with non-Gaussian statistics. We are now able 
to solve problems with other than least-squares 
fitting criteria. This includes “robust” criteria 
where, beyond some threshold, a linear, rather than 
a squared, fitting criterion is used. This makes the 
recovered image less sensitive to outliers in the 
projection data. 

We added this flexibility in such a way that we 
maintained the efficiencies we were able to demon- 
strate for least-squares problems. In particular, 
although our problems are too large to use the exact 
inverse of the matrix of second partials in computing 
the search direction, we were able to use exact 

Figure 2 .  
Representative image 
recovery results for 
experimental data 
taken by the XTM of 
an aluminum struc- 
ture. Filtered back- 
projection results are 
shown dong the top 
row; CCG parallel 
beam results are 
shown along the 
bottom row. From 
left to right, results 
are for the complete 
data set and reduced 
data sets that use 
only every 8th, 16th, 
and 32nd projection. 
All images use the 
same gray scale. 
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second derivative information in computing the 
initial linesearch estimate; that is, the search length 
along the search direction vector. We have applied 
this capability to Poisson statistics for the waste 
drum scanning problem. Although this problem 
does not involve limited views, it is a good test of 
our ~apabi1ities.l~ 

Another issue in limited-data tomography is 
system design. Particularly in the case of 3-D cone 
beam problems, there is not a useful rule for deter- 
mining the optimum viewing angles, given that the 
number of views is limited. Monte Carlo simulations 
could be used, but they are extremely expensive €or 
problems with many voxels. The inverse of the infor- 
mation matrix (derived from the  Cramer-Rao 
bound),20 gives a lower bound on the error covari- 
ance matrix, which provides an estimate of estima- 
tion error without resort to Monte Carlo simulations. 
Although for limited-data problems the information 
matrix is usually singular, quadratic forms using the 
information matrix can be used to calculate recon- 
struction error over regions of the object under test. 
We have determined the information matrix for 
tomographic reconstruction problems, and we have 
determined how to solve for these quadratic forms. 
This technique should be a useful tool for solving the 
optimum view problem. 

Future Work 

In the second and final year of this project, we 
will continue our applications research on data from 
AHF simulations and on XTM data. In addition we 
will try our new algorithms on several other practi- 
cal tomographic problems. These include projection 
data obtained from waste drum scanning, reactor 
fuel pellet scanning, and the Enhanced Surveillance 
Program. 

Our algorithm research will include further work 
to improve our new quasi-Newton algorithm. We 
will develop methods to include both soft and hard 
constraints on the solution as a way to incorporate a 
priori information that is more complex than simple 
bounds. We will also study preconditioning, and 
possibly parallelism, with the hope of obtaining 
faster solutions. 

We will continue studying statistical approaches 
for determining optimum viewing angles, optimum 
selection of regularization parameters, and estimat- 
ing the accuracy of reconstructions. 
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eclhniques for Enhancing Laser Ultrasonic 
Nondestructive Evaluation 

Graham H. Thomas, Diane J. Chinn, and Robert D. Huber 
Manufacturing and Materials Engineering Division 
Mechanical Engineering 

James V. Candy 
Electronics Engineering Technologies Division 
Electronics Engineering 

James Spicer 
Johns Hopkins University 
Baltimore, Maryland 

Laser-based ultrasonics is an enabIing technology that has been implemented in one LLNL 
program and will benefit many others. This year, we assembled hardware and software tools to 
conduct research for enhancing laser based ultrasonics; specified and acquired a Fabry-Perot inter- 
ferometer to significantly improve our laser ultrasonic detection ability; and acquired multi-mode 
fiber cables to deliver the light from the laser to the specimen, and from the specimen to the Fabry- 
Perot interferometer. We specified a powerful generation laser to provide uniform ultrasonic signals 
for our beam-forming effort. The increased repetition rate of this laser will benefit our scanning and 
imaging research. We developed algorithms for reducing noise and beam forming and wrote software 
to control data acquisition and specimen scanning. 

Introduction 

Though ultrasonic nondestructive evaluation is a 
mature technology, there are still many advances 
that expand its role in material characterization, 
manufacturing process control, defect detection, and 
life cycle management. Ultrasonics is evolving, with 
improvements such a s  higher frequencies to sense 
smaller defects, modern signal processing methods 
to increase sensitivity, classification algorithms for 
defect characterization and the most recent imaging 
techniques to display defects. 

A universal limitation however, is the need to 
transmit the acoustic energy from the transducer 
into the part, through a fluid, most often water. It is 
extremely desirable to eliminate this couplant. 
Laser generation and detection of ultrasonic energy 
provides a method to perform remote, non-contact 
ultrasonics.1 I t  allows ultrasonic evaluations in 
high-temperahre and radioactive environments, in 
applications where access is restricted, such as  in a 
vacuum, and on materials that would be damaged by 
couplant contamination. 

For ultrasonic inspections on radioactive materi- 
als, the couplant becomes hazardous waste, thus 
laser ultrasonics reduces hazardous waste. 

Laser-based ultrasonics is in its infancy, and 
there is much to be understood before its full poten- 
tial can be realized. A significant limitation is that 
laser-based ultrasonics has  reduced sensitivity 
compared with traditional ultrasonics. To improve 
the sensitivity, research is being pursued in the 
areas of increased ultrasonic generation, better 
detectors, and signal processing to make laser ultra- 
sonics viable. 

Progress 

We realized improvements in both generation and 
detection this year. Also, we developed model-based 
signal processing to improve the signal-to-noise 
levels of laser acoustics. The following sections 
contain the results of our research. 

This continuing project is exploring the science of 
generating acoustic energy with a laser pulse and 
the methodology of detecting ultrasonic signals with 
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laser interferometers. The goal is not to replace 
existing piezoelectric-based ultrasonics with laser 
generation and detection, but to supplement the 
technology to expand its role in Lawrence Livermore 
National Laboratory (LLNL) programs. Laser ultra- 
sonics has already been incorporated into a LLNL 
program: it was selected as  a diagnostic for moni- 
toring a laser cutting process. 

Another potential application is the characteri- 
zation of aging effects on special nuclear materi- 
als. Ultrasonics is very sensitive to material prop- 
erties and may be a way to quantify aging damage. 
When hazardous materials are being character- 
ized, it is desirable to perform the measurements 
remotely. In this project the material is in a 
vacuum and the sensing must be accomplished 

Figure 1.  The WAVER code. WAVER calculates the surface 
displacement resulting from a laser pulse interacting with a 
material and generating a stress wave. 

~~~~ 

Figure 2. (a) Block 
diagram of the 
model-based signal- 
processing approach 
to enhance laser 
ultrasonic signals; 
(b) typical results of 
the model-reference 
processing. Display 
shows processed 
input data (measure- 
ment), the modeled 
signal, and the esti- 
mated signal. 

from outside the chamber. Laser ultrasonics is 
ideally suited for this measurement. 

Model-Based and Beam-Forming 
Approaches 

We have demonstrated the benefits of two 
signal processing approaches: model-based and 
beam-forming. 

A model-based signal processing technique has 
been developed and t e ~ t e d . ~ . ~  Laser-generated 
acoustic signals are modeled with a code (WAVER) 
developed a t  the Johns Hopkins Uni~ersi ty .~ The 
WAVER code calculates the acoustic signal based 
on the source laser parameters and the material 
properties (Fig. 1 ) .  We built signal processing 
algorithms that minimize the noise and maximize 
the signal, based on the expected signals calculated 
by the WAVER model (Fig. Za). Figure 2b displays 
the raw data and the improvement in signal-to-noise 
produced by our model-based signal processing. 

The model-based signal processing was imple- 
mented on ultrasonic signals generated with a 
NdYAG laser and detected with a Michelson interfer- 
ometer. Since the Michelson interferometer can only 
work with a single speckle (a bright spot on a rough 
surface that is illuminated with a coherent light field), 
an aluminum sample with a mirror-like surface was 
obtained for testing. Ultrasound was generated on 
one side of the aluminum sample using a pulsed 
Nd:YAG laser, and it was detected on the polished side 
of the sample using the Michelson interferometer. 
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Another signal processing approach that we 
have demonstrated is beam-forming. Figure 3 
illustrates the various configurations for the laser 
ultrasonic arrays that were modeled to improve 
defect imaging by beam-forming. This method 
enhances the detection and display of defects by 
combining the  information from an  a r r ay  of 
 sensor^.^ This year we modeled the array and its 
response to a flaw. Next year, based on these 
results, we will configure a laser ultrasonic array 
and confirm the model. 

System Up-Grades 

We have made significant improvements to our 
laboratory equipment this year. We added a LISOR 
(Light In, Signal Out Receiver) interferometer to 
expand our detection capabilities. This instrument 
is a Fabry-Perot-based system that complements the 
earlier path-stabilized Michelson interferometer. 
The Michelson requires highly-reflective surfaces to 
sense the ultrasonic signal, whereas the Fabry-Perot 
works on less reflective surfaces. 

This system includes an interferometer and a 
laser. The laser is a frequency-doubled Nd:YAG 
which has an output power of 200 mW at a wave- 
length of 532 nm. Fabry-Perot interferometers can 
use light scattered from rough surfaces since they 
can work with multiple speckles. Michelson inter- 
ferometers work with a single speckle only, which 
limits their use to polished surfaces. 

The LISOR system has been used successfully 
in the laboratory to detect ultrasound propagat- 
ing through various materials and specimens. 
To increase the flexibility of the ultrasonic detec- 
tion system, an optical fiber cable 20 m long 
transmits the laser light from the interferome- 
ter's laser to the specimen, allowing the testing 

of items up to that distance away from the laser 
and interferometer. 

Fiber optics has the advantage of allowing large 
distances between equipment and test location, 
providing access  to  hosti le or  hard-to-reach 
environments, changing test configuration easily, 
and eliminating the need for line-of-sight between 
laser and part. 

Figure 4 displays a typical waveform from the 
LISOR interferometer when the source of ultrasonic 
energy is a piezoelectric transducer. In this configu- 
ration the LISOR has excellent sensitivity. The 
Michelson has a frequency range of DC to 40 MHz, 
while the Fabry-Perot has a frequency range of 3 to 
100 MHz. Together, these interferometers provide a 
full range of' detection capabilities. 

Another addition to the laser ultrasonic facility is 
a much improved source laser that provides more 

Figure 4. Ultrasonic signals from the LISOR interferometer 
when the ultrasonic excitation was provided by a laser pulse. 
The M O R  has excellent sensitivity in this configuration. 

Figure 3. Diagram of 
laser ultrasonic array 
configurations for 
beam-forming 
research. The upper 
sequence illustrates 
the configurations 
with no defects; the 
lower sequence 
includes defects. The 
solid dots represent 
laser source genera- 
tion locations. The 
xs represent interfer- 
ometer detection 
locations. The open 
circles represent 
defects. 
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light energy, a higher repetition rate and a uniform 
spot. This source laser is needed to conduct the 
experiments for signal processing and beam forming. 

A s  part  of the data acquisition and imaging 
effort we acquired computer-controlled motion 
s tages .  These s tages  include two translation 
stages and one rotation stage that allow the move- 
ment of specimens for scanning. Data acquisition 
and motion control programs have been written to 
control the s tages  and capture the ultrasonic 
signals. The signal-processing and beam-forming 
algorithms will be combined with this software to 
render images of defects. 

Process Control Demonstration 

As a sensor for process control, ultrasonics is 
extremely valuable. The speed at  which ultrasonic 

Figure 5. Configuration of cutting laser and interferometer 
laser for process control. Ultrasonic signals displayed in the 
upper right corner sense cut-through of the cutting laser and 
signal the time to stop cutting. 

testing can acquire measurements facilitates feed 
back control for machining operations. We selected 
a process control problem as a vehicle to direct our 
research. The process was a laser cutting applica- 
tion with a state-of-the-art laser that produces very 
short duration pulses. The pulses from the cutting 
laser generate acoustic signals that contain infor- 
mation about the cutting process. 

Our first  challenge was  to  understand the 
phenomenon and the types of ultrasonic waves that 
are generated. We modeled the system with a 
computer code that calculates the expected ultra- 
sonic signal, based on laser input parameters and 
the material properties and geometry. We predicted 
a dispersive Lamb wave mode which was confirmed 
by experimentation. The predicted signals were 
detected in an experiment on flat samples with our 
Michelson interferometer. The Michelson interfer- 
ometer then captured ultrasonic signals generated 
by the cutting laser on a real part. 

Figure 5 displays the cut configuration and the 
ultrasonic signals acquired during the cut of a real 
part. Once the feasibility was demonstrated, the 
project purchased a Fabry-Perot interferometer for 
the cutting station. Presently this laser-based ultra- 
sonic sensor is being integrated into the laser 
cutting system, a direct result of our research. 
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We assembled and demonstrated the essential elements for automated inspection of amplifiepslab 
cladding bonds for the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory 
(LLNL). From this demonstration, we developed a preliminary design, cost estimate, and completion 
plan for an automated inspection system that would replace the current manual inspection technique. 
With this inspection system, NIF will have a reliable, accurate, and recordable tool to evaluate the 
quality of amplifierslab cladding bonds. 

Introduction 

The National Ignition Facility (NIF) at Lawrence 
Livermore National Laboratory (LLNL) faces new 
challenges in the inspection of thousands of pieces 
of precision laser optics. Among these are 3,100 
laser amplifier slabs, the 0.8-m x 0.4-m pieces of 
glass that act as  the energy storage medium of the 
NIF laser. Glass amplifier s labs  doped with 
neodymium absorb energy emitted by flashlamps, 
and release the energy when a subsequent laser 
pulse propagates through the glass. 

Amplifier slabs have cladding glass bonded Lo 
their perimeters to absorb thermal, mechanical, and 
optical loads. An epoxy bond layer, 5 to 30 pm 
thick, bonds the cladding glass to the amplifier 
glass. The bond layer must be index-matched and 
free of defects so that light can transmit efficiently 
from the amplifier slab to the cladding glass. A 
defect in the epoxy, such as a void or bubble larger 
than 30 pm, provides a scattering mechanism for 
light to reflect back into the amplifier slab, instead 
of being t ransmit ted to  and absorbed by the 
cladding. A certain pattern of defects in the epoxy 
on opposite sides of an amplifier slab will cause 
light to reflect back and forth in the slab, leading to 
a build-up in light intensity, reduced laser yield, and 
resultant damage of the slab. 

Optics designers  a t  NIF have developed a 
complex set  of cladding bond specifications that 
define the allowable relationship between size, 
shape, and location of defects. Present inspec- 
tion of the epoxy bond is performed visually by a 
technician in a dark room, using a flashlight to 
search for diffracted light spots, and a sketchpad 

Figure I .  Automated bond inspection system. Features 
include an angled camera and light source on a translation 
rail, a turntable slab support, a monitor and VCR, and a 
computer. 

Thrust Area Report FY 97 7-1 1 



Nondestructive Evaluation 

to record defect parameters.  The size of the 
defect is determined by comparing the diffracted 
light to a sizing chart. The location of the defect 
is found by measuring distances with a ruler. 
Amplifier s labs  must be lifted and rotated by 
two people to inspect each of the bond layers on 
four sides. The technician accepts or rejects the 
cladding bond, based on subjective interpretation 
of the complex specifications. 

Manual inspection of amplifier slab bond layers is 
time-consuming and subjective. Sizing defects with 
a comparator chart leaves considerable room for 

Figure 2. Experimental set-up, allowing the acquisition of 
digital images from the bond plane of full-size amplifier slabs. 

interpretation. Our project developed a technique to 
automate optical inspection of the cladding bond 
line, removing the inspector’s subjectivity. If all 
suppliers use the same standardized and repeatable 
technique, NIF is assured of a consistent level of 
bond quality. Archiving the bond data will give NIF a 
record of the bond condition at  fabrication, and will 
allow unequivocal determination of flaws that occur 
subsequent to manufacture. 

Progress 

The conceptual design of an automated optical 
inspection system for the amplifier cladding bond line 
is sketched in Fig. 1. Several configurations of light 
source and camera were considered, but the set-up 
shown, with angled illumination and reflected scatter- 
ing detection, proved to be the most effective. The 
optimum camera angle is calculated based on the 
size and focal length of the camera lens, the thickness 
of the slab, and the refractive index of the glass. A 
linear light source illuminates the bond from the same 
angle as the camera, on the opposite side of the slab. 

Both the  camera  and the  light source a re  
mounted to a fixture on a rail. The fixture moves 
along the cladding bond line on one side of the slab. 
A turntable holding fixture supports the slab and 
facilitates rotating the amplifier slab during inspec- 
tion. For viewing and recording the cladding bond 
interface, a monitor and videocassette recorder 
(VCR) are attached to the camera. 

Figure 2 shows a photograph of the experimen- 
tal set-up for the automated inspection system. The 
slab is supported on posts instead of a turntable in 

Figure 3. Digital image of the corner of the amplifier slab, showing orthogonal planes, as well as the outer edge of the cladding. 
The raw image clearly shows three defects, along with scattered surface dust. 
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images of the corner 
bond plane, acquired 
at locations 40 mm 
apart, showing how 
parallax helps distin- 
guish void defects on 
the bond plane from 
surface dust. The 
lateral translation of 
surface dust indica- 
tions is greater than 
the translation of the 
bond plane defects. 

this experimental set-up. A 50-mm fiber optic array 
light source and a 25-mm focal length lens on a CCD 
camera gather images of the bond plane that are 
displayed on the monitor and recorded by the VCR. 

A digital image of the bond plane at  the corner of 
the amplifier slab is shown in Fig. 3. Both the bond 
plane and the plane of the orthogonal bond line are 
indicated in the image. Three void-type defects are 
clearly shown in the digital image. Surface dust also 
appears in the image. 

Overlapping images taken a t  different locations 
help distinguish bond interface defects from surface 
dust. Two processed images of the corner bond 
plane area, taken from locations 40 mm apart, are 
shown in Fig. 4. To process these images, adjacent 
images, 1 mm apart, are differenced and the result 
is thresholded. Morphological pruning is applied to 
remove single-pixel noise. Comparing the two 
images reveals that the voids have translated a 
distance different from that of the surface dust. As 
the camera is translated along the cladding bond 
line, any light scatterer on the bond plane will trans- 
late at  a rate different from that of light scattered on 
the surface. Parallax in the image helps distinguish 
surface dust €rom defects on the bond plane. 

Surface delaminations along the bond plane are 
very important to detect. An image of a surface 
delamination is shown in Fig. 5. Using visual 
inspection, this delamination is sized at  100 pm in 

depth. By scaling the delamination in the image to 
the height of the bond plane, the delamination is 
digitally sized more precisely at 120 pm in depth. 

Summary 

We designed and assembled a proof-of-principle 
automated bond line inspection instrument. Based 
on the results of our work, we presented sketches of 
conceptual designs for an automated bond inspection 
to the consortium of NIF amplifier-slab finishers. 
Because of its many advantages, the consortium 
endorsed pursuing automated cladding inspection. 

Figure 5. Surface delaminations, clearly visible in the acquired 
images. This surface delamination is sized at a depth of 
720 pm. 
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The consortium agreed that the quality, reliability, 
and archiving advantages of an automated system 
would make it preferable over manual inspection. 

Future Work 

This year, we demonstrated the feasibility of an 
optical inspection system for NIF amplifier slab 
cladding bond interfaces. Further development of 
prototype systems will require additional work in a 
few areas, as listed below. 

1 )  Design and fabrication of a test standard with 
known defects will enable the calibration of 
images for accurate sizing of defects. Derived 
from calculated scatter from modeled defects, 
the comparator chart used for manual sizing 
can resolve defect sizes to a precision no better 
than 100 pm. Digital images obtained by the 
inspection system will afford size precision that 
is unobtainable through manual sizing. A test 
standard will be required to calibrate digital 
sizing algorithms. 

2) Drawings for a turntable to rotate the slab are 
being finalized by NIF mechanical designers. 
The turntable reduces the amount of labor 
required to perform the inspection. Without 
having to lift and rotate the slab to access all 
four bond planes,  inspection of the  s lab  
becomes a one-person job, once the slab is 
placed on the turntable. 

3) Additional automation features can be added to 
the inspection system at any time. Collection of 
digitized images allows automated classification 
and sizing of defects through image processing. 
Preliminary software development has already 
identified the processing algorithms needed. 
Several image acquisition and processing pack- 
ages have been identified that could satisfy the 
needs of the inspection system. Automated 
motion control can be added to map the location 
of defects. Finally, acceptance criteria can be 
applied to the defect maps to automatically 
obtain an acceptlreject decision for a slab. With 
automated defect detection and classification, 
more complicated specifications can be imple- 
mented, thus increasing the suppliers’ yield 
when compared to simpler but more restrictive 
specifications. 
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A novel cold cathode electron source is being developed with application to x-ray sources and 
systems. The implementation of gated field emission cathodes has the potential to realize highly reli- 
able, micro-miniaturized x-ray sources for a variety of applications. 

Introduction 

Present x-ray tube technology uses a variety of 
techniques to generate x-ray photons in a specified 
energy regime. The predominant method is to use 
cathodes,  tha t  are  heated by passing current 
through the filament, and subsequently emit elec- 
trons. The electrons are then accelerated in an elec- 
tric field across a vacuum, gaining energy from the 
field until they collide with an anode foil. The energy 
the electrons have gained from the electric field is 
transferred to the foil through elastic and inelastic 
collision processes, and depending on the type of 
material the foil is made of, x-ray photons of a 
certain spectral range will be emitted. 

We have evaluated the design and implementa- 
tion of miniature x-ray sources and systems to better 
understand the issues and potential benefits for 
specific applications. In general, the key compo- 
nents of x-ray tubes used in various applications 
were evaluated to provide improved performance of 
the source, or to extend the range of applications for 
which x-ray sources can be implemented. 

The results of this evaluation are that further 
improvements of tube and electron optics designs are 

necessary to decrease the spot size for high-resolu- 
tion imaging. Other conclusions include the need for 
new cathode designs and performance, and more 
compact, miniaturized sources for applications in the 
areas of materials analysis and x-ray spectrometry. 

An additional issue is that of anode life-time, 
which is limited, due to the heat dissipation require- 
ments of the anode foil a t  the high operating 
currents that are typical. Imaging-related applica- 
tions typically require high x-ray energy (>60 keV), 
and extensive electron optics to efficiently focus the 
accelerating electrons to a small beam diameter. 
The electron optics typically involve one or more 
grids which condition electron flux from the cathode, 
creating a more uniform velocity distribution. A coil 
distributes electromagnetic fields in the tube to 
accelerate and focus the electrons to small spot size 
dimensions on the anode. The specific electron 
optics design depends on the electron source and 
tube design, which tend to vary from one application 
to the next. 

The scope of this effort was 1) to evaluate the 
impact on overall tube design and performance 
which could be realized by implementing a new 
cathode design; and 2) to determine if new applica- 
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tions could be found for such a source. The scope 
further included new cathode designs, that were 
fabricated and evaluated as  electron sources, a s  
described in the next section. 

While marginal improvements in general x-ray 
imaging tube technology and performance could be 
realized through using a new cathode capability, the 
concept of a microfabricated cathode for a miniature 
x-ray source now opens up the possibility of an x-ray 
micro-instrument, which can subsequently be imple- 
mented with other microtechnologies to realize a 
low cost, compact, ruggedized system for a variety 
of applications. 

Gated field emission, cold cathode electron 
sources were evaluated as  an improved means to 
generate electrons in x-ray systems. The concept is 
illustrated in Fig. 1 .  Field emission devices are 
cathode structures that are formed to atomically 
sharp tips in proximity to an extraction, or gate elec- 
trode. By applying a positive voltage to the gate 
electrode with respect to the cathode, electrons are 
emitted into the vacuum above the gate, where they 
are swept away by the anode electric field. 

The efficiency of the field emission process 
depends on the gate-to-tip spacing, the shape of the 
tip, and the effective work function of the tip mater- 
ial. The potential advantages of field emission 
devices a s  an electron source are improved effi- 
ciency, addressability and control, no heating of 
surrounding areas, and faster turn-on. Furthermore, 
field emitters are made using standard microfabrica- 

tion processes, thus are more conducive to imple- 
mentation into arrays, or specific cathode designs. 

The advantages can impact x-ray tube or source 
performance in several ways. First, the field emis- 
sion cathode (FEC) is controlled by a gate electrode, 
therefore is electrically addressable, and uses about 
one tenth the power of filaments. FECs can be 
formed in arrays, with different areas of the array 
being turned on independently, and a t  different 
times. This feature has the advantage that the 
anode can be driven at  higher currents with eroding, 
since its duty cycle is effectively less. This has the 
potential of providing a higher average power, or 
flux, of x-ray photons from the source, which may be 
useful in some imaging applications. 

Furthermore, additional focusing electrodes can 
be monolithically integrated with the FEC to provide 
electronic focusing and tuning capability for the 
tube. This relates to a fundamental problem with 
x-ray tube reliability, in that alignment of electron 
optics is critical and may vary over time or by 
impact. Finally, the ability to microfabricate the 
cathode now enables further miniaturization of the 
x-ray tube through micromachining processes. This 
includes additional functionality to an x-ray system, 
such a s  integrated micro-channel cooling of the 
anode, and integrated detection and signal process- 
ing for applications such as x-ray fluorescence spec- 
troscopy. These advantages have the potential to 
enable a novel x-ray micro-instrument capability. 

A FEC array was designed having an active emis- 
sion area ranging from 25 pm x 100 pm (800 emit- 
ters)  to 100 pm x 200 pm (10,000 emitters).  
Figure 2 illustrates the fabrication sequence for 

Figure 7. Concept of 
x-ray source using 
gated field emission 
cathode arrays as the 
electron source. 
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making a gated field emission cathode device using 
the Spindt cathode technique.lP3 Using a propri- 
etary lithographic technique developed at  Lawrence 
Livermore National Laboratory (LLNL) , gate-to-tip 
spacings of <0.1 pm have been achieved, as  illus- 

Figure 2. Cross-sectional schematic diagram of field emission 
cathode fabrication process sequence: (a) initial stack of thin 
film layer with resist deposited on top; (6) patterning of resist 
by lithographic techniques to form gate structure; (c) etching 
of the gate metal through the mask, and of the cavity in the 
intermetal dielectric; (d) field emitter tips formed by depositing 
a parting layer; and (e) directional deposition of the tip mate- 
rial. The final emitter structure is formed (0, after lifting the 
parting layer from the gate metal. 

trated in Fig. 3. Process development consisted of 
several iterations of this sequence to optimize prob- 
lems associated with adhesion of thin films, unifor- 
mity of emitters, gate hole diameter, pattern trans- 
fer, and gate-to-cathode leakage current. While 
most of these problems have been addressed and 
resolved, the issue of gate leakage current remains 
problematic. 

A vacuum test station has been assembled to char- 
acterize the FECs at pressures on the order of lom7 
Torr, which is typical of x-ray tubes. The test appara- 
tus includes a fixture on which the FEC is mounted. 
Electrical leads are attached and the anode is then 
positioned to within 0.5 mm of the cathode array to 
collect any electrons that are emitted. 

Vacuum testing of these devices has demon- 
strated field emission current turn-on with less than 
50 V applied to the gate electrode. As previously 
mentioned, a limitation of devices fabricated is the 
excessive gate leakage current which is orders of 
magnitude greater than the emission current, a s  
illustrated in F'ig. 4. 

This problem, which is being addressed, is likely 
a result of contamination in the intermetal dielec- 
tric, or metal, shorting the tip directly to the gate 
electrode. The impact on device performance is that 
the FEC will burn out when the gate current reaches 
a value, on the order of 100 pA, thus limiting the 
field emission current to about 50 nA. Other solu- 
tions to this problem include an integrated ballast 
resistor, which in effect will minimize the impact of 
shorting due to point defects. 

Efforts to test the FECs that are being fabricated 
in an x-ray tube are in progress. The most practical 
approach is to retro-fit the FEC to an existing x-ray 

Figure 3. Cross-sectional schematic of gated field emission 
cathode fabricated using sequenfe shown in Figure 1. Gate 
diameter for this device is 2000 A. 
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tube with an experimental set-up having adequate 
voltage sources for the anode, and x-ray windows for 
diagnostics. To complete this in a feasible manner, 
Lawrence Livermore National Laboratory (LLNL) 
has established two collaborations, presently in 
progress, to provide experiments to evaluate the 
performance of FEC designs as x-ray sources. 

The first collaboration is a formal Cooperative 
Research and Development Agreement (CRADA) 
with an industrial partner, and the second is an 
interaction between LLNL’s Y-Program and private 
industry. The collaborations are for different appli- 
cations, but each one has the requirement of an e@- 
cient, low power, compact electron source, therefore 
FECs are being investigated. In each case, we are 
establishing experimental set-ups having approxi- 
mately 20 kV anode potentials for initial testing. 

Other issues being considered are electrode 
design and packaging to minimize any effects of the 
high voltage applied to the anode or the cathode. 

figure 4. Current/voltage characteristics for field emission 
cathode array: current measured at anode with 1.5 kV 
applied, and gate electrode, as a function of gate-to-cathode 
voltage. 

For testing, the system has been modified simply so 
the cathodes can be retro-fit to replace the filament 
cathode. This approach essentially minimizes cost 
and effort involved until the requirements of the 
system using cold cathodes can be determined. 

Future Work 

We have identified several applications, both 
internal to LLNL and for outside agencies and indus- 
trial partners, for miniaturized x-ray sources with 
novel cathode designs. These include an x-ray 
micro-probe for materials analysis, and imaging, 
particularly in the region where low energy x-rays 
are suitable. 

Preliminary demonstrations will continue to focus 
on a reproducible cold cathode technology for gener- 
ating x rays. Subsequently, the technology will 
evolve to the development of specific instrumenta- 
tion designs, depending on the application. Further 
assessments will also include the use of microma- 
chining technology for applications which could take 
advantage of micro-miniature systems. 
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Three-dimensional computed tomography (CT) is a rapidly changing nondestructive characteriza- 
tion technology that is playing an increasingly important role in the manufacturing process. This 
process consists of all the elements of a component’s life, from concept and design, through fabrica- 
tion, and ending only with retirement from service. This philosophy is equally valid in the industrial 
and the defense or weapons arenas. Volumetric CT has benefited, and will continue to benefit 
programs at Lawrence Livermore National Laboratory (LLNL) that require nondestructive evaluation 
(NDE) of assemblies such as weapons and advanced materials. This year we have focused on 
improving the quantitative aspects of our CT systems by developing, improving, and documenting 
alignment procedures. Also, we are trying to better understand the effects of mechanical inaccura- 
cies on the quality of our CT data. 

Introduction 

Although a variety of commercial industrial CT 
systems exist, they are typically developed to solve a 
particular problem, such as  a solid rocket motor or 
turbine blade inspection. At  LLNL it has been 
necessary for us to develop our own CT scanners, 
due to the large variety of NDE problems that we 
face, and the fact that we operate a t  the cutting 
edge of this technology.lZ2 

Purchasing an optimized CT scanner for each 
NDE problem that exists at  LLNL would be a very 
expensive endeavor, in part because of the dynamic 
nature of CT technology. Therefore, our strategy has 
been to develop a small number of flexible CT scan- 
ners that can be configured in a manner that is opti- 
mal for the NDE problem a t  hand. These scanners 
are modular in design, and changes can be incorpo- 
rated easily and inexpensively as  system compo- 
nents improve. 

However, this design philosophy does complicate 
some important requirements, including the choice 
of components and alignment procedures. We have 
a supply of different CT system components that are 
mixed and matched, depending on the application 
requirements. It is critical that the effect of the 
accuracy of these components be well understood, 
so that the desired results can be obtained. Also, 
when a system is first developed, or whenever it is 
reconfigured, a rigorous and time-consuming align- 
ment process must be completed. Good quantitative 
results depend on accurate components and align- 
ment procedures. 

It is not well known how the alignment and accu- 
racy of the mechanical positioning systems affects 
the outcome of the overall fidelity of the recon- 
structed image. The propagation of error due to 
positioning must be well understood if a CT scanner 
is to perform optimally. The precision of a CT 
system, like any optical system, is a product of the 
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quality and the alignment of its component parts3 
Error sources propagate through the system hard- 
ware, as  well as  through the image pre-processing 
and reconstruction algorithms composing the 
system software. 

Figure 1 i l lustrates how error  propagates 
through the major components of a CT system. The 
four major components are: x-ray generating 
source, mechanical staging system, detector, and 
image reconstruction process. Although there are 
many mechanisms that generate the error that prop- 
agates through the CT system components, this 
year’s project is concerned only with geometric 
factors. These factors include errors due to the 
mechanical structure of the CT design, such as 
errors propagated by inaccuracies in the mechanical 
staging systems, and the misalignment of hardware 
components. 

Progress 

We are working to improve the quality of our CT 
systems by understanding the geometric factors 
associated with alignment and mechanical precision 
for all the  component^.^,^ This year we have spent 
considerable time evaluating and documenting 
procedures related to CT system alignment. We 
have a large number of diverse CT systems, and 
each requires a different alignment procedure. 
Evaluation of these procedures is an on-going effort 
that will continue until each of our systems, includ- 
ing new ones, is documented. 

The entire alignment procedure documentation is 
too extensive to describe here; therefore, we limit 
this discussion to a new method being evaluated 
through simulation that could be used on a variety of 
CT systems, and has possibilities for use in an auto- 
mated process. Also, there are many components 
and sub-assemblies used in a CT system, and they 
must all be aligned and characterized for accuracy. 
The discussion here is limited to only one compo- 
nent, the rotational stage. 

Figure 1.  Schematic showing the key CT system components. 
When error propagates through the CT system, each of the 
components affects the overalt image qualify. 

The rotational s t age  is pa r t  of the  object 
manipulator and is one of the most important 
mechanical stages associated with a CT system. 
We have developed simulation tools to better 
understand how errors associated with this stage 
influence the quality of the final reconstructed 
image. These tools are used for understanding 
error created by both misalignment and mechani- 
cal inaccuracies. 

There are further benefits to simulating these 
errors. If mechanical inaccuracies can be simu- 
lated, it should also be possible to correct for these 
errors if the mechanical stage is well-characterized 
and repeatable. Correcting for stage inaccuracies 
using computational methods would allow for less 
precise staging to be used in a CT system design, 
yielding a significant cost savings. Also, simulating 
the alignment procedures and results is providing 
us with an understanding of how to automate the 
alignment process. 

The following discussion is divided into two 
sections, the first is related to precision of the rotary 
stage, and the second involves alignment of the 
rotary stage to the source and detector. 

Mechanical Precision of the Rotary Stage 

In a rotary system, there are two main sources 
of error that can affect the CT data: 1) wobble, 
which is defined as  the angular deviation of the 
axis of rotation over one revolution, a s  shown in 
Fig. 2;  and 2) eccentricity, which is the deviation 
of the center of rotation from the mean position. 
Eccentricity error is sinusoidal in nature, and other 
errors resulting from imperfections (in the gear 

Figure 2. Illustration of the two main sources of error in rotary 
motion: wobble and eccentricity. 
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teeth or guides, for example), appear a s  noise 
superimposed upon this sinusoid. 

Wobble and eccentricity are  both important 
factors if the unwanted movement produced by 
either is significant enough to produce error in the 
reconstructed image. The amount of error also 
depends on how far away from the stage surface the 
object being examined extends. 

During CT data acquisition, radiographs or 
projections are acquired a t  different rotational 
positions a s  the object is rotated over 180" or 
360". If sufficient wobble and/or eccentricity 
exists, each of the object radiographs will have a 
different center axis of rotation, depending on the 
angular view acquired. 

For the reconstruction process, it is important 
that the center axis of rotation be well known (to 
better than the spatial resolution of the CT scanner) 
and not move between projections. If the center 
axis position changes between projections, error is 
created and may be visible in the final reconstructed 
images. If sufficient wobble exists, the amount of 
eccentricity increases as  one travels farther away 
from the rotational stage top. 

Additionally, if wobble exists, portions of the 
object being examined may be in a detector's planar 
view (row of detectors) for only a portion of the 
angular positions and out ol view for the others. In 
parallel-beam CT, if a feature in an object is visible 
in a particular row of detectors, it should remain 
visible in that row over all angular positions. If this 
is not true, the error in positioning the object may 
generate visible error in the reconstructed image. 

We have developed simulation tools to study the 
effects of both eccentricity and wobble on the final 

CT reconstructed image. In the simulation process, 
a 3-D test phantom was generated. A surface 
rendering is shown in Fig. 3. 

The test phantom represents an extended cylinder 
of low-density homogeneous material with a high- 
density outer wall. The internal material is not visi- 
ble in the figure because the image threshold has 
been set above its value. Inside the extended cylin- 
der are solid bars of material similar to the outer 
cylinder wall. The bars extend out from the center 
of the object, but do not intersect the outer cylinder 
wall. The extending bars define four quadrants, and 
within each quadrant are three solid forms made of 
the same material as the bars. The solid forms and 
the bars are fully contained within the cylinder. 
Each quadrant holds a different solid geometric 
form. 

Figures 3b to 3e show surface renderings of the 
four different geometric forms within each quadrant 
of the phantom. They are: (b) solid ellipsoids; 
(c) solid spheres: (d) solid cylinders: and (e) solid 
cubes. The image of the simulated phantom shown 
in Fig. 3a is 256 (x-axis) x 256 (y-axis) x 20 (z-axis) 
pixels in size. 

The z-axis of the phantom image can be divided 
into 20 planes; three of these are shown in Figs. 4a 
to c.  The homogeneous cylinder with the dense outer 
wall appears in all 20 planes. No portion of the bars 
or the four different geometric forms is contained in 
the first four planes (0 to 3) or the last four planes 
(1 6 to 19) in the simulated 3-D image. The bars and 
geometric forms are all contained within 12 planes 
(planes 4 to 15). Planes 3 and 4, and 15 and 16, 
are transition planes where the bars and geometric 
forms begin and end, respectively. 

Figure 3. (a) Three-dimensional surface renderings of the phantom used to evaluate stage precision; and magnified views of (b) solid 
ellipsoids used in the phantom, (c) solid spheres, (d) solid cylinders, and (e) solid cubes. 
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CT projections were synthesized from the simu- 
lated phantom data set. Figure 5 shows two exam- 
ples of the projections. There are 402 projections 
that were generated over 180". An "ideal" CT 
system would acquire noiseless projections like 

these from an object like the one that is described in 
Fig. 3. These simulated projections are used in the 
reconstruction process to develop 3-D tomograms 
that are a representation of the phantom or object. 
Three of the 20 reconstructed tomoerams of t,he 

Figure 4. Two- 
dimensional images 
for three of the 20 
planes that form the 
simulated phantom 
showing (a) the 
center plane; (b) a 
plane just before the 
bars and geometric 
forms end (transition 
plane); and (c) the 
last plane, where no 
geometric forms or 
bars are visible. 

Figure 5. Two exam- 
ples of synthesized CT 
projections generated 
from the phantom in 
Figure 3: (a) projec- 
tion 107 out of 402, 
and (b) projection 
402. There were 
402 projections, 
produced over 180". 

Figure 6. 
Reconstructed "ideal" 
tomograms represent- 
ing the simulated 
phantom in Figure 3. 
Twenty slice planes 
were reconstructed; 
only three are shown 
here. Slice planes are 
located at (a) the 
center of the object; 
(b) the transition 
where the bars and 
geometric forms end; 
and (c) the bottom of 
the object. Note that 
these are similar to 
those of the simulated 
object image slices 
shown in Figure 4. 
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phantom are shown in Fig. 6.  These are basically 
"ideal" tomograms, where the only error that is 
contributed comes from the sampling and image 
reconstruction process. These ideal reconstructed 
tomograms are used in comparing results to tomo- 
grams reconstructed from projections with staging 
errors introduced. 

Wobble and eccentricity were simulated by imple- 
menting their effects in the synthesized projection 
data prior to reconstruction. The effect of eccentric- 
ity without wobble is simply a horizontal shift in the 
projection data with respect to the center axis of 
rotation. The shift has a sinusoidal weight and is 
dependent upon the rotary stage position. 

When wobble is integrated, a vertical shift must 
also be implemented, which is again dependent 
upon the rotary stage position. A simulation tool 

was developed for this project that implements the 
shift required in the projection data sets to simulate 
both wobble and eccentricity. The desired amount 
of vertical and/or horizontal shift (over all the 
projections) are  input parameters for the tool. 
The amount of shift is described in pixel, or fraction 
of pixel length, making the simulation generic to 
all CT systems. 

For example, we have a high spatial resolution CT 
system that is capable of acquiring radiographs with 
pixels that are approximately 10 pm x 10 pm in size. 
A shift of one quarter of a pixel in this case would 
represent eccentricity of only 2.5 pm over a 180" or 
360" movement of the rotational stage. 

Four simulations were performed to observe the 
error produced in a CT reconstructed image a s  a 
result of different degrees of wobble and eccentricity. 

Figure 7. (a) Three-dimensional surface rendering of the reconstructed tomograms of the simulated phantom with 1 -pixel wobble 
and eccentricity error introduced. Magnified views of (b) solid ellipsoids; (c) solid spheres; (d) solid cylinders; and [e) solid cubes are 
shown with the reconstructed artifacts that are typical to rotary stage inaccuracies. 

Figure 8. Two- 
dimensional recon- 
structed tornograms 
ofthe simulated 
phantom with I-pixel 
wobble and eccentric- 
ity introduced: 
(a) tomogram at 
center of the object; 
[b) tomogram at a 
transition slice; and 
[c) tomogram just 
below the transition 
slice. 
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The f i r s t  ca se  simulated a horizontal  and 
vertical shift of the object by 1 pixel over 180" of 
rotational movement. The second simulated a 
0.5-pixel movement over 180°, the third a 0.25-pixel 
movement, and finally, the fourth was a simulation 
of a 0.1 -pixel movement. 

Figure 7 shows 3-D surface rendered images of 
the 1 -pixel error simulation after reconstruction. 
Artifacts are  present within the reconstructed 
image, and they are particularly prevalent a t  transi- 
tion boundaries (that is, where the bars end, or the 
top and bottom of the cubes and cylinders). At the 
boundaries, or whenever there is a change in atten- 
uation, planar information can be missing or conta- 
minated with other planar information if there is a 
sufficient amount of wobble. Also, the artifacts 
appear to be more prevalent where there are sharp 
edges within the image. The artifacts can also be 
observed in each slice of the reconstructed tomo- 
grams shown in Fig 8. 

Only three of the 20 slices are shown here, one at  
the center of the object, one a t  a transition slice, 
and one just below the transition slice. The artifacts 
can be seen here also, and again, they are particu- 
larly evident at  transition areas. The simulated arti- 
facts that are observed here are caused purely by 
rotational error in the object handling system. If 
artifacts are observed in real CT reconstructed 
images that are similar to these, than rotational 
stage inaccuracies should be suspect. 

A more quant i ta t ive measure  of e r ro r  is 
observed when taking the difference between the 
"ideal" reconstructed image shown in Fig. 6 and 

the reconstructed images that simulate the various 
degrees  of wobble and  eccentr ic i ty  e r ror .  
Figures 9a to 9d illustrate the amount of error 
present for the simulated cases of a 1-, 0.5-, 0.25-, 
and 0.1 -pixel vertical and horizontal shift over 
180" of rotational movement. It is surprising to 
see that a shift of merely one quarter of a pixel can 
cause visible error in the reconstructed image. As 
mentioned above, eccentricity of only 2.5 pm would 
produce this type of error in our 10-pm high- 
spatial resolution CT system. 

Alignment of the Rotational Stage 

We are developing simulation tools and proce- 
dures in an attempt to improve our CT systems 
alignment, which will improve the quality of our 
data. It is also possible that the methods and tools 
being developed will lead to fully automated or semi- 
automated calibration that would greatly speed up 
the process. This criterion has influenced the choice 
of phantoms and operational procedures that are 
required for alignment. An attempt is made here to 
fully simulate the interaction between the experi- 
menter and the CT system. 

There are two key requirements of an aligned 
rotational stage. First, the center of rotation should 
be coincident with the center of the x-ray beam at a 
specific magnification. It is also advantageous if the 
center of rotation is located a t  the center of the 
detector for the best use of the source and detector. 
Second, the normal vector projected up from the 
center of the rotational stage should be parallel with 

figure 9. Two-dimensional difference images of the center slice of the simulated phantom. The images are the difference of an "ideal" 
reconstructed image (shown in figure 6a) from various degrees of simulated wobble and eccentricity error. The various degrees of 
error are shown for: (a) 1 -pixel vertical and horizontal shift over 180" of rotational movement; (b) 0.5-pixel shift; (c) 0.25-pixel shift; 
and (d) 0. I-pixel shift. 
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the plane of the detector face front, and perpendicu- 
lar to the mid-plane of the x-ray beam. 

Figure 10 i l lust rates  an  example of mis- 
alignment. Alignment is specified by three parameters 
defined in the detector coordinates: the offsets from 
midline (zt and T~), and the rotational tilt (y). 

The task of aligning the rotation stage can be 
performed using a phantom or test object. The 
phantom could consist of a cylinder of plastic or 
some low-Z material with single steel or tungsten 
balls positioned at  different heights along the cylin- 
der. This phantom is called a ‘‘ball phantom.” A 
diagram is shown in Fig. 1 la. Cylinders of different 
radii should be used to completely fill the field of 
view of the CT system. CT systems can have different 

Figure 10. Alignment parameters for a typical 2-D detector CT 
system. 

fields of view depending on the systems magnifica- 
tion, which is typically adjustable. The balls should 
be about 1 to 3 pixels in extent, and positioned at  
different heights along the cylinder and near the 
edge of the cylinder (at large radii). All of the opera- 
tions performed for alignment of the rotational stage 
use the ball phantom. 

Figure 1 l b  shows a simulated radiograph (no 
noise) of a ball phantom. For this simulation, the 
phantom was positioned a t  a source-to-object 
distance of 423.6 mm, and has  a diameter of 
250 mm to just fill the field of view. To keep the disk 
space requirements moderate, a 51 2-x-512 simu- 
lated detector was used with 0.685-mm square 
elements  a t  the  detector,  yielding 0.525-mm 
elements  a t  the  center  of the  object ( tha t  i s  
0.525-mm cubic voxels for the canonical reconstruc- 
tion mesh). 

In Fig. l l b ,  the balls are 1.5 mm in extent for 
this simulated example. The issues about ball size 
involve a trade-off between contrast sensitivity, the 
size of a pixel, and the precision that is required to 
align the system. As the balls get smaller, the 
contrast requirements can become problematic, a 
particular problem in real CT data with additional 
noise content. We want to image the balls clearly, 
and not guess about their position due to inadequate 
contrast performance. However, with “perfect” 
synthetic data, even small differences in attenuation 
are significant. If it is necessary to see small 
misalignments, the balls should be small. This may 
then require higher-Z balls (that is, tungsten) to 
increase the contrast. 

Figure 1 7 .  
(a) Diagram of the 
ball phantom 
containing a low 
attenuating cylinder 
with high atfenuat- 
ing balls; (b) simu- 
lated radiograph of 
the ball phantom. 
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For a CT system with a large field of view, larger 
balls can be used and regular ball bearing steel will 
suffice. 

During the alignment procedure, the camera 
acquires a single image while the ball phantom is 
continuously rotated (typically over 720"). 
Figure 12a shows an approximate image of this 
type of acquisition for a well-aligned ball phantom. 
Different torii were used for the balls to simulate the 
effect of radiographing under constant rotation. 'Ityo 
types of vectors are calculated from this simulation. 
First, a row-wise projection is calculated from the 
radiograph, as shown in Fig. 12b. Second, the 
center of mass is calculated for the center ball, as  
shown in Fig. 12c. 

To understand the relationship of different types 
of tilt, different tilts were simulated with the 
synthetic ball phantom. For example, the phantom 
was tilted directly to the  right 1". Figure 13 
contains the image of the constantly rotated phan- 
tom (Fig. 13a) and plots of the two vectors, the row- 
wise projection vector (Fig. 13b) and the center of 
mass vector (Fig. 13c). In the center of mass plot, 
notice the skew opposite the direction of the tilt. 

figure 14 contains two plots of the vectors show- 
ing the differences between the aligned and tilted 
radiographs. For the projected vector, the effect of 
tilt results in a decrease in magnitude and widening of 
the !?WHM of the change in attenuation for the middle 
ball, as shown in Fig 14a. The center of mass vector 

350 450 
ograph 

Figure 12. (a) Simulated radiographic image from camera acquiring data while the well-aligned ball phantom is continuously 
rotated; (b) row-wise projection vector. Note: the summed attenuation of the cylinder (with or without the b d s )  js higher at the top 
and bottom, due to the large source cone angle associated with this simulation. X-ray cords are longer through the top and bottom 
of the cylinder than they are through the center. (c) Center of mass vector for the middle ball. 
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for the ball at  the mid-plane becomes curved at the 
ends for the tilted case, as shown in Fig. 14b. 

The basic procedure would be to keep tilting the 
phantom until the magnitude of the row-wise projec- 
tion of the center ball is a s  large as  possible, and 
the width of the projection trace is as small as 
possible. Any misalignment will cause a spreading 
of the same mass' over more pixels and reduce the 
intensity of the peak. The direction of tilt for 
correcting alignment can be determined from the 
skew of the center of mass plot. 

There are a number of possible applications of 
this technique to automated alignment. The projec- 
tion vector determines if tilt exists. The width of the 
row-wise projection will be minimum for the ball on 

the aligned rotational table (no tilt, and ball on the 
mid-plane). Also, the curvature of the center of 
mass plots point to the direction necessary for 
correcting the tilt. If computercontrolled alignment 
mechanisms are incorporated in the CT system, the 
corrective action necessary for the next move of 
the tilting stages could be calculated from these 
procedures. However, currently we only use a 
manual hand-dial driven tilt apparatus to make 
these corrections. The key is that, once the location 
of the mid-plane is known, and the system is aligned 
on the mid-plane, the center of the source cone is 
known, and the center of rotation can be calculated 
from the center of mass of the single line of data on 
the mid-plane.6 

9.44 r I I I I I I 
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Column of extracted region relative to starting position 
. - _ _ _ _ _ _ . - ~ - ~ _  

Figure 73. (a) Simulated radiographic image of a tilted ball phantom that is continuously rotated. The phantom is tilted 7" to the 
right. (b) Row-wise projection vector for this tilted phantom; and [c) center of mass vector for tilted phantom. 
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The disadvantages of this process are the contrast 
properties of the ball phantom. If the contrast is low 
and there is a lot of noise in the images, all of the 
manipulations of the data will be problematic. This 
is why it is necessary to carefully choose the size of 
the balls and the size of the plastic cylinder that is 
used to develop the phantom. The size of the plastic 
cylinder should be just slightly less than the field of 
view (at a specific magnification). If smaller balls 
are required for more accuracy, then higher attenuat- 
ing material should be used to increase contrast. 
Also, the projection vectors help improve the signal- 
to-noise where the noise is suppressed in the radi- 
ographs by summing rows. 

Future Work 

At LLNL our computed tomography systems are 
complex and diverse. We use them in a large variety 
of industrial NDE applications, ranging from high- 
spatial resolution applications like the micro-scale 
characterization of soil samples to large-scale lower 
resolution applications like the characterization of 
waste drums. To handle these requirements, our CT 
systems are modular in design and can be adapted 
to the application. This type of modular design 
requires that we understand the mechanical accu- 
racy associated with each component and what is 
required for their alignment. In the development of 
new CT systems, or when reconfiguring existing 

systems, this information can be used to mix and 
match components so that the required results will 
be obtained. 

We are interested in developing a tool to simulate 
the entire CT system, from the source to the detec- 
tor. This tool would be used by the CT system 
designer to choose system components and develop 
requirements necessary for their alignment. This 
year we have developed tools to understand one 
important component of the CT system, the rotary 
stage. The simulation of other components of the CT 
system can be based upon what we have learned in 
simulating the rotary stage. 

From simulating the rotary stage, we have discov- 
ered that small errors caused by wobble and eccen- 
tricity can create visible error in the final CT recon- 
structed image. Error creating only one quarter of a 
pixel displacement over one rotation of the rotary 
stage is sufficient to cause artifacts in the recon- 
structed image. Reconstructed artifacts that are 
caused purely by wobble and eccentricity have been 
simulated so that the effect can be identified in real 
CT data sets. If we can simulate error caused by 
wobble and eccentricity, we should also be able to 
correct for this error if the rotary stage is well- 
characterized and the error is repeatable. 

We have also simulated an alignment procedure 
for the rotational stage that uses a ball phantom. 
This procedure generates data that could be used for 
automated or semi-automated alignment. 

Figure 14. Comparison of the vector sets from the well-aligned phantom and the tiltedphantom: (a) comparison of the row-wise 
projection vectors; and (b) comparison of the center of mass vectors. 
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