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Engineering: An Update on Engineering
New Initiatives and Technology Development

Spiros Dimolitsas
Associate Director for Engineering
ENGINEERING T
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SecurityResearch Associate Deputy Director
Defense & Nuclear Earth & Environmentat
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Control/international Security

Wayne J. Shotts
Associate Director

Biology & Biotechnology
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Engineering

Physics & Space Technology

|

Spiros Dimolitsas
Associate Director

Chemistry & Materials Science

Harold C. Graboske Jr.
Assaociate Director

u Richard J. Fortner
Associate Director

Anthony V. Carrano
Associate Director

Laser Programs

Energy Programs

Computation

E. Michael Campbell
Associate Director
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Associate Director
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Associate Director

____n
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* Employees
- Staff: 7,300
— Other: 1,200

e Capital Plant: $4B

* Annual operating and
capital funds: ~$1B/yr

Managed by the University of California since 1952 ENGINEERING Zaa.f'

Global Security

LLNL's defining mission is national security
¢ Dismantling the nuclear arsenalis
» Stockpile stewardship
- Focused on the enduring stockpile
— Science-based (no underground testing)
— Production capability rather than capacity
* Dealing with the proliferation threat
~ Detect
— Inhibit
— Respond
We have helped develop single, integrated multi-Lab

programs in concert with DOE and others; execution of
LLNL's part is through our Council on National Security

T w— |
ENGINEERING (.5

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998




Characteristics of Lawrence Livermore National Laboratory

Strong focus on problems of national importance

Intentionally and intensely multi-disciplinary

Science and technology are mostly programmatically driven

Entrepreneurial, with an emphasis on high risk,
high leverage technological solutions

Utilizes teams on projects, not individuals on grants

)
ENGINEERING (5~

Our Core Competencies allow us to solve problems
involving multiple extreme dimensionalities simultaneously

Integrated Engineering
of Large-Scale Complex
Applied Physics Systems

A

Measurement
Science at Extreme
Dimensionalities

Micrescale Engineering

Large-Capacity
Computational Modeling
and Simulation

Integrated/Multidisciplinary e Couplex » Precise » Modelled )
ENGINEERING (5]

CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES




LLNLs Programmatic Evolution

Emerging Technologies
Béo i &

Bioscience & Health

Energy Resrch & Tech

Magnetic Fusion

Environmental

Mat'ls Stewardship

Isotope Separation

DoD

Nonproliferation

Inertial Fusion

Nuclear Weapons

1952 1975 1997 2020
FTEs 688 8555 6887

— ()
ENGINEERING (5

A complex football-stadium-sized structure delivers
700 tera watts of laser power with 50 um (rms) accuracy

¢ 4000 tons of steel

« 2700 class-100 assemblies

35,000 control points

42,500 optical elements

18,000 ft? of optical surfaces
* 1.8 mega joules of energy

* 1 nanosecond event duration

< 20nm surface finish requirements

S
ENGINEERING (52

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998




10

DYNAS3D simulations are critical to the
process of design/analysis/experiment

An energy absorption
requirement demanded an
analysis-driven flange design

AT400A shipping container

S |
ENGINEERING (5

Our tiltmeter can detect 1-inch gap formations 10,000 ft. below the
earth’s surface and sense nanoradian earth-induced movement

1997 R&D-100 winner

-
ENGINEERING (5T~
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High-resolution, ultra-high speed, multi-frame
stereoscopic imaging is a capability unique to LLNL

Image-converter camera

— (1}
ENGINEERING L5

Explosively-driven conical shell collapsing and
squirting out at 9.2 km/sec (Mach number 27)
to + to +
17.1 usec 24.1 usec
to + to +
31.5 usec 40.8 usec
20 nsec exposures mgj
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Engineering’s Technology Strategy
* Implementation Plan »

Q

T

ENGINEERING (.

fJ

A layered-structure can be defined to facilitate understanding
and management of our core technologies and competencies

¢ Engineering competiencies — definitions ( . .. What we do)

e Engineering technologies — definitions (. . . How we do it)

P — |
ENGINEERING (5]
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Extreme Engineering:

Engineering of systems
involving the concurrent
integration of muitiple
technologies driven to
their extreme

Integrated angineerikng of
large-scale, complex appiied
physics systems

n Competencies

Nuclear and conventional weapons enginearing
Nuclear materials disposition

Laser systems engineering

Isotope separalor engineering

Safety-critical control systems

High-integrity syslems

Accelerator and partide dalector systems engineering
Field engineering

Security control systems

Adaptive optics

Electronic commerce and concurrent engineering systems

Large, complex
computational
modeling and
simulation

Structural, thermal, and fluid system analysis and design
Nonlinear systems modeling

Biomuman system modeling
and mi ics analysis and design
Antenna modaling
Nuclear and electromagnetic radiation effects
Integrated photonics

systems v analysis and op
Transportation vehicles, systems, and infrastructure
Natural hazards assessrment and mitigation

Microscale engineering

Precision, brittle material fabrication

High-precision optics

High precision assemblies

Miniaturized. integrated analytical bic/chemical systems
Medial micro-instruments and micro-lools

Genome sequencing instrumentation

Opto-siectronic communication devices

Measurement science at
extreme dimensicnalities

Real-time data acquisition and procassing
Transient diagnostics

Remote characterization and detection systems
Ultra low-power, precision proximity radar
Adaptive sensors and networks
Nendestruciive evaluation

Accelerated materials aging

Biomedical imaging

Geologic signal procsssing and analysis
Sub-surface (induding underground) imaging
v tofing and -

ENGINEERING (5

=

Engineering’s Technologies as of August 1998

CoreTechnologies

Enabling Technolagies

systemns design

Electronics and electrical sysiems design
Computer controls design

Optical engineering

High power electro-oplics

Software engineering

Power conditioning and pulse power
Reiiability, availability, and maintainability
analysis

Probabilistic risk analysis

Sparse dala analysis

Supparting Technolagies

Project managsment

Real time, large-scale/muiti-point control systems
Real time acquisition and tracking

Nuclear engineering

Inteiligent autornation

Energetic malerials enginearing

Systems science

High pressure engineering

Communication nelwork design and integration
High-performance computer systems enginesring
RF engineering

Superconducting magnet technology

Flight systems engineering

Discrete event simulation

Economic systems modeling

Computational
engineering

Computational structural mechanics
Computational thermal transport
Compuational fluid dynamics

Continuum material modaling

Coupled. multi-physics code integration
Fabrication process modeiing
Time-damain electromagnetics

Massively parallel software implementation

Computationai tools for analysis and design
Mesh genaration

Visualization

Numerical anaiysis

Large code architecture and design
Micro-scale mechanics and fluidics

——"
ENGINEERING (5
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Engineering’s Technologies as of August 1998 (continued)

. ‘CareTechnologies

Precision i ing

Enabling Technolagies

O Metal turning, shaping and forming
Machine design and analysis Comp: and ani ic materials
Precision postioning and control Maln_alogy )

Brittle materials processing 30?!-“@5 and deposﬁ)on

Diamond tuming uiti-layer fabrication

Precision grinding and polishing

Manufacturing process Gevelopment and
control {casting. spin-forming welding, etc )

Suppaorting Technologies

Microsystems
technology

and [ rOCess pment
Opto-slectronic materials processing 1ll-V material systems
High-aspsct ratio micromachining

Controlled stress thin-film fabrication
Microfluidics engineering

Material deposition

Integrated micro-actualors

Fusion bonding

Signal acquisition
and characterization

High-speed ejectronics and opto-electronics
Lasar-driven uitrasonics

Model-based digital signal processing
Featurs-based image restoration

Computed tomography

Array signai processing

Remote sensing and multi-spectrai imaging
Micro-impuse, spread spectrum radar

High velocity exparimentation

Electrical resistance lomography

Magnelic field imaging

Seismic signai processing

Environmental testing of systems

Neural network inlegration

Digital/film radiography, ultrasonic testing, and IR imaging
Material testing and characterization

P ——— |
ENGINEERING (5]

Engineering Organization

. ENGINEERING

AR R TRV A

|

=

MECHANICA |ENGINEERING SCIENCE
ENGINEEF&NE . ANDTECHNOLOGY
R OGRS I,
i g Center for
Applied Science
; Computational
‘ Engineering Division P Engii in g
Manufacturing Center for
: and Materials Precision
. Engineering Division Engineering
e S
. New Technologies Center for
: Engineering Division Microtechnology

] Laser Science
! Engineering Division

B Y

! Defense Technologies
- Engineering Division

M R R

TS

Center for
Non-Destructive
Evaluation

R S L T I,

Center for
Complex Distributed
N Syitems

e,

ELECTRONICS
ENGINEERING

T ——

: Electronics Engineering
: Technologies Division

Defense Sciences
Engineering Division

R T

Laser
- Engineering Division

RN

—y
ENGINEERING (5
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Center mission

An Engineering Center is the focus at LLNL for the core technology represented.

* An Engineering Center has been delegated by the Directorate the

responsibility for the vitality and growth of the core technology it represents.

Hence, it focuses and guides investments in enabling technologies and
supporting capabilities.

e A Center is an Engineering R&D “program” whose output is technology.

¢ When a Center has a focus that is narrower than the core technology it is
most closely related to, the Center will in addition provide a forum for the
discussion of issues related to the broader core technology area (e.g. the
Center on NDE will provide a forum for the discussion of issues related to
“signal acquisition and characterization”)

ENGINEERING (5

A successful Engineering Center. ..

* Solves compelling problems that require breakthrough innovation.

* |s world class, or is on a path to become world class, and put
Engineering on the national map.

e Broadly impacts the Laboratory, enables new programs
(one technology focus, many program applications).

¢ Requires and drives mechanical and electrical engineering
enabling technologies to advance (is cross cutting).

=+ |s enabled and is critically dependent on unique LLNL capabilities
(to create a sustainable differential advantage).

* Has close and/or significant University affiliations.

* Facilitates the introduction of new technoiogy to applications (programs)
and provides an avenue to facilitate access to engineering enabling technologies.

* Develops a significant intellectual property base.
» Can attract external sponsorship.

A robust Center solves compeliing
problems that require world-class innovation

— )
ENGINEERING (5
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Diffraction Tomography
By A.]. Devaney
Department of Electrical Engineering
Northeastern University
Boston, MA 02115

This talk will trace the evolution of diffraction tomography (DT) from its
foundations in X-ray Crystallography to its current status as a rigorous solution
to a host of linearized inverse problems involving acoustic, electromagnetic and
optical wavefields. Special attention will be devoted to applications of DT to
statistically based problems such as target detection and identification and
parameter estimation from noisy wavefield data. The talk will review a number
of example applications of modern DT that include imaging and parameter
estimation from ground penetrating radar (GPR), ultrasound tomography, and
optical diffraction microscopy. Current commercial ventures aimed at
developing a high resolution optical microscope based on the concepts of optical
diffraction microscopy and the development of a fast and efficient GPR system
capable of mapping underground utility lines will be reviewed.

Diffraction Tomography

AJ. Devaney
Department of Electrical and Computer Engineering
Northeastern University
Boston, MA 02115
tonydev2@aol.com

* Brief history
* Mathematical formulation
* Examples
* Summary and comments

Physics based signal processing

CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES



Problems addressed by DT

Geophysical
Electromagnetic * Off-sct VSP/ cross-weil tomography
Acoustic i GPR surface imaging
l induction imaging
Medical
Ultrasound tomography
Ultrasonic C& optical mfcmsf:opy
Optical >.< photon imaging
Industrial Ultrasound tomography
optical microscopy
Electromagnetic induction imaging
Ultrasonic ><

Optical

Historical survey

X-ray crystallography

Fourier based Computed
Born/Rytov inversion | | tomography

| |

Conventional | } Statistical based
diffraction tomography methods

y ) 2
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Canonical scattering
configuration

Sensor system

st

Scatiered wave

2"ete el

(VP +k ) y(r,0) = O(r,w) y(r,m)
O(r,w)=k*[1-n*(r,m)]

r Inverse scattering problem: Given set of scattered field measurements
__ determine obiject function |

—

Scattering models

O(r)
A ARV S V(S = R VR e
kT p(r)=k [l —-nT(0)]y(r
Win(r)f > \;/"“'(r):—_—I_Jd“r’O(r"}l,l/(r‘)_e_~
dr Ir—r'|
Born Model w;“(r):__L'[d"r'O(r')Wm(r‘) o
4w fr -1l

Rytoy Model = g*!Motrimowin

5WR (l"):_l_Ja’ K,—'O(r’)e“-‘f(lW.q(r)—w,,(r | @
drk
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Accuracy of Rytov
approximation

Sensor sysiem
= WR—e

e

incident wave

k[Wo(r)+dW, ()]

Y, as kr 5 oo

Hybrid approximation:
* Exact from measurement piane to near field 1;
* Rytov from near field to object |

Rytov

Simulation and experiment:
= optical fiber illuminated by red laser
* ray trace foilowed by free space propagation
* Rytov Measurcment plane
* Hybrid
lkso ‘\

* Experiment Anguln spectrum

Ray trace, hybrid and Rytov

,v Optical fiber: n=i5 pm, b= 65 um, 6na=.616. 5nb=0065 |

PDrsy o P 0 o 2 14 & e

e o oy 1ot St 1 3 = Wb rem

I I
H I
¥ !
H
i i
A }

T ()
He
Seaiae

":..—"-a.—
=
<
e
S
25
=iE
e (]
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Fig | Tomograph scanas uaed in the upovimesta

YO 0 (PR 4 baa

(PO L e

o et et
P e '

§ 656 EFEENHG
¢
St asatgbea

sty mtn d e rwmensed (=1 ma tmsie

b ALY e e Arenhime st

N Sporheim, | Johansen. A} Devaney, Acoustical Imaging
Vol 18ed H Leeand G Wade, 1989

Inverse problem

Sensor sysiem

" “‘P}Qi( z

Inversion Algorithm 1 (;)(ro )

OW, (1)

- . W(;)(ro)
OW,(r,)

TR

= 0(r,w)

Problem reduces to solving set of coupled linear integral equations
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Why tomography?

Vieasurement Plane

iklr, -1
~#sg (F,-T) €

Ir —r'l
14

Incident plane wave

kST
e
\ %

SW,(r )= ——(d'roqr
() 4“5 r'O(r'e

= [d*rO(r)d(r,—u -r")

Integral along straightline ray path: Inversion via C'T

[_ISiffraction tomography (DT) is generalization of CT to diffracting waveﬁeidﬂ

» Filtered backpropagation
¢ Generalized ART and SIRT
K « Various limited view algorithms

Born approximation imaging

eiki r—r|
v, (r,m)= —ijd%'O(r' LW, (T',0) ———
lr-r|

“Lens))
outgoing spherical wave Incoming spherical wave

scattering point Image point

————— = h(r-1',0)

v, (r,w)=y,(r,o)= J.d3r'0(r',w)w,.,,(r'.w)h(r -r'.®)

SIGNAL AND IMAGING SCIENCES WORKSHGOP 1998
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Scattered wavefield i Backpropagated wavefield

sw, (r,w)= _fd3r'0(r',a>)1//m (r',@)h(r -1, ®)

Single experiment generates image of the product O(r', )y, (r', @)

The backpropagation
algorithm I

WS (r‘ W)= J‘dS’A(S,a))eikS -T Q Sensor system aperture

Scattered wavefield

Object

Backpropagated wavefield

Image

v, (r.o)= st A(s. )T (s,)e™®S*T () Sensor system aperture
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The backpropagation point
spread function

RN

sphericaj wave 2 Sensor system aperture

B

ik lr=-r'l
I e

s - S iks.(r—r1') o
4z lr-r'l } h(r r-w)—idsT(s.a))e

[N DMWY
\__b,,/

% backpropagated spherical wave

[Poim spread function 1s the image of a point (delta function) scatterer I
RS

Aperture function 7(s, @) models sensor and computational inaccuracies

Point spread function

h(R.w):J’dsT(s,m)aiks'R % ideal Case :
a Zero aberration and {2 = 4x steradians

Q > (R.@) =SB _Gine (kR)
kR

Point spread function 2 Coherent transfer function
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Plane wave diffraction
tomography

source array Getector array Partial image

y,(r,w:s,)

v, (risy) = [dro(,@) e T hir —r', o)

h*(r—r'.0) :stngzksoo(r -T)
o

—ikSO ° rw[(r,a)-’so) = str'O(l",G))‘h(r ___r',a))‘z

w,(r,co):jdsoe
Q

Image quality

v, (r.o)= J‘d"r'O(r',w)}h(r—r‘,a))'2

sin(kR) Y
kR

(R, )| :(

Point spread function . Transfer function
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Image processing

sin(kR)
kR

(R, o) =(

H(K):% for K<2k=H'(K)=K

(W/ (r,w)= J‘d"r'O(r',a))'h(r —x",co)f2

|(§(r,a)) =H" ®y,(r,0)= [d’ror, A -r',0)

Filtered backpropagation algorithm

’é(r,a}) =Y BP0, ®y; fr.0)
Sg

Filtered backpropagation
algorithm

Scattered Field Filtering

4
. et Backpropagation |,
Scatiering object : K —— w}}\
o(r) & e,“
\ P

\ O(r;s,) = BP{Q_ﬂ y; kr,a))

Sum over view angle:]

55 S em-asos

Lll 55[ AR)=3 h, (R)=6,(R)

Filtered Scattered Ficld

o, ®v,,
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Simulations

2D objects: objects composed of superposition of cylimders

O

/' O O * Single view as function of wavelength

b\_\ O » multiple view at fixed wavelength
o Comparison of CT versus DT with DT data
» multiple view as function of wavelength

[ B 1
| Simulations test DT algorithms and nof Rytov model j

Image quality as function of number of views

one view

5 views
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wavelength = 0.1 wavelength = 0.5 wavelength = 1.0

wavelength = 0.0

v waelength =3.0 wavelength = 5.0

Filtered backprojection and backpropagation
algorithms applied to scattered field data

wavelength = 3.0 wavelength = 3.0 wavelength = 10.0
Filtered backpropagation versus Filtered backpropagation
filtered backprojection as function of wavelength

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998
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Tor Standnes, Experimental }
investigation of ultrasound
diffraction tomography
Ph.D. Thesis, 1998,
University of Belgium

(£} Shusce ..-';ﬂ

s
1 4
F -ty
5 ]
<
i el I -
.: - - - -W a & o - W . ea 3 " &
@ ®

Ultrasound simulations: Born vs Rytov

1 = o=

-.7 m =

e i i—:

- '

I e —
T &)

J =] ==

7 g M

— - .

RISV oo R NNIVNY B RN

........

P f"Jr-L"\r

i ‘

o L

Fa
%

b s
(e}

-fa —

4]

Fyguce 7.7 werlows of cyite
mmuamdﬂhlwmdll!‘dn&-

3 {(u] Bora dats; ¢ = 4.0 mew: (3] Rywov dats a = 43 mwm; {c} Born data:
a = 5,0 mum; (d) Rytov data: & = 5.0 mow; {¢) Bor data: 8 = 8.8 mm; (f) Rytov

data; a = 6.0 mm.

drical cbjects with cireniar

! objecws with circular Figan 7.9 B

Rytov data; a = 15.0 mon.

mmwmwuhumhdﬂliam
o (a) Barn data; @ = 10.0 v (B) Rytov dates a = 10.9 wem; {c) Born dasa;
o = 11.0 mm; {d) Rytov deta; 5 = 119 mem; {z) Bora dats: & = 38 mm; {f)
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FPiguce 7.3% Reconstructed diassetrical sections of cylindrical sbiscre with dres-
lae zrom secticn based on measured dats for 2 velocity differemcr of 118 K a2d
radion & (8) Rytov data; a = 7.0 mem; (b) Rytor data; 4 = 8.0 mwss (c) Rytow
data; @ = 11.0 mm; {d) Rytor data; a = 150 ram.

Tor Standnes, Experimental vesigation
of witrasound diffruction wmography
Ph.D Thests, 1998, University of Bergen

FBP vs ART reconstructions from ultrasound data

Slowest

Fig. 5 (a) Real part of the reconstruction generated from the FBP algorithm from data
taken at 26 equally spaced view angles. (b) Imaginary part of the reconsazruction
generated from the FBP algorithm from data taken at 26 equally spaced view
angles.

Fastest

LN
(@ (b)

Fig. 6 (a) Real part of the reconstruction generated from the DT-ART algorithm from
data taken at 26 equally spaced view angles. (b) Imaginary part of the
reconstruction generated from the DT-ART algorithm from data taken at 26
equally spaced view angies.

Slowest
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What’s Wrong with Optical
Microscopy?

Semi-transparcat Object Image

7 \\:r /
w bxe
/’“ T s K

Condenser

g

Obpectine Lens

B Iluminating light spatially coherent over smail scale:
+ Poor image quality for 3D objects
| + Need to thin slice
» Cannot image phase only objects:
*Need to stain
*Need to use special phase contrast methods
* Require high quality optics

-

Inverse Problem

Dritraction Plane

e

fransmiited wave

1
3

Mecasure (ransmitted inensity
over diffraction plane

inverse Problem: Given intensity of trunsmitted wave estimate the complea
inde~ of refraction distributioa of the object.

Dithicutties
s Phase Prabiem
* Phase retrieval
* Holography
e Quantitative inversion
» Diffraction tomography
» Born Model
e Rytov Model
o b omted Data

*» Multiple experiments
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Experimental systems for optical
diffraction tomography

Torolf Wedberg, Quantitanive phase microscopy
hy nwo-dimensional optical diffraction tomography.
object

Ph.D. Thesis. 1994, University of Bergen

Hie-Ne laser D

spauai
Filter

Nohammad Maleki, Opuical diffraction tomography.
Ph.D. Thesis. 1994, Northeastern University, Boston

s

imaging
opts N

2 <<O>'\ miy @

7 e T
e 1]

matching clfective

measuremen!
s transiation
age
NOF oot image pane
arzy
CCD camera
M1
/ ! / I
7 g

He-Ne laser - - { s '
( ’ § CEeogEs
7 : u2 S

3paus’  pojaazer CL BSY
e

Fig. 6 Expenmental setup where CL is the colimating lens, BS is
the beam splitter, M is the mirror, and NDF is the neutral-density

filter.

ODT reconstructions directly from intensity

Nt sy

Yt ey

Fig 4 Nermaied sty floriboton m i Sifrecsion
Pimre rsied m [, ~ 76 mm fraem e fider &) sRpunmenisl
data, (B) ammasted ots. sang the TYOrH moithod, ead (21 sewse
‘otod dula vmag e s Rviow epprotimetson o (o

| Opticat fiber: a=1.2 um, b= 6.22 jum, da=11.5x10° |

M. Maleki, AJ. Devaney, A. Schatzberg, JOSA A, Vol. 9, 1992

et Recomtraciiors e b omm dos

i

e T ST et el e

N seioed ey dow

t ™ N e eoprassen don
s L]
[
3.

b \

g e S R S R R

Racdia] Dutaecs {sn |

Fig. 5 Reconstruction (rom experimental ard hybnd scattering
data. The dotted curve shows the wWdeal fiber profile. and the
solid curve gives the reconstruction vbsined from the full wmpli-
tude and phase) simulated data. The dashed curve is the recan-
struction obtuined from the hybrid intensity data, and the
reconstruction from the experimental intensity data 1s displayed
with pluses i <1
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Experimental results from ODT
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T. Wedberg and W. Wedberg, “Tomographic
reconstruction of the cross-section refractive index
distribution in semi-transparent, birefringent fibres.”

Journal of Microscopy Vol 177, 1995
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2 Teams Find Huge Dinosaur Bones in West
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A. Witten, D. Gillette, J. Sypniewski, and W.C. King, " Geophysical diffraction
tomography at a dinosaur site”. Geophysics. Vol. 57, 1992
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Figure 8. The 1952 Shigmim nudy area a8 illunzated by () Dhe nite flan showing the excavated
WITTEN ET AL, surfacs and sublerranesn festurys and (b & photograph of the Sub-room § excavsiion.

A photograph of a portion of an
excavated subterranean room
showing several small storage
facilities dug into the floor (left)
and a GDT image of a portion of
an unexcavated room displaying a
single storage pit in the floor
(below).
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of Abandoned Mine Shafts

Statistical based DT

Sensor system
onKown Feremete ===
C(:j = y(r,,0) =d(r,,0)+W(r,@)
)

Incident wave Scattersd wave

f(5,5;R) = f(s,5;R =0)e™*

Algorithm generates image of log likelihood function

« Exact for pow - illuninaton and AWGN

» Solution in torm ot FBP algorithm for
data rich cases

* Can be employed for target 11 and
target classification

= Applies to limuted Jdata

* Yields CR bounds
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Figure 8. Hiusiration of the tunnel site in Dowsias. A7,
(not to scale). Measarements were made sloag the /
atis,

Foe porine free data, such o that used here, this Amcien n mose pro
crh relerred to @ the smbiewsty histion

y

(B
Hiusese

- (2

-

P o

e

I =
! @!’M&%& 'g
“"Eﬁ«fum:y(%

Figurc 6. Plot of 28 MHz data for the TE peleriration.

A. Witten, A. Schazberg, A.J Devaney, J.Env.& Eng. Geophysics, Val. 0, 1996

MLE estimates of tunnel location
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Future

* APPLICATIONS

* NON-LINEAR EXTENSIONS

* NOISE—INCLUDING CLUTTER
* ADAPTIVE SYSTEMS
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Computed

Tomography
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The LANDMARC Project:
Land-mine Detection with Advanced Radar Systems

Stephen Azevedo
Laser Engineering Division, EE
information Science and Technology Program
Laser Programs Directorate

CASIS Workshop
Lawrence Livermore National Laboratory
November 12-13, 1998

The problem we are addressing is radar
detection of landmines

* Objective: Develop and demonstrate the key technologies
to prove the efficacy of a landmine detection system
based on radar

*Importance: Demining operations to reclaim land and
save lives are currently slow and inefficient (estimated
1000 years to clear)

- Current methods are low-tech and dangerous
— New LLNL-technologies can be applied and can be
cost-effective

ety of € e

L A BB Aicropower imprice
e
MIR/SGAS-$8-0005 2 LANDMARC EE-SGA Prop 99
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The LANDMARC technical team has experience with
radar imaging

» Stephen G. Azevedo, Project Leader for MR, Ph.D. in
reconstructive imaging

o James M. Brase, Deputy Program Leader AMP, Image and
signal processing

» E. Tom Rosenbury, Microwave hardware design

* Jeffrey E. Mast, Ph.D. Microwave diffraction tomographic
imaging

e Sean Lehman, Ph.D. candidate at U.C. Davis

* Paul Walker, Ph.D. candidate at Purdue University

* Robert Greenwalt (Lt.Col., U.S. Army, ret.), Consultant
* Douglas Rake for Japan-US interactions, Consultant

Larwsence Livecmnss
ad | abow shory.

MIA/SCAS-88-0005 s LANDMARC ££-SGA Prop 99
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AP NM M14 Antipersonnel Mine

Mamu{scturing Country:
Usiag Coumtry’

Case:.

Type:

Shape:

Remarks:

Incha

indis

Plastic
Antperannaci

Cytinder

Toe Indian AP NM M- 1418 3 copy of the US M1 4 pressure imbiated, bladt antipersonnel mine. Whea peessure is applied to the wp of the
mine. a helievitie spring 13 invericd, snapping the anker o the detonatr and setting off the mine. The plastic body does provide the mine

with a non-metallic construction, thereby limibng the otal metal in the mine to the stnker and detonator.

DETALED hroRMATION
AJ | Descripion | General Info | Characlersslics | Compooants
Periormance | Anadyst's info | Heutralization | Deteclability
SOLUTIONS
Coumternune Sohstions

Return 1o Search Resuls

TS-50

Mine Highlighted

The TS-500s a wmall. anu-
persoanel blast mine that can
cither he placed by hand o
seattered from helicopters. The
mine is blast-resistant and is
designed to deteat most
explasive countermeasures
This mme s found i Georgia.
frag. Lebanon and Rwanda
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Existing mine detection R&D programs are largely
directed to the military mission

Military Countermine
- Clearing and marking safe lanes
« Avoiding mined areas

- Requires rapid detection any
time, weather, environment,
enemy activity

+ Some casuailties accepted
- Mines not necessarily destroyed

- Objective taken; continue the
battle

» Preserve the force

Nabonal 1 abosatory

MIR/sga/10-3-984

Humanitarian Demining
Detect and destroy afl land mines
Post conflict endeavor

Detection of individual mines more
important than speed of movement

Conducted by the host country
organization or outside assistance

Detection and safety are critical
(approach 100%)

Promote mine awareness of
returning refugees

Reestablish economy and
infrastructure

Gg i< ropovres
s mpuine Radar

Santa Cruz Red Cross Cont.

Humanitarian demining goals and requirements

are rigorous

— Once a minefigld is located

* 100% removai of mines/AUXO to plough-depth (20 cm)

* Do not make the mines more dangerous:
~ Don’t bury them deeper
— Don't leave any damaged mines
- Don’t modify them chemicaly etc.

» Locate gvery mine

- Approach 100% detection

~ Reduce faise alarms

* Speed overall removal process

~ Speed brush removal

- Without hitting tripwires or booby traps
- Clear each square meter quickly/reliably

— Plastic anti-personal {AP) mines are the main problem

&Cambodia: 1 acre produced 70 mines... but 500,000 metal fragments }

vty o ¢ abw—
Lawrence Lrrermose
ation s | sbor story

MIR/SGA/6-98-0005

Radar

LANDMARC EE-SGA Prop '
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Current demining operations are done with
simple tools

¢ Large-scale survey — Locate fields, prioritize them

¢ Narrow the search — ot yet done; will use dogs and
mechanical systems

* Careful demining — Remove all metal from field to 26cm
depth
— Establish safe lanes
— Teams of 2, in platoons of 30 (separated)
— Calibrate metal detectors (one per team)
— Over sections 1-by-0.5m:
e Clear brush ( 1-30 minutes )
¢ Pass detector over surface { 15 sec. )
¢ Probe for objects ( many minutes)

» When found, remove or detonate mine

¢ Validation — often none

S
>

o - LAY
3. Befare World War-2, the French experimesntally
mounted mine detectors (o scan akead of 3 Char tank.
Deveivpment never sdvanced beyoad ihis prototype
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The MIR pulse is stable and wideband
100 MIR pulses from 2 S B

: metal plate at 30 cm = . .
o, SN g
H it
|
H
|
g
2
]
BT B
MRS GAS-98-0006 1o LAMDMARC EE-SGA Prop 99
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An MIR based NDE imaging system would be suitable for
applications where a robotic vehicle is needed. e.g. inspection of large
and tall vertical structures. L‘g

FEH L LN g IMIR Applicntiany jor H1aavpertation infrassem i

Surface Removal is done in several steps

Raw Data

Incamenty o4 4 shters

tawrence Livermore
E!hhoﬂd Laoratory 3 :z;

CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES




A rough surface is a significant source of clutter in mine
reconstructions and can distort the image of the mine

d=5cm

{ We will refine the simulation to reflect actuai conditions based on real dat;]

gl p Micropows
Malnenad | deter impuise Racar
2t Mt 7 112107 CASIS Workshop

Surface clutter is dominant for shaillow mines however
attenuation is the primary problem for deeper mines

d=3cmi

d=15 cm§
Clutter 1

Regions

SCR = Signal to Clutter

SPCR = Signal to
Peak Clutter

11 Micropower
. oo

TEZEAT CASIS Womsrioo

it Mast
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The DSWA/LLNL mine detection

system is

based on needs of the humanitarian deminers

Carry/roll to the Calibrate to
clearance site known targets

Operational scenario:

* “Safe lanes” pre-marked

* Brush/foliage cleared to 5¢m in a TmX.5m area

 Detector brought into find subsurface mines
¢ Clear mines

* Move markers and repeat

image a 1m-squared

area

Lab prototype detector

Results to date (April 1998)

—

(R

Average of 18 tests AN/PSS-12 MIR
Detection rate 44% 85%
False alarms (Per detected 31.8 14.6
mine) -

Sponsors: LLNL, Defense Special Weapons Agency (DSWA),
U.S. Army Humanitarian Demining R&D

Univmrmiry o4 Caitirnra
Lawsence Livermor s
(Nabonal | aboratory

MIR/SGA%-98-0005 1

Micropower Impuise

LANDMARC EE-SGA Prop 99
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MIR Mine Detection Program Status

Partiaily

Completed Completed

Pilanned

MIR single-sensor operationai EM model of mines and soils | Automatic Target Recognition

3D image dispiay/analysis Clutter discrimination Mine discrimination in:

Anomaly detection in soil Surface roughness removal LS el )
Heterogeneous soils

Precision 3D positioning Wider bandwidth (1-10 GHz) Various climates

MIR scanning array operational Vegetation

Mine detection in 3 soil types Field ready:

Detection in presence of clutter Rugged, miniaturized
Man-machine interface
Low-cost

Micropower
i = Impulse Radar
L M

Developmental MIR mine detection experiments
were performed in April '98

The experimental set up was as follows:

* MIR system: 4-element impulse radar array with ridged-horn
antennas (1 to 5 GHz)

» 3 soil types: top soil, gravel, sand; homogeneous with flat surface
» Mines used: Extremely low metal-content mines (M-14's) with
initiator removed and dielectrically filled (~.75 mines per m?);

mines laid within 1cm of the surface

< Intentional clutter: Small metal pieces in known moveable
locatians (~10 per m?)

* Environment: From dry to rain-soaked
* Independent Test Control: Blind experiments with AN/PSS-12

(metal detector) and the new MIR mine detector. Both with trained
operators in identical lanes.

Micropawer

80 ) B 6 Impulse Radar
M SA G e e 1wl Mines
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Signal processing approach for imaging detection

*‘n'wm
Tempiste
Vo o A e A
Polarimetric Surtace Clutter Clutter
Response Reflection Model ; Sodel
nodel todei il et B
I / 4 i / [
2 . s . 1
Pols | 2% S Polarimetric . Surface Time-Freq.
= Geomsiric Linear 5
> 2T u;;m b8~ Comection |—3>| Reflection L go| imege || T L o) Sequental
: = et . Removal Reconstruction Detoctor
! 1
1 i
| 1
Linsar
: : L Corrs!amrF
| t
! i Audio
I i Generator —Bp
\ Lecccccsmc== >
Enargy
s e e s s e e e e e o e e e e e e —»-  Estimator Video
Generator [— 8>
e
Unewerssty of Caitforma
Lawience Livermore
Mationad Laboratory
MER/SGA/6-98-0005 12 LANDMARC_EE-SGA Prop 9§

The goal is to develop a radar subsystem that has the
best chance of ﬁnding buried mines

4

Quality of Detection

Cost/Complexity

{ A series of trade-offs determine the type of system and its performance J

Univorsay of Cadicrris
Lnaronce LUivermars.
Hetlonal Laborstary

MIR/SAS-$60001

ghwh-au-

- Porusts Larcpnine Dot Fina

50 CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES




LANDMARC fits into the “big picture” of MIR
mine detection

LANDBIARC EE Lasers External
Tech Base DARPA, DSWA,
Army
Model development v
Experimental validation v
Incorporate in optimal processing v
Detection/discrimination v
v v v

Radar refinement
Development testing . v
Program development v
System design and implementation v
Deployment v

Sensor Fusion

Automated detection

Unrveredy of Camtenmes
Lawrencs (ivarmars
hanai | abaralory

MIR/S GA/6-98-0005 3 LANDMARC EE-SGA Prop 99

Summary: AP mine detection can be
vastly improved with MIR technology : =

* Humanitarian demining and countermines are important
global issues

e Detection in clutter is the key unresolved issue; MIR is
an important enabling technotogy for a high-resolution
3D imaging approach

* Laboratory technology and experfise can and should be
directed to this probiem
- MR and sysiems
- Radar modeling & simuilation
- Imaging techniques and detection

*  Plans for fulure support and deployment include
- U.S. Gov't sources and teaming with industry
- Japanese interaclions with gov't and companies
- Non-governmental organizations

US-based technology will be directly appiied to saving lives

MIR/G4-97/08-SGA/mal
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HERMES Bridge Deck Inspection System
Current Results and Future Research

Holger E. Jones Lawrence Livermore National Laboratory

As a recent R&D 100 award winner, HERMES (High-Performance Electromagnetic
Roadway Measurement and Evaluation System) showcases the multidisciplinary exper-
tise, which LLNL can bring to bear on complex projects. Having completed acceptance
testing by FHWA officials, HERMES enters into a new phase of research that will tie
radar phenomenology to physical understanding. FHWA will survey many different
bridges over the coming year, and collaborative efforts will focus on supporting field
experiments, performing correlation studies of deck samples, and implementing tech-
niques to increase image quality. This talk will highlight some of these efforts.

HERMES Bridge Deck Inspection System
Current Results and Future Research

Holger Jones
University of California CAS‘S 98,

i Lawrence Livermore "
&3 National Laboratory Micropower

Impulse Radar

Holger Jones 1 CASIS 98

52 CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES



LLNL has a wide range of capabilities for
development of radar based NDE

* Electromagnetic effects and modeling
- Modeling and simulation
— Source specifications and requirements
— Antenna and array design
-~ Experimental analysis

Signal and image processing
- Algorithm development
— System specification and design
- Detection and identification
— Data analysis

« System development and integration
— Custom source development
- Custom software and data acquisition systems

e Examples
— LLNL patented Micropower impulse Radar (MIR) technology
— GPR technology
- Bridge deck inspection (shallow depths)
- Surface to borehole imaging (deep depths)

onca Livermore Radar
imputse
Wtional Laboratory 2 CASIS 58
Holges Joren.

Existing Inspection Technique

B Lmwrance Livermors impuise Radar
Natioral Lasgent =
Labacmary 3 8

Heiger Jones
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Hermes Array Implementation

—
o oo

e , :
-

Frequency Domain Technique: A flow diagram

Separate received field Coherent wavefield Source -
into frequencies backward propagations demadulation Superpaosition
|1 | [wocyzror] | ]

H (A d) >{ H (5, 2)

Received field Reconstruction of
30,y,2,0) object distribution
(% ¥ V| Temporal a c
— “Hr H (ks d) 1 H (b2, 2)
3(x,y,2)
® ® )
[utx, y, 2, A"
([ ]
[ux, y, 2, AJT"
e ®  sawan)
a 3
H QA d) =21 H (M 2)
Air layer, Concrete layer, Bistatic
thickness = d z>d case
v=v, V=V, only
e o Calforns ﬂ Micrapower
o e . b=

Hoiger Jonse
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Lnisrserof Catormr Wicrapower
Lawrence Livermore
National Labocatory 6 oassse
Holgor Jones

HERMES Inspecting Floriston Bridge

Fnisersies of Califormia

PR Micropowar
Lawrence Livermora [ Dimouise Redar
National Labaratory 7 imousse &

Helger Jones
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Data Post-Processing Efforts

e Surface Clutter is our worst problem
- Mitigate this with
Advanced Surface Removal Algorithms
Cleaner Pulse Signature
Aggravated by platform motion
Ambiguity in depth cues
Use accelerometers for motion sensing

Auto-focus Algorithm development

Block-Processing Artifact Removal , Multi-lane montage

3-D Rendering Techniques, ( cpengl)

Advanced Imaging Techniques

— iterative

— muiti-monostatic correction

- feedback from core-sample dielectric and contaminant profile
- feedback from modeling efforts

ﬂ“hum
Imputse Asdar
cAsis 98

Rebar Fade Phenomenon :

oy of Catfoein
Lawrancs Livecmors
Nations Laboratory
Holger sonen 9

Micropower
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Radar Phenomenology Studies

e Collaborate with Universities
— Models (contaminant diffusion, corrosion chemistry, etc)
— PERES based controlled experiments

¢ Leverage deck-rehabilitation projects as data goldmines

— Before/After study of RCS during deck planing (hydro-demolition)
- Cores analyzed (dielectric/attenuation profiles, corrosion products, etc)

* High Power and Ground-coupled radar augmentation

Crivernty of California
Coererce Lovermors Micropowse
[ Nstional Laboratory 10 G
oge Jonse

Features Obscured/Aliased by Surface Clutter Ringing

.

1
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er=1.0 er=2.0 er=4.0 er=8.0 er=16.0

Peak Intensity Normalized then summed

Fntversity of California Micropowss

g Lawroncs Livecmors

Sl nesonal Laborstory m} E}!ulno«h Radar
Noiger sonse.

3D Alpha Rendered (BoB)

Moiger Jones. 13 crosse

CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES




Signal processing approach -
image formation and analysis

Plaform motion g — —
’—‘b model
; Ampliudeand | | " : [ v
Filter & Decimate | op! o Pulse | Surface reflection Moton
(Range -BPF) ‘ Gcam:.u:y Deconvoluton cstimation compensation
(Azimuth - LPF) { j Correction [ !‘ and removal
iy |
4 \ Radar calibration measurcuient |
—database Backpropagation
image formation
L

Statistics

Cluster
merging and
classification

K-means
feature clustering

elam jeature
extraction

Universsof Caiornn
Lswrence Livermors
National Laboratory

Thotger Jomes.

Interactiv
¢
2D simage

Image
Display

Connected Displays

{nirersts of Californis
Lawrerce Livermore.
National Labocatory.

g Somes

Mnhwo-
Imputse Radar
cAdisos
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Beowulf is a commodity parts based approach

to cost-effective high performance computing

Highest performance computational components
now amve in PC’s first --- this drives us to look at
networked PC’s for computationally dominated
applicatons

Parallel computing based enurely on commodity
components:
400MHz PII 256MB Ram 4GB EIDE
Dual Processor Capable Backplancs
100Mbit Ethernet
Po1nt-to-point interconnect via switch
OS: Linux , GNU, X, PVM, MPICH

v

(PR
:,. B2
e

Gigabit Link

to next switch

e T
B icropos
Brhior= o

Holger Jonas 17 o
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Conclusion

HERMES is entering its experimental phase
FHWA will undertake its own studies this falil
Maintain LLNL as Center for Inspection Studies

Start on 2nd Prototype?

e Commercialization is key

Vmersite of Califorma

Lawreoce Livermore

Narionel Lsboratory 18
Metge sonse

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998



ACTIVE AND PASSIVE COMPUTED TOMOGRAPHY
WITH A CONSTRAINED CONJUGATE GRADIENT SOLUTION

By Jessie A. Jackson, Dennis Goodman,

An active and passive computed tomographic technique (A&PCT) has been devel-
oped at the ] awrence Livermore National Laboratory (LLNL). The technique uses an
external radioactive source and active tomography to map the attenuation within a
waste drum as a function of mono-energetic gamma-ray energy. Passive tomography is
used to localize and identify specific radioactive waste within the same container.,

The passive data is corrected for attenuation using the active data and this yields a
quantitative assay of drum activity.

A&PCT involves the development of a detailed system model that combines the
data from the active scans with the geometry of the imaging system. Using the system
model, iterative optimization techniques are used to reconstruct the image from the
passive data. Requirements for high throughput yield measured emission levels in
waste barrels that are too low to apply optimization techniques involving the usual
Gaussian statistics. In this situation a Poisson distribution, typically used for cases
with low counting statistics, is used to create an effective maximum likelihood estima-
tion function. An optimization algorithm, Constrained Conjugate Gradient (CCG), is
used to determine a solution for A&PCT quantitative assay. CCG, which was devel-
oped at LLNL, has proven to be an efficient and effective optimization method to
solve limited-data problems. An overview of the algorithms used in developing the
model and optimization codes will be given.
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Active and Passive
Computed Tomography
with a Constrained Conjugate
Gradient Solution

Jessie A. Jackson, Dennis Goodman,
G. Patrick Roberson, Harry E. Martz

November 12, 1998

Lawrence Livermore National Laboratory

Agenda

* Background and Goals of A&PCT Project

Overview of the Passive Reconstruction Code
— System Model
—Cost Function
— Optimization

Resulis

° Summary
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: Filtered
S aeme L 1 "ok
. Dean Projection
Waste ‘
Drum Passive Scan
(x) Geometry
Passive Isotopic Ls
] Scan 1 Analysis
4 mb 1 =
-Optimization
~ Algorithm -
D Imaging System “ .=
! Passive Reconstruction Code
L
. Final
D Optimization Code n
v*
System Modeling Code & - -Iterative Optimization o~
Calculation

We combine active and passive computed
tomography to more accurately assay wastes

Aclive CT (ACT)

ACT guantitalively maps the
attenuation of the drum's contents
to a specific volume element

Highly collmated

Gamm: wee attenuating
a-ray SOUIC: Sopct

Passive CT (PCT)

PCT localizes and identifies the radioaclivity
to a specific volume element in the drum

Radionuclide
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A&PCT Imaging System

Enter axis
of
rotation

|
|

Drum

Detector nDetectors
s

t
= :/‘
Stagé nViews

nSlices

Source

Typical Active Image
17 slices
each slice has

14x14 voxels

Total Voxels = 3332

Typical Passive Scan
7 detector positions
10 rotational views
17 slices

Total detectors =1190

3 1500' 7

600 7

Enérgy ‘(.kexvr) :

SIGNAL AND

IMAGING SCIENCES WORKSHOP 1998

65



66

A&PCT Reconstruction Code Development

UCSF
model
w/o measured f UCSF-MLEM
> IMPACT (LLNL)
MLEM
~ —————® WIT (BIR)
UCSF
model
w/ measured rf

APCT-MLEM
MLEM +——————> IMPACT (LLNL)
APCT
model
w/ & wlo
measured rf >
= APCT-CCG
CCG L —————— IMPACT (LLNL)

WIT (BIR)

MLEM - Maximum Likelihood Expectation Maximizer
CCG - Constrained Conjugate Gradient

IMPACT - Isotope Measurements by Passive and Active Computed Tomography
BIR - Bio-Imaging Research Inc.
WIT - Waste Inspection Tomography

rf- response function of the detector-collimator

Spectral Signal at a Detector

Peak Z - net component at

a given detector

w - background component
// at a given detector

¥

pvearrrerrysgiripiiiel Spectral channels
z=AX

z - vector of net counts per detector
X - vector of emissions per image voxel

A - system Matrix
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General lterative Solution Technique

y = AX

y - vector of measured values
x - vector of unknowns
A - system matrix

9 System
Model ¢——
A
A
X
y Cost Gl bl
j > - — P —
Object Function ptimization X

Passive Scan Measurements

peak

mp - peak measurement

/ mb - background measurement
7
/{il | | spectral channels

nb1l np nb?2
nb = nbl + nb?

N,

10
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lterative Solution for A&PCT

z = AX

mp - vector of peak counts per detector

mb - vector of background counts per detector
z - vector of net counts per detector

x - vector of emissions per voxel

A - system matrix

2 System
Model [€&—

(A

mb final

- [ Cost e
Object oD ——— Optimization —® §

68
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Cost Function - Poisson Distribution

1 n
Pr{n }= ;l—‘a exp(-a)

- observed value
Pr{n} - probabilty that is observed
- the expected value (mean) of Pr{n}

characterizes or defines a
particular Pcisson process

12
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Cost Function - A&PCT Poisson Expectation Definition

net compenent of
background measuremen

background component of —&
background measurement -

net compenent of
peak measurement

background component
of pesk measurement

SR O

E{mb}=T,w+ T3z

E{mpl=T,w+ T,z

n2
nb =nbl + nb2

Comparison of Optimization Methods
(MLEM and CCG) with Simulated Data

1.40

1.20 t

FE

—H— APCT-MLEM - bkgd = 1

1.00

Fraction Recovered

—%— APCT-MLEM - bkgd = 5
—&— APCT-MLEM - bkgd = 20
—3—APCT-CCG - bkgd = 1
—2—APCT-CCG - bkgd =5
—8— APCT-CCG - bkgd = 20

0.80 +
0.60 T
0.40 +

0.20 T

0.00

Average Net Counts per Detector

bkgd = Average Background
Counts per Detector Postions
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1.20

1.10

Fraction Recovered

0.60

i a
J P A- -
: = & ; } +
A | @ ucsruLEM
4. . - R - # APCT-MLEM
A A L4 A [ ]
= a A APCT-CCG
g----? I SRR @
°
o
$ § ¥ ¥ 3y 8 3 ¢
N )
& ® 8 3 3 3 3 o
- - | | - =] =] E
%) o a [-% | Q Q o
° ° Q T T
Q <8 ‘g- Q (<3

Pu-239 Data Sets

15

Simulated Comparison of MLEM and CCG

Simulation
no background
Average Net

=2 counts

Simulation with
Average Background
= 20 counts

APCT-MLEM
Calculated

APCT-CCG
Calculated

Sinograms Tomographic Images

True Image
30350 counts

APCT-MLEM
Reconstruction
36710 counts
R=121%

APCT-CCG
Reconstruction
30072 counts
R=99%

16
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Applying Optimization to Tomography Problems

Dennis M. Goodman

Laser Engineering Division
Lawrence Livermore National Laboratory
Livermore, CA 94550

Imaging Sciences Workshop Thursday 11/12/98 Page 1

Outline

* Present basic ideas

e Show pretty pictures

Imaging Sciences Workshop Thursday 11/12/98

Page 2
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Basic Ideas:

Develop flexible tools for new problems
(avoid ad hoc algorithms).

e Linear attenuation (transmission, etc.) modei: j;: Ax.

* Fitting function based on statistics: f = (y,)A/).

— Data is y, Model of what data is 3.

e Optimize fit of model to data: minimize L(y,fc) = f(y,Afc).

Usually L is Negative log-likelihood or a robust (outlier resistant)
fitting function.

imaging Sciences Workshop Thursday 11/12/98

Page 3

Basic Ideas (Contd.):

* Model described above is called Generalized Linear
Model in statistics. Lots of applicable theory that
should be investigated.

e Can apply our methods to more general models as well.

* Two optimization methods to solve: both use bending
linesearch.
— Constrained Conjugate Gradients (CCG): if cols. of A easy
— Constrained Limited Memory Quasi Newton (QN): if not

Imaging Sciences Workshop Thursday 11/12/98

Page 4
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Fitting function depends on statistics:

Our algorithms let you use whatever is appropriate (or try several)@

e Gaussian data leads to least squares for max. likelihood:

fly.y) = Zr?, where 7, = 3 — 7 (residuals).

e Least squares sensitive to outliers, use robust technique, e.g.:

| r2 if 7] <e
Sh : wh =
[9,9) = 2_g(n)  where g(r) {‘chrl - iffr]>c

» For counting data (emission tomography), max. likelihood assuming

Poisson statistics leads to (we use n for vector of integer counts):

f(n,y) = Zg(n,,g}i) where g(n,g) =3 — nlogy

mmging T W mdas | Srwies 11722094

Both CCG and QN Algorithms solve:

L

% = Argmin{L{x,y) + vxli + Alx]> + d9(x)}
€

e The set S defines “Box” constraints: S = {x:1<x < u}.

e These constraints are very useful in imposing prior information
about the unknown object: nonnegativity, regions of known
absorption voids, occlusions, etc.

e The ¢; and £; norm terms penalize size of unknown (regularization).
o £5 same as Gaussian prior; may oversmooth.

o ¢; same as Laplacian prior; good for “spiky” unknown.

e g(x) arbitrary penalty term: entropy, Good's roughness,

derivative penalties, etc.

aging Yo s mbey Thaesey (10138

CENTER FOR ADVANCED SIGNAL AND

IMAGING SCIENCES



74

During an iteration CCG and QN pick a direction, then they
use a linesearch to optimize the function along that direction.

* Let h(x) = function being minimized.

* CCG picks new direction:d,_, =-A h (x) + 8, , d
i.e.: Negative gradient plus scaled old direction.

* QN picks new direction: d_, = -HA h (x) where H is a low order
approximation to inverse Hessian matrix. Hessian = second
partial matrix of h (x).

* “Bending” linesearch does not stop when face of S is hit:
X, = Median{l, x, + od;, u}
o, = Argminwo{h[)‘cm(a)]}

Imaging Sciences Workshop Thursday 11/12/98

Page 7

Bending linesearch advantages
over more common methods.

* Conventional optimization algorithms pick good search
directions, but stop when hit first constraint: can hit only
one face of box per iteration

e Common limited data CT methods (POCS, ART, EM, etc.)
usually are steepest descent, project back to box with no
linesearch.

* Our algorithms get good search directions. Uses bending to
hit many faces of box per iteration. If cols. of A available,

bending linesearch is very fast, use CCG; else use QN to
minimize function evaluations in linesearch.

Imaging Sciences Workshop Thursday 11/12/98

Page 8
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A bending linesearch approach is more
efficient when many variables are bounded.
Search direction selected
by algorithm
© Convamonal Stop when hit ﬁm= b
copstraint.
Solution guess e in-iterative: ¢
Eadotiteaion mm?:s’.mmimmy “smcl;:f
Constant cost contour for h(x) © Bending: Change search direction
ooy s Wadtotep Thuresey 111248 to move along face of constraint set.
Imaging Sciences Workshop Thursday 11/12/38 Page 9

Now for the pretty pictures ...
We show six examples using CCG:

¢ Reconstruction from outlier-corrupted sinogram.

e Reconstruction from neutron CT data.

e Waste drum assay from counting (Poisson) data.

* Cone beam tomography for the Advanced Hydrotest Facility (AHF)
* Improved reconstruction using prior information.

e Pulsed photothermal tomography (invert heat equation).

imaging Sciences Workshop Thursday 11/12/98 Page 10

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998 75



76

Robust Example

e Sinogram data corrupted Gaussian mixture noise.

— Outlier occurs with 1% probability
= @ =100xoc

outlier regular

e Many problems at LLNL are outlier corrupted.

CCG handied robust function very well.

Reduced rms error by factors of 2-3.

Imaging Sciences Workshop Thursday 11/12/98

Page 11

Robust example: Sinogram data is
corrupted with Gaussian mixture noise

- e = us
S

Original object

=

Origina'l sir;ogr}:lm
with noise added

Imaging Sciences Workshop Thursday 11/12/98

Page 12
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CCG reconstruction using the least-squares
fitting function is very sensitive to outliers

Least squares fit reconstruction

R

Imaging Sciences Workshop Thursday 11/12/98 Page 13

CCG reconstruction using robust fitting function reduces
outlier sensitivity: lowers rms estimation error by factor of 2-3.

Robust (Huber Function) reconstruction

Imaging Sciences Workshop Thursday 11/12/98 Page 14
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Neutron Imaging

* |[mportant to ESP: image through dense stuff.
e CCG forced nonnegativity.
* Used least-squares, should have used counting statistics.

e Full of outliers due to external radiation.
— QOutliers removed by preprocessing.
— Our robust model-based approach will be much better.

Imaging Sciences Workshop Thursday 11/12/98

Page 15

Summary of the LANL/LLNL.
experiments at LANSCE

¢ LANL/LLNL experiments at LANSCE first demonstrated the
potential of neutron radiography for stockpile surveillance
applications.

- Incident neutron energies up to 400 MeV

— Uranium and LiD test object assembly

—Tungsten converter with multiwire detector
— Sensitive to neutrons 40 MeV

incidont noutron baam {side) object assambly {front)

_—

25@@.:&@«/ 5.00-cm thick
LiD disk D38 dabs  (holes in LiD simutate detacts)

Imaging Sciences Workshop Thursday 11/12/98

Page 16
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Experimental setup used to
acquire the neutron CT data

¢ The lead/poly-cylinder phantom was imaged using 10 MeV
neutrons produced at the Ohio University Accelerator
Laboratory

— 64 separate radiographic images
— 10 minute exposures

Phantom assembly positioned for imaging

Shiokding Wail
(concrets.

Pia stic Sdntdlator
(BC-408)

DD Neutron
$So

Tuming Mirr
e (A "gdx

Pyrex)

Object Under
Inspacion

: .CCD Camers
Imaging Syste:

Imaging Sciences Workshop Thursday 11/12/98 Page 17

l—

4.00" |

Holes are 10, 8-, &, 4 and 2-mm in diameter. Joint between haif cylinders

Imaging Sciences Workshop Thursday 11/12/98 Page 18
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CCG reconstruction gave better results than
conventional FBP for 10 MeV neutron imaging

Lineout through image ceater
{&cm thick scintillator, 50 men 1110 lens)
. ; ) .

Reconstructed Intenaity bevel

The CCG algorithm reduces pixel noise in
reconstructed images by a factor cf3-5
compared to conventional FBP techniques

Standard Fiftsred Back Projection (FBP}

Imaging Sciences Workshop Thursday 11/12/98

Page 19

Constrained Conjugate Gradient (CCG) Standard Filtered Back Projection (FBP)
tomographic reconstruction tomographic reconstruction

Imaging Sciences Workshop Thursday 11/12/98

Page 20
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Waste Drum Assay

e Complicated model: two measurements at each location.
— Background.
— Spectral peak.

*  MLEM not flexible enough: used net = peak - background.
— Statistically incorrect: net is not Poisson distributed.
— Physically incorrect: net count may be negative.

° CCG implemented true likelihood.
— Better assay.
— Better pictures.

Imaging Sciences Workshop Thursday 11/12/98

Page 21

Comparison of CCG and MLEM reconstruction
using simulated A&PCT data

Sinograms Tomographic images

True image
10,000 counts

Simulation
no noise

Simulation with noise -
(noise = max. signal)

MLEM reconstruction
18,650 counts

MLEM §
calculated

CCG reconstruction

ool 9936 counts

calculated

7 ey
:::::::::

Low cnts High cnts

Imaging Sciences Workshop Thursday 11/12/98

Page 22
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Comparison of CCG and MLEM reconstructions
from actual low count A&PCT data

Measured
sinogram
known
0.93 mCi

MLEM
calculated
sinogram
1.099 mCi

CCG
calculated
sinogram
0.996 mCi

Imaging Sciences Workshop Thursday 11/12/98 Page 23

The 3D cone-beam CCG reconstructor shows
significant improvement over conventional Feldkamp CT

Original Object Cone Beam Projections
g 0° 45° 90° 135°
Orthogonal Slices
x-z plane x-y plane

Feldkamp i
Reconstruction

0.0 1.25
CCG
Reconstruction

Imaging Sciences Workshop Thursday 11/12/98 Page 24
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Applying prior information about known void and occlusion
improved reconstruction quality outside these regions as well:
total rms error reduced by factor of 3.

Original
object

Reconstruction
with prior
constraints

Reconstruction **
with no prior
constraints ,

AVEAVA- A

imaging Sciences Workshop Thursday 11/12/98 Page 25

Pulsed photo-thermal tomography reconstructs 3-D absorption
map of object from time-sequenced IR images of its surface
heat following a laser pulse.

3-D reconstruction of
in vivo port wine
stain blood vesseis
of human subject.

Image dimension is
1.6x 1.6 x.6 mm.

Blood vessels are
~ 100 microns in diameter

Imaging Sciences Workshop Thursday 11/12/98 Page 26
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Can We Cure Osteoporosis?

J.H. Kinney, Dept. of Chemistry and Materials Science
Lawrence Livermore National Laboratory;
Division of Biomaterials, University of California, San Francisco

D.L. Haupt, Center for Nondestructive Evaluation
Lawrence Livermore National Laboratory

Osteoporosis is a serious public health problem. It is known that fracture risk is
strongly correlated with the loss of bone mass at menopause, so current treatments are
targeted at bone mass maintenance. Estrogen replacement therapy and anti-resorptive
bisphosphonates are the first line treatments for preventing bone loss. None of these
treatments, however, are anabolic-that is, they do not restore bone mass or strength to
premenopausal levels.

By taking advantage of the high intensity, collimation, and monochromaticity of
synchrotron radiation, we have been able to image the three-dimensional trabecular
bone structure in living rats, thus providing serial data on the earliest architectural
changes that occur with estrogen loss.

Results from these in vivo animal experiments demonstrated that one of the earli-
est manifestations of estrogen loss, in addition to a decrease in the amount of trabecu-
lar bone, was decreased connectivity.

We hypothesized that estrogen, if administered in a cyclic manner, could increase
the thickness of the remaining trabecular bone by suppressing osteoclast (bone resorb-
ing) activity while stimulating osteoblast (bone forming) activity. Our experiments
demonstrated that estrogen replacement therapy, when initiated in this cyclic manner,
restored bone mass to baseline levels but did not recover the trabecular connectivity.
Even without an associated recovery in trabecular connectivity, finite element calcula-
tions on the three-dimensional images suggested that cyclic estrogen can recover the
original structural modulus of elasticity. We believe the recovery of the elastic proper-

- ties is due to an increase in trabecular thickness above baseline values. This is the first
demonstration of an anabolic behavior of estrogen replacement, and points the way to
new treatments to restore lost bone mass, either with estrogen or the new class of
selective estrogen receptor modulators.
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Can We Cure Osteoporosis ?

J.H. Kinney and D.L Haupt

Osteoporosis is a major public health
problem

e Among leading causes of death for women
over 65 , -
o All women over 65 are sufficiently at risk to
justify bone mineral density measurements
® Also affects men
- age related decline in estrogen receptor efficiency

- use of steroidal anti-inflamatories
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mdral growth : ,,

Dste()pm'c)tic fracture ra zt—‘-h occurs in

human vertebra

3D visualization
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Femoral neck is also largely
trabecular bone |

x~ray radiograph of

human femoral bone

Understanding bone structure/properties
is complicated by remodeling

ctivati resorption forme

In healthy bone, remodeling is controlled by the
need to : 1) maintain mineral balance, 2) repair
tissue damage, and 3) respond to mechanical
usage. Trabecular bone does not follow simple
scaling laws of regular cellular structures, nor the
typical scaling laws of random networks.

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998
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‘What happens at menopause?

@ activation of remodeling increases
@ bone formation is inhibited
@ net loss of bone

@ strength decreases with loss of bone mass

present treatments for osteoporosis attempt to
; anti-resorptives,

How can imaging science help cure
- osteoporosis?

® In vivo imaging

- provides structural information

- provides mineral density information
® large scale finite element modeling

- images can be used to compute fracture risk
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CT imaging provides 3D structural
information ' ’

Ct.W = 232um Th.W = 69um

3D CT images provide structural information such as trabecular bone
volume, cortical/trabecular width, and connectivity. With finite—element
method, the strength of the structure can also be determined.

Monochromatic synchrotron radiation
enables compositional analysis to be
performed in vivo

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998
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Mineral density distrik
determined from the images

In vivo characterization of
trabecular bone
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_ In vivo materials
 characterization

Estrogen loss leads to rapid decline in
trabecular bone volume and connectivity

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998 91



o that on 1 um scale, material
is isotropic, and that architecture
dominates material behavior

FE modeling reproduce
properties within experimental err

Numerous problems
with testing bone:

* boun conditions
* small specimen size

* non p }'sinlngjcal
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ypot

-

gstrogen can r
L

activation resorption formatio

low estrogen levels increase active remodeling sites

elevated estrogen stops resporption, stimulates
formation

ot effect: increased trabecular bone volume
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However, strength is recoy even
without restoring con

Strength is recovered because thickness increased
beyond baseline

—— sham
- = « OVX + vehicle
== === OVX + E2 (day 13)
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These are important results, suggesting potential
monotherapies for treating established osteoporosis

znt therany:
nistration to build bone ma
inuous administration to mamntain
tive estrogen receptor modulators
cyclic administration to build bone ma

continuous administration to maintain

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998
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Future work suggests focusing on severe

osteopenia

We are continuing to explore therapies for generating

new {de novo] trabecular bone.
basic fibroblast growth factor (Tom Wronski, N Lane)

bone morphogenic proteins {Hari Reddi)
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SPECTRAL PARTITIONING OF THE OBJECT
FUNCTION IN DIFFRACTION TOMOGRAPHY

By Sean K. Lehman

Tomography is a method of producing (reconstructing) two-dimensional slices
of the internal structures of a solid object such as the human body, a mechanical
part, or the layered earth, by the observation and recording of the transmitted
and/or reflected wave energy, either electromagnetic or acoustic, impinging on
those structures. We distinguish between projection tomography which is
diffractionless, and diffraction tomography. In the former, the irradiating
wavelengths are such that the fields pass through the structures without being
scattered. The only effect the object under evaluation has on the waves is that of
attenuation. In diffraction tomography the fields are both attenuated and
scattered.

The scattering mechanism of diffraction tomography is described by the integral
form of the Helmholtz equation. The goal of diffraction tomography is to invert
this equation in order to reconstruct the object function from the measured
scattered fields.

In performing this reconstruction, care must be taken in how the evanescent
(non-propagating) fields are used. If not handled correctly, these information
carrying fields will be considered noise terms and this will reduce the quality and
resolution of the reconstruction.

The object spectrum can be partitioned into resolvable and non-resolvable parts
based upon the cutoff between the propagating and evanescent fields. We
present near-field data showing how much of the measured scattered field
consists of evanescent energy (energy which most current reconstruction
techniques consider noise), and how non-resolvable object spectral information
is converted to the propagating part of the field spectrum which can be used for
reconstructions.

This work was performed under the auspices of the Department of Energy by
the Lawrence Livermore National Laboratory under contract W-7405-Eng-48.
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Spectral Partitioning of the Object
Function in Diffraction Tomography

Sean K. Lehman

CASIS Workshop

November 12, 1998

Introduction E

¢ Definition of forward problem

¢ Projection vs diffraction tomography

* Operator development of diffraction tomography*
e Importance of evanescent information

* Partitioning of terms

» Partitioning of Helmhotz Equation

e Examples

e Conclusion

*Part of Ph.D. thesis, “Superresolution of Buried Objects in Layered Media by Near-Field
Electromagnetic Imaging,” at U.C. Davis, Dept. of Applied Science

Imaging Sciences Workshop Thursday 11/12/98

Page 2
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Z
Definition of Problem E

Projection Tomography | Diffraction Tomography

Imaging Sciences Workshop Thursday 11/12/98 Page 3

Projection vs Diffraction Tomography — | lg

Both Projection and Diffraction tomography fall under the category
of Computed Tomography

Projection Tomography | Diffraction tomography
— Geometrical optics — Physical optics

— Time delay & attenuation | — Phase & amplitude

— Diffractionless — Diffraction
— Reconstruction through — Reconstruction through
Backprojection Backpropagation
Imaging Sciences Workshop Thursday 11/12/98 Page 4
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Projection vs Diffraction Tomography — i M

Governing Equations

Projection Tomography

Py, zg,w) = U“'(w)/dr o(r,w) ds(r,l)

Diffraction tomography (Integral form of Helmholtz equation)

Escat(r_]_,ZQ,UJ) =
+—
kg(w) /dr’J_/dz' G(ry -1,z -2, w) E(r,,7,w) o(t/, 2, w)

Imaging Sciences Workshop Thursday 11/12/98

Page 5

Operator Development of Forward Problem Lug

In operator notation, the Helmholtz equation can be expressed
as:

Egcat(r1,20,w) = G(ry,z,w)* [B(r,z,w) o(ry,z,w)]

Eseat = G+ [E o]

Computing a planar Fourier transform w.r.t. r:

Escat = g {E 2 O]

Imaging Sciences Workshop Thursday 11/12/98

Page 6

CENTER FOR ADVANCED SIGNAL AND IMAGING SCIENCES




Partitioning of the Field Spectra @

The spectrum of the wave operator, ¢, and the spectra of the
fields, E,cqt and E, are naturally partitioned into propagating and
evanescent parts depending upon the wavenumber cutoff:

ko(w) = =
C

Imaging Sciences Workshop Thursday 11/12/98 Page 7

Importance of Evanescent Region in the Near Field E

» Carries higher object spatial frequency information:

* Object spectrum is “smeared” across the propagating
and evanescent regions via the convolution, even in the
far field:

 Reconstruction schemes that take this into account
will achieve superresolution and feature enhancements.

Imaging Sciences Workshop Thursday 11/12/98 Page 8
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a
Partitioning of the Field Spectra — Il mﬁ

We express the wave operator and field spectra terms as:

¢ = G<+6>
Escat = E‘.';cat< + Esca>
E = Bc+E>

where

Fe(ky,z,w) = {Flky,zw) | ki| < ko(w)}

F>(k_L1 sz)

{Flkp,z,w) | kil > ko(w)}

Note: For any field term lim F~x =0

zZ—C0

Imaging Sciences Workshop Thursday 11/12/98 Page 9

Partitioning of the Object Spectrum wg

The object, however, not being a field, does not have propagat-
ing and evanescent parts. It does have resolvable and non-resolyable

parts depending upon the wavenumber cutoff of the field mea-
surement system.

Thus we write:

0= 0 D
< -+ >
resolvable  non-resolvable

Imaging Sciences Workshop Thursday 11/12/98

Page 10
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Partitioning of the Helmholz Equation E

Combining the partitioned terms, the Helmholtz equation,
Escat - G [E * O]
becomes:

Escat< + Escat> = (G< +3) [(E< + E>) * (O< + O>H

Further partition this into far field and near field terms using the
fin =0

property of the field terms.

Imaging Sciences Workshop Thursday 11/12/98 Page 11

Partitioning of the Helmholz Equation — Far Field @

Far Field (z — o)
Toome = Oz [E< * (O< + O>)]

= §< [E< * @<] - G< [E< * é>]
et e N
current techniques currently treated as noise

3}

scat> — 0

Imaging Sciences Workshop Thursday 11/12/98 Page 12
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Partitioning of the Helmholz Equation — Near Field @

Near Field
Becat« = G< [E< * <O< + O>)] +8< [E> * (O< + O>>]

Escat> = &> [E< * (O< + O>)] + &> [E> * (5< I 5>)]
- currently ignored

Imaging Sciences Workshop Thursday 11/12/88 Page 13

Partitioning of the Helmholz Equation — Comments LLg

* There are two physical effects occurring:

— A “smearing” of object spectral information due
to the convolution with the field;

— A conversion between propagating and evanescent
information via the wave operator.

. * Reconstruction algorithms which take these effects into
to account will result in imaging enhancements and
superresolution.

Imaging Sciences Workshop Thursday 11/12/98 Page 14
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Partitioning of the Helmholz Equation — Far Field

Incident Field at z=10A
o -

- YEH'
st 1
I o 3 . 5

G [E,. O]
wo' b GJE, 'O} 1

; S, O

: - SE
| 8 4
L -3 -é - : 1 2 ; 4
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Partitioning of the Helmholz Equation — Near Field

Incident Field at z=0.25
oat 1 : g _ mag | 4
7 : 1 —— mag
o8t ia ,’- 1
\ g
1
o4t “ I, 4
ozt ‘\ K 1
i 1 \\ A 4
= - = = = 2 3 4 5
(e
Scattered Field Components at z=0.25A
N
w | LR | GdELON )
L2Z N GlE_-T]
2 - SE
e - GO
10 - ‘{’
cZ o= GERIE
107" L I L
-1C -3 -4 - e 8 10

Imaging Sciences Workshop Thursday 11/12/98

Page 16

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998

105



Partitioning of the Helmholz Equation — Far Field Details

Spesctra of Scattered Field Components at z=104
T r T T -
i

H

Lt
S

a
L)

Imaging Sciences Workshop Thursday 11/12/98 Page 17

Partitioning of the Helmholz Equation — Near Field Details

Spectra of Scattered Field Components at z=0.251

Imaging Sciences Workshop Thursday 11/12/98 Page 18
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FDTD Mine Simulation

4

Imaging Sciences Workshop Thursday 11/12/98

0 02 04 08 03
m)

Page 19

FDTD Mine Simulation

Utk .z, 4P

frequency (GHz)

Imaging Sciences Workshop Thursday 11/12/98

Page 20
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Real Mine Data M

M 2

=

N -

frequency (GHz)
w

>
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Conclusions &

* Mine simulations show within the near field up to
30% of the measured energy is evanescent;

e The forward scattering operator shows there is a
“smearing” of object spectral information across

the measurement system’s propagating and
evanescent regions;

¢ Reconstruction schemes must take this into account.
If not, object spectral information will be treated as
noise and there will be a loss of detail and resolution.

Imaging Sciences Woerkshop Thursday 11/12/88 Page 22
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Radar-Acoustic
Applications
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Introduction to Low Power Radars for Acoustic
Applications: Speech and Object Characterization

John F. Holzrichter

The use of radar (and related propagating wave Electro Magnetic wave devices) for
acoustic research and applications has not been well developed. LLNL's suite of low
power radars, e.g., the MIRs, are making possible many applications where low power,
portability, and low cost are dominant factors. They make possible accurate ampli-
tude measurements, ranging from centimeters to micrometers, of moving mechanical
elements. The measurements can be performed at meter distances from the antenna,
and through surrounding dielectric media such as skin and water. Several such ex-
amples relating to human speech recognition and coding (Burnett), to speaker verifi-
cation (Gable), to pitch determination (Ng), and to structural vibration detection and
identification (Roberts) will be given in the accompany talks.

Radar-Acoustic Applications:
Speech Characterization and Object Identification

CASIS Signal and Imaging Sciences Workshop

&
Session on Radar/Acoustic Applications

John F. Holzrichter
LLNL

November 12, 1998
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are human speech and object characterization

Two applications of EM Sensors and Acoustics ” &

Speaker Recognition and

. . Anti-Personnel Mine detection
Verification

Radar Sensor

Very low power EM
radar sensors

JFH:11/12/98:pt.2tb

The Radar/Acoustic Session will include the following B
topics (see agenda for details) b

¢ The use of micro-power homodyne radar to measure in real-time,
an excitation function of human speech

— Greg Burnett et al, LLNL, UCD/DAS

* Using excitation function information to obtain instant “pitch” of voiced speech
and to enable “pole/zero” (e.g., ARMA) techniques to be used to estimate
transfer functions

— Lawrence Ng et al, LLNL/EE

» Using human vocal tract articulator information, obtained with micro-power EM
radar sensors, to verify the identity of a speaker

— Todd Gable et al, LLNL, UCD/DAS

» Using homodyne radar to measure the acoustic response of unknown objects
(e.g., antipersonnel land mines) for purposes of identification

— Roger Perry/Randy Roberts et al, LLNL/EE

JFH:11/12/98:pt.3tib
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We would like to thank many LLNL, UC and other L 7
researchers for their assistance and support b

e Signal Processing:
— Drs. Greg Clark, Farid Dowla and Jim Candy
— Dr. Mark Duchaineau, LLNL/Comp. Dept.

° Micro-power EM Sensors:
— Dr. Stephen Azevedo, Tom Rosenbury, Doug Poland, Bob Stever,
Greg Dallum, Pat Welsh — MIR Group
— Don Mullenhoff — NAI
¢ UC System Collaborations:
— Dr. Rebecca Leonard, UCD Medical Center, Sacramento
— Profs. R. Freeman and R. Vermuri — DAS
— Prof. N. Luhmann, C. Domier and Mr. C. Liang — UCD/EE

e Dr. Wayne Lea (consultant)

JFH:11/12/98:pt.4tlb

The interpretation of EM Sensor information depends o
upon its use in near, intermediate or far field modes E

Near Field Mode* Far Field Mode (i.e., Radar)

Air/Material Interface

:ul(enna_j antenna __J

“j Areaggt _] Area

I3
12 r
rgh<Al r>> A>AlL
Signai* = const. Ar x A iy x (d/dr Envelope) Signal®= const. A x vt

= 0.02 V/mm/em*at r= 6 cm

* Homodyne approximation *Multiple pulse radar approximation

JFH:11/12/98:pt.5tib
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The human vocal tract has excitation source(s), E, followed by a

sequence of tubes and resonators that can be described as H, .
using linear equations

Horlzontal vocal tract with 4
resonator chambers

7z

Pressure p=
Reservoir sbg!oﬂus
(ungs) T

\‘ microphone

spectral output or
l Transfer function = H{w) = A(w)/ E(w)
"’—J

JFH:11/12/98:pt.6tb

One or more miniature micropower EM sensors o
(reducible to one or two $2 chips) can be used E

This image shows the present MIR sensor, which costs about $15 dollars in parts and
about $200 to replicate (margin costs). Most sensors for speech are used in the
homodyne “filed disturbance” mode.

JFH:11/12/98:pt.7tib
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Audio and EM sensors measure several speech &
articulator motions simultaneously, e.g., “print” &

(a)

Audio

(b)

Glottal
radar

Jaw
dar

(c)

(d)

Tongue
radar

Time units: 0.1 secs

JFH:11/12/98:pt.8tlb

Why Radar and Acoustics? LU;

¢ Probe structural motions under unusual conditions
— Micron to centimeter amplitudes
— At a distance - centimeters to kilometers (i.e., non-contact)
— Extended area responses
— High data rates

* New EM sensors may make possible new applications: e.g.,
speech recognition, speaker verification, object identification, etc.
- Low cost (in principle)
- Multiple modalities — impulse radar, field disturbance, homodyne, etc.
— Human safe

JFH:11/12/88:pt.Stib
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MIR Measurements of Human Glottal Activity and

An Estimation of a Voiced Speech Excitation Function

Gregory C. Burnett
Lawrence Livermore National Laboratory

Special purpose, homodyne-mode, micro-power EM sensors, called GEMS, enable
the measurement of tissue motions associated with the opening and closing of the
human glottis (i.e., the vocal fold opening). These are directly linked to the modula-
tion of the vocal tract air flow as the vocal folds open and close. We show that the
“ballooning” of subglottal tracheal tissue, as pressure increases and decreases, is the
predominant contributor to the GEMS signal. These relatively simple measurements
lead to accurate speech pitch determination, quality of vocal fold contact, individual
specific tissue motion patterns, and a voiced speech excitation function.

Defining an Excitation Function of the Human
Vocal Tract Using Glottal Electromagnetic
Micropower Sensors (GEMS)

CASIS Signal and Imaging Sciences Workshop
November 12, 1998

Gregory C. Burnett

]
Lg UC Davis/ LLNL DSED
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What is the GEMS? LU;

¢ Emits pulses of very low power (less that one-thousandth that of a cell phone)
and short duration

¢ Center frequency is around 2 GHz, prf 2 MHz
¢ Uses homodyne detection method to sense the reflectivity of objects around it

¢ The change in that reflectivity is amplified to produce a signal
approximating the velocity of the objects

¢ In essence an excellent motion and vibration detector

We want to determine what the GEMS is sensing B
and how that relates to the excitation function LL%

Questions to answer:
s How does the GEMS sense motion?
* What is the physiological basis of the GEMS return?

* How can we relate the GEMS return to subglottal pressure?

SIGNAL AND IMAGING SCIENCES WORKSHOP 1998
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Raw GEMS signal coming from neck

Audio

Glotal Radar

100

o

-100

200F

=200

Audio and Glottal Radar for “ah”

N R TR

9 901

05

/

«"‘"“‘*—‘/

VY

904
9 901 9.02 9.03 904 ]

Time {ssc)

08

The GEMS has built-in analog filters in order to
detect the frequencies of interest (70 - 7000 Hz)

* The filter response was measured by injecting sinusoidal signals

into the receive antenna of the radar

* An anticasual filter in conjunction with allpass fiiters was used

to compensate for the phase and magnitude distortion

* As the GEMS measures velocity, position may be derived by
approximating the integral with a cumulative sum
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Anterion fongituding
Antesiar atlaniaoc
Aprcal ligas

To derive the
physiological basis,
we must understand

the anatomy of the
glottal area

igament
Thyiohyod membrane:
Laryngapharynx

Laryngedl inlet {aditus)

Thyroid cartlage

Vocad ioki

Transverse arytenoid muscle:

Cncond cartlage:

Trachea:

Esophagus:

Esophageai musdes:

Thyrowa gland

Copyright 1989. Novartis. Reprinted
with permission from the Atlas of

Human Anaromy, illustrated by Frank
H. Netter, M.D. All rights reserved

ovestng layer of ideep) cervical tascia
Pretracheal fascia
Suprasternai space:

Manubrium of sremum

A cross-sectional view of the trachea suggests
the posterior wall would be a better reflector

Conneg ive tissue sheath
tvisceral layer of pretracheal tiecia)
Iracheal cantilage fring)
Hasic fibers
Cland

small artery
Lymah vessels

Postenc rachedl  Ngrve Tachesis omouny—— Copyright 1989, Novartis. Reprinted

wall composed ol 5pali artenies | \ rwscie ; .. 2 -

derne collovuors Gland \ Esophagesl rusde with permission from the Arfus of

af leagiudinally Elasuc tiners Eoithedum . -
onemizd elaste fbers Lymih vessels Human Anaiomy, illustrated by Frank

Il Newer, M.D. All rights reserved
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Electromagnetic simulations using Jeff Kallman’s TSARLITE indicate
the trachea reflects far more energy than the max-open folds

Positive peak
Negative peak of of 2.3 GHz wave

23 Gszave——l | i

Trachea had a

e ] reflectivity of 15.2%,
] more than 18x the
max-open fold
reflectivity of 0.8%

1 (close to the noise

; level of the

i simulation)

s £

— 1

‘ Neck ti

T Direction of \poymmg vector ; c= 7521)18
transmutted wave caleulation line e

L

High speed (1000 - 3000 fps) video experiments indicated
fold motion did not correlate well with GEMS signal

Posterior

Left
fold

Glottis

Right
fold

Anterior

t
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Quantifying the response of the GEMS to
physical motion of a signal reflector

Sansttmty anvelope ior GEMS with positional information

Sensitivity envelope
" calculated by

b comparing the inverse

filtered and integrated

radar signal to an

accelerometer-derived

position signal

Compensated magnitude (arb. units)

&0 1P 50 20 250 %0 .. .
Listance toftarget in af (mm) Minimum amplitude detected

@ 40 mm and 16 dB SNR
T wuiE was +-42 pm

Nulls in GEM signal strength observed as GEMS is moved away from
the glottis indicate the posterior wall is the basis for the reflection

\

Sensmvx curve
in free space

Sensitivity curve
when compressed
by dielectric tissue

~¢— 10 mm—3
I~ Sensitivity near
zero for posterior
tracheal wall at
distances of 20
and 65 mum, where
nuils in signal
strength observed

Anteror tracheal Posterior tracheal
tissue,n=135 tissue, n=7

L
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Conclusions about physiological

basis of the GEMS return

¢ The object responsible for the detected vibration is the posterior tracheal wall

e Furthermore, we are detecting subglottal vibrations of the wall, as a phase
change is observed when the GEMS is moved from its usual position to an
area above the glottis

Now, we must relate this tracheal motion to the driving subglottal pressure

A lumped-element circuit model is used to quantify
the trachea’s response to changing air pressure

velocity ::;hm
f th
;achf:al wall Zt(m)‘/ anpedance
I?i e < N&;j
 Vsb=1(1)72(w)
|
L.
AVAEG) ?ﬁf;ﬁf 4
\subglonal
= pressure
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Thus, the inverse filtered, integrated radar signal gives
us an approximation to the subglottal pressure (and thus
the excitation function) of the vocal tract

Radar (blue), ifilt radar (red), and cumsum of filt (green) for testd0k. mat

TGlonisT Glottis T

closed open

L

Many thanks to . ..

¢ John Holzrichter, Larry Ng and Todd Gable

* Roger Perry, Randy Roberts and Tom Woehrle

¢ Jeff Kallman and Melinda Bass

* Rebecca Leonard and Kathy Krandall of the UC Davis Medical Center

e Jong An
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Accurate EM/Acoustic Pitch Estimation

Lawrence C. Ng
Lawrence Livermore National Laboratory

This talk will discuss a new time domain approach in real-time estimation of pitch
information for human speech using the small Glottal Electromagnetic Micropower
Sensors (GEMS) — a Micropower Impulse Radar (MIR) developed at LLNL specifically
for speech applications. GEMS operate in the microwave regime of the EM spectrum at
a radiated average power of less than 1 mW, and it uses a field-disturbance mode of
reception in which signals are obtained only from moving tissue/air interfaces. The
GEMS algorithm and its performance will be discussed in comparison to conventional
pitch estimation algorithms. In particular, this talk will show that GEMS algorithm
outperforms existing algorithms by a factor of 100 in computational speed and a
factor of 20 in accuracy. This paper will also show the inherent advantage that accu-
rate pitch estimation leads to a new improved method of pitch synchronized speech
processing.

November 12, 1998

Signal and Imaging Sciences Workshop

Lawrence Livermore National Laboratory

Presented by:
Lawrence C. Ng
DSED/EE
Engineering
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Glottal EM Sensors (GEMS) Tissue Measurements Show Strong
Correlation with Vocal-Fold Electroglottalgraphy (EGG) Signal

Audio, radar, and EGG for "a” (GCB)
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Traditional Pitch Estimation
Approaches Using Acoustic Signal

SHORT-TERM ANALYSIS PITCH DETERMINATION
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Traditional Error Rate of Pitch Estimation is 1%
(for the Best Case) and Degrades Rapidly in Noise

Taken from “Advances in Speech Processing,” Furui and Sondhi, Merkker 52

The Em Sensor Yield and Accurate, Robust, Single
Glottal Period Pitch Estimate and Speech Onset

EM Sensor output for beginning of “print™

1000 T T T T T

| AN N
B . f\\ﬂul\p‘

\!\’

o—_— /

3 A L]

ol ‘ ; ‘ L]
Unvoiced/Voiced Boundry ——» | \ L f

— 1 ) |l

o 100 200 300 100 500 E 700 l 900 1000

e + T - Voiced pitch period

Acoustic output for beginning of "print”

T T

Amplitude
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The Zero-Crossing Pitch Algorithm is a Simple,
Fast, and Accurate Time Domain Calculation

s{n)

50-500Hz
Remove
DC trend
Step 35ms and find
— m -
window
Check energy Output
C density against C voice/
thresholid .
unvoice [ >
markers
35ms region Use zero-crossings
is unvoloced to calculate pitch
or noise lod
W: Output
I I pitch [—>
Save zero-crossing points
and make end of pitch

period beginning of next
window

L

Traditional Cepstral and Autocorrelation
Techniques were Used as a Basis for Comparison

Cepstral Pitch Determination

S_pe e Compute Compute Find peak Pitghd
signal | Lg\;vegass | {log of power || Fourier || and |_penod 0
fitering spectrum Transform interpolate
Autocorrelation Pitch Determination
Speech o i Pitch
signal Low pass Center | | Czr:t%lfte Fm:nzeak period
filtering chipping correlation interpolate
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Example of Pitch Estimation Using

Correlation and Cepstral Techniques

“Correlation”

50 50
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The EM Sensor Gives Better Pitch Estimates

Than the Traditional Cepstral Metho

d

Audio of /i/ (~400ms)

P

1B+ .
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EM Sensor
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The EM Sensor Yields Smoother, More Accurate
Pitch Contours Relative to Traditional Methods

They were all good men
E —— - .

-~ A Ao
AN
Li

EM sensor

Simulations With Synthetic Signals Confirm the
Accuracy of Our Zero-Crossing Pitch Algorithm

Pick #, at random to four decimal places
20 1
Synthetic signal s(t) = > —sin(2zNf 1)
N:1N k

Relative Pitch Error

—

R LE—
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From Tuning Fork Experiments We Determine
Pitch Estimate Performance of GEMS

« Generate known signals
from tuning fork experiments
- Compute pitch estimate
using cepstral, autocorr, and
GEMS zero-crossing
+ Results indicated that GEMS
pitch estimate is:
- 100 times faster in
computational efficiency
- 5to 20 times smaller in error
rates
e Conclusions
- GEMS is insensitive to
acoustic noise
- Fast computation of pitch
can provide real-time pitch
synchronous speech
processing
- Performance improve
with higher sampling rate

Using a Synthetic Transfer Function We Validated
the Improved Accuracy of ARMA Modeling

4 pole/2 zero Synthetic Transfer Function X(z) EM Excitation

IJ [ 1 W W B I W @ & ! Function Calculated
T T T T T ] Transfer
i P # ———=—— Functions
i *y 4 pole/Z zero ARMA - 5
) o ~ ARMA [ Hz)}—
< i N " i »
1t L [ S . , Synthetic | 1

G Y(2) dio [ —
[ T

|
|

- 1 coefficients Cepstral I ' i
5L 1 I ! T : —= Cepstral —H{z}—

a v v pai] p | pir = in] & o |

Frequency (Hz)
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The ARMA Model Yields Accurate and Robust Transfer
Functions Which Compare Well to Traditional Models

lll 20 Coefficient Cepstral model (black)
2 15 pole/15 zero ARMA model (blue)
15 Pole LPC model (red)

Mormalized Amplituds

" @m0 &0 &m &0 30 ¥ 40 &0
Frequency

Access to the Voiced Excitation Signal Gives Pitch
Synchronous Windows Used by the ARMA Model

2 Glottal
Glottal closure time markers
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of Wb {ad}
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Example of Showing That GEMS’ Pitch
Estimate is Unaffected by Acoustic Noise

WHEN ALLELSE FAIS USE FORCE
WHEN ALL ELSE FAILS USE  FORCE
T

Capstral
8

[ ﬁ'“w\

25 j]'S a5
hegmmng of nosse sec end of noise

Autocanelation

[ |
i m/,\ﬁﬂﬂf\@sﬂ ‘
»@\

Summary and Conclusions

* Results indicated that GEMS
pitch estimate Is:

- 100 times faster in
computational efficiency

- 5 to 20 times smaller in error]
rates

- GEMS is insensitive to
acoustic noise

- Fast computation of pitch
can provide real-{ime pitch
synchronous speech
processing

- Performance improves
with higher sampling rate
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EM-Microphone — A Potentially New
Machine Interface for the 21st Century
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Speaker Verification Using Acoustic|||
and Glottal EM Sensors (GEMS)

CASIS: Signal and Imaging Sciences Workshop

Todd Gable
UCD/LLNL

Overview — Why verification? @

* The verification experiment is the first large scale test of the GEM
Sensor applied to speech

* Verification involves many of the same types of problems found
in other speech applications like speech recognition and speaker
identification

» Speaker Verification can compete with or augment biometric
security systems like retina scans and fingerprints
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Speaker verification is the process of accepting or
rejecting a persons identity claim based on parameters
extracted from a test utterance

Parameter

Tempiate Threshoid

Identification
Claim

Data

l Refersnce
1 Retrieval

GEMS provide enhanced parameters for verification

Traditional Acoustic Parameters _Acoustc output fof beginning of “prnt-

* Pitch -Jw"“ 'A‘ ’Wj vﬁ

« Spectral coefficients and their derivatives
EM Sensor outpuﬂor beginniag of ynnt’

.ﬁ

S

» Energy

ATy

GEMS Enhanced Parameters

» GEMS extracted pitch

« Pitch synchronous spectral coefficients .. /\ \g

 Energy in ) , ‘

« Pitch synchronous ARMA coefficients = e U !

* GEMS signal parameters = = o fwmmw
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The GEMS signal shows distinct differences among
different speakers — suitable for a glottal “fingerprint”

1000 T T T T T T T
Speaker 1 -mzzw :
2000, 5:3 w.’n 1;1 zlxﬂ 7510 :{;n séo 400
1000 T T T T T
Speaker 2 ok . ﬂﬂﬂ 4
1000 T 250 = 4cln stn 800
: 500 T T T T
Speaker 3 Umm ]
S0t 4
oy 5:3 1(li 1é0 z‘n 2éu 300 30
51) T T T T T T
0 Py ™ & P = ™ %0
The vocal tract is modeled as an LTI e
system so we may use ARMA modeling LU;

audio data

radar data

Gilottal excitation
function

Transfer function H(Z) = Y(Z)/X(Z)
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Dynamic Time Warping (DTW) is the process of warping two
vectors to the same length which yields a distance measure that 3
mathematically tells us how similar they are
Ty — =¥ -
|
]
:
|
=Ml _| ]
1 |
1 1
I |
| |
| |
I |
| |
| |
A
1 |
Nt N2 N
Example Warping
Pitch Contours before time warping &
“My voice is my passport”
150 T T T T T T T
Hz 0 |
T w e w w wm  m W W w
150 T T T T T T T
100+ \ d
Az \ /\ ﬂ /\\ Speaker 1
50 .
D L . 1 1 Jl 1 1 / l
0 20 40 &0 80 100 120 140 160 180
150 T T T T T T T T
100+ A
Hz, | //_\ /\ /—\ [\\ | Speaker 2
T x e w @ w m e
time
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b
Pitch Contours after time warping LL%

150

A ' Speaker 1(red) warped
T \ S, to Guide (black)
108 = ‘ [M\ “w_
Hz \
L / | \
1 0
. ’ 1‘ A \ | { / j
) 50 tlme 1 15}
Warping Distance = 1,112 Same speaker - Jow distance
150 T T
Speaker 2 (blue) warped
to Guide {black)
100 - -
Hz
| ; E\ /\ |
. W ) .
0 50 time 100 150
Warping Distance = 234,959 Different speaker - #igh distance
Where we are now and what’s in the future E

* We have audio and GEMS data for fifteen male speakers using
standard sentences

* We have algorithms for extracting some verification parameters

¢ A Dynamic Time Warping algorithm is in place for time-registration
and a distance measure

* We still need to finish the parameter extraction software
and fine-tune the system

» With the software in place we can run the system for all
fifteen subjects and generate statistics

* Eventually port the system to C++ for demonstration purposes

Thank you
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| Object Identification Using
Low Power Radars

Randy Roberts
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Signal/Image
Processing for
Non-Destructive
Measurement
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Explosive Detection and Discriminant
Research for Civil Aviation Security}

Harry E. Martz, Derrill Rikard, Earl Updike, Clint Logan, and Sailes Sengupta
Lawrence Livermore National Laboratory

X- and gamma-ray imaging techniques in nondestructive evaluation (NDE) and
assay (NDA) have seen increasing use in an array of industrial, environmental, mili-
tary, and medical applications. Much of this growth in recent years is attributed to the
rapid development of computed tomography (CT). A new application area for CT is
civil aviation security explosives detection. The only Federal Aviation Administration
(FAA) certified explosives detection system is a linear-array based x-ray CT scanner
developed by InVision, Inc. Unfortunately the system'’s airport false-alarm rate perfor-
mance is higher than the certification rate. We are working with the FAA William J.
Hughes Technical Center to help them advance their explosives detection and dis-
criminant research efforts. We have applied three x-ray CT scanners in four different
data acquisition configurations to characterize explosives, distinguish between explo-
sives and x-ray machine false-alarm items; and validate inert, non-hazardous materials
that simulate the x-ray properties of explosives. I will describe the x-ray CT scanner
configurations, their results and our preliminary analysis of the data.

T This work is funded by the FAA William ]. Hughes Technical Center and is performed under the auspices of
the U.S. Department of Energy by the LLNL under contract W-7405-ENG-48.

Nondestructive Evaluation Center

presentsd by

Harry E. Martz, Acting Director NDE Center
Nondestructive and Materials Evaluation Section
Lawrence Livermore National Laboratory

S

at
Signal and Imaging Sciences Workshop
Lawrence Livermore National Laboratory
Livermore, CA
November 12-13, 1998
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The NDE Center’s role is to R&D core technologies and
competencies required to fulfill LLNL’s mission T

» Vision
— To be the World's leader in the research, development, and application
of the nondestructive measurement technologies that enable successful
LLNL and DOE programs
» Mission
— To provide LLNL and DOE programs with superior nondestructive
measurement capahilities
» FY99 mission objectives are to advance nondestructive
measurement core competencies and technologies
needed for the following compelling problems

— Extraordinary laser systems, this includes advanced diagnostics,
£.g., for fusion targets, and automated insitu optics damage inspection

— Weapon system performance, this includes three-dimensional
measurements over 15 cm to better than 25 um, advanced diagnostics,
e.g., AHF, and ceramic properties measurements

— Science-based stockpile stewardship, specifically durability and
life prediction

— Arms control, nonproliferation, and international security related to_

> ™ raducing the threat from weapons of mass destruction
The NDE Center’s current strategic focus includes five
objectives required to meet LLNL program needs ©
Chbjectives:
Quantitative NDT.  The objectrve of quanritative mali dimenzional NDT is (0 obtain measuremenss i evaluake physical properties:
geometry. density, ¢l & molecular composition, thermal. structural. mechanical, radioactive assay, e, in all three dimensions an

as a function of Gme for the materialsiobjects we charuckerize. We setu goal 0l 0. 1% geanaey (or «ach ol these propetties al viieo lrane
ns. This includes imbegration ol wspection, evaliation nd chasscterzation methody 1o prodict natorial respose wd il imes, wnl wie
v. reduce dam (0 a quansimrive decision.

Fasi Namoscale lmaging —The (sl Nanoscale mmaging objecuve is © provide muuple programs with quantilalive mullidimensional
(>3D1) imuing down 1o meoseale kuglhs, Most lechniquey thal provide such @ capubility W dule are yurfs mud oeur sucace methods. U
goal i3 10 do 1his an & specimen in bulkZ1). te.. beyond near surface. We want 1o develop NEX: technigues thi can obtin spatial resolut
of 104 nm (resolve two objecty separated by 100 nmjover | mim fickd of view at video frame races. W need to determing if “super
resolution” is possible and wseful 0 obwin spatial resolutions 10 bemer than the diffraction Jimit of the NDE imaginz sy stems.

Kinbedded jn Design—NDE should be the driver lhal unikes curendy very diverse and somewhat noncoupled kehnologies such as
dexign and medeling. matcrials development. charackerization and Lsting. prowoty ping. prmesss manioring and control. meverse enginceri
and reuse and wasie management info a glolxal package of integrarion and itcraion. The objective of ‘embadded in design’ is to conple bet
mto the programs t such an extent that we are an integral element in each of these areas. For example, NDE should be integrated into the
desizgu aod specifivation of systcms. This could cnable now concepts such as “swsant structures. ™

Multispectral  The multispoctval ohjective is 1o expand the spectral range of currear NDT imaging technologics and Io incicose the
synergism hetween diiferent NDE methoclologies  This will include metheds 10 registerfuse different NDU dam sets in multipke dimeasio
1o facilitate prediction of material behavior and fife times.

Portabilily —The objeelive of portability is W gedues cusrent ikl now NDE syskns 0 1 size il is oa Ure vider ol g snmll suitcase

(2x 10 e’ or ~&fP) with indlividual madules weighing no mone than 50 Ths. for ficld use. This requises sowree, detectar. and power
research and development We also need to research and develop remoteépassive NDE methods for confined’hard to access spaces

Focus areas D&NT! Lasers’ NAI' Enerqy/Env Bioscience’| Other’
Quantiative NDE H-Landramy

Oolen Kalimeni M H H H
Fast Nanoscale Imaging 1 Hluger M M 1 il
Embedded in Design 1] " M 1
Mullispectz! M H H H M
Pornabiity M M H H M M

3w 107600 Nt TAS
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Compelling NDE Center probiems C

* Measurement Systems
— See inside objects beyond what NDE has seen before
> Improve spatiai resclution down to nm scale

> Increased penetration/contrast to see inside materials
not accessible before

> Temporal {fast) volumetric imaging

» Analysis and Interpratation
- Multi-dimensional {>3D) signal and image processing
> Speed, accuracy and noise reduction in processing

> Data interpretation—We see more and mors things;
what does this mean to the customer

> Fusion of different NDE measurement systems data

Measurement systems, and analysis and interpretation
must be developed jointly to get optimal synergy

3w 107000 NITTAG

Nanometer scale is the world of the future e

cm
Scale

Haiw Scaks
Evaluation’
% Imaging

. It is clear that one NDE challenge is to head in the nano-scale
direction in addition to improving current scale capability

e 100999 HOE-TAS
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Automated multi-dimensional data acquisition,
processing and interpretation is the world of the future T

Rendks of view of the
Reudoral view of o gl Uendersd view of the peswve CT data sel slssrag the
rezoludon TCT data set wetive CT data udt dbributiou oI ™ I'e

Dats Reduction:
3 grams
Weapons grade
Plutanium

Decision:
Transuranic (not
low-level) waste
disposal required

X-cay j-ray y-tay

Typically multi-dimensional data are required to
produce a single number to make a crucial decision

“GBytes to a Bit”

nem 102689 \oETAE

“GBytes to a Bit”
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Ultrasonic Compound B-scan Imaging

Co-authors: T. ]. Gomm, ]. A. Mauseth
Idaho National Engineering and Environmental Laboratory
Lockheed Martin Idaho Technologies Company

The imaging of the internal contents of thin-wall tubes has led to the implementa-
tion of a little-used ultrasonic imaging technique that allows compounded images to
be created from a series of simple B-scan images. These compound B-scans have dis-
tinct imaging advantages over standard ultrasound A-scan, B-scan, and C-scan modes,
as well as some tomographic imaging methods.

Although this method is finding use in the medical world, there are issues pertain-
ing to couplant homogeneity, reflection, and diffraction that must be addressed for
application in the testing and imaging of metallic targets.

This presentation clearly defines the implementation of the Compound B-scan.
The steps needed to convert each standard B-scan image to a dimensional image are
discussed. The issue of non-homogeneity in the couplant is addressed. Because the
time-to-spatial dimension conversion require<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>