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Abstract

A wall confined plasma in an inverse pinch configuration holds
potential as a plasma target for Magnetized Target Fusion
(MTF) as well as the simple geometry to study wall-confined
plasma. An experiment is planned to study the inverse pinch
configuration using the Nevada Terawatt Facility (NTF) at
the University of Nevada, Reno (UNR). The dynamics of the
discharge formation have been analyzed using analytic models
and numerical methods. Strong heating occurs by thermal-
ization of directed energy when an outward moving current
sheet (the inverse pinch effect) collides with the outer wall
of the experimental chamber. Two dimensional MHD simu-
lations show Rayleigh–Taylor and Richtmyer–Meshkov -like
modes of instability, as expected because of the shock accel-
eration during plasma formation phase. The instabilities are
not disruptive, but give rise to a mild level of turbulence. The
conclusion from this work is that an interesting experiment
relevant to wall confinement for MTF could be done using
existing equipment at UNR.

PACS numbers: 52.65.Kj, 52.58.Lq, 52.50.Lp, 52.35.Py

1 Introduction

For the Magnetized Target Fusion (MTF) approach to fusion,
a desirable plasma target before the high-energy compression
phase would typically have density 1024 m−3, temperature
300 eV, β ∼ 1 (β = 2µ0p/B2 is ratio of plasma pressure
to magnetic field pressure), and energy confinement time ex-
ceeding the compression time, typically 10 µs [1, 2, 3]. These
parameters are experimentally nontrivial, and the optimum
method for achieving them has not been determined [3]. One
approach involves direct support of plasma pressure by ma-
terial boundaries [4]. The possibility of wall confinement has
been discussed at length theoretically [5, 6], but wall confine-
ment has been studied relatively little experimentally.

The key issues for wall confinement involve the interaction
between the material wall and the high-temperature plasma.
How rapidly the plasma cools throughout the volume, and

how quickly the wall material mixes with fusion fuel are the
main concerns. According to theory, thermal insulation is
significantly improved perpendicular to a magnetic field pro-
vided the plasma is magnetized in the sense that ion ωτ � 1,
where ω is the cyclotron frequency, and τ is the collision time.
When a room-temperature boundary holds finite plasma pres-
sure, a very dense sheath of plasma develops near the wall.
For a given pressure, density increases as the temperature
goes down towards the wall because of thermal conduction.
The sheath structure is complicated with very different trans-
port properties in different regions. The structure has been
described using classical transport estimates [5], but turbu-
lence is likely to develop and result in non-classical transport.
Large enhancements over Bremsstrahlung radiation can also
be expected from the dense sheath as impurities mix from the
wall.

Wall confinement is a quite complex issue, and experi-
ments will be required to evaluate its potential. A pioneering
experiment was done by Feinberg at Columbia University in
the 1970s [7]. It provided evidence that thermal transport
agrees with classical theory. The present day MAGO exper-
iment at VNIIEF in Russia is investigating wall confinement
for MTF targets in a regime of high energy density [8]. This
paper will describe a lower-energy-density experiment focused
on the physics of wall-plasma interactions, which is planned
at the UNR. It will utilize the Zebra hardware at the Nevada
Terawatt Facility [9].

The desired conditions of temperature and ωτ needed for
MTF targets require a considerable amount of heating, which
is provided by shock heating in all the wall-confined exper-
iments just mentioned. Classical Ohmic heating would be
negligible in a pulsed high-beta plasma leaning on a wall. In
other words, the characteristic Ohmic heating time would be
much longer than the energy confinement time under such
conditions. Relatively fast losses of heat to the walls is ac-
ceptable in an MTF context because theoretically the losses
can be overcome by the fast compression.

The inverse pinch geometry was selected for the NTF ex-
periment because of its well known shock heating capability
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Figure 1: An inverse pinch geometry to heat and hold plasma
against a room-temperature wall. Plasma from the uniform
gas-fill is initially accelerated outward by a current sheet that
forms on the glass insulator because of fast-rising current.
Plasma then settles into an equilibrium with j × B = ∇p
throughout the volume and with finite pressure on the bound-
aries.

in addition to its favorable field line curvature for MHD sta-
bility. The geometry is shown schematically in Fig. 1. The
generic features are:

1. A slow-rising current to provide a bias level of magnetic
field before the discharge begins.

2. A dynamic phase with rapidly rising current that forces
a current sheet outward from the insulator.

3. A thermalization phase after the current sheet encoun-
ters the outer boundary, involving multiple reflections of
shock waves that convert directed energy into thermal
energy.

4. An equilibrium phase where magnetized plasma is held
against the outer boundary by the magnetic field from
current that is presumed to be held constant on the
inner conductor.

Only the final equilibrium phase is shown schematically in
Fig. 1.

The original term ”inverse pinch” comes from Furth and
colleagues [10]. They and others [11, 12] were primarily inter-
ested in the plasma acceleration and shock heating processes.
The inverse pinch geometry has proven useful as a plasma
accelerator for space applications [13], as a source of electro-
magnetic radiation [14], and as a neutron source [15, 16].

Not much discussion can be found in the literature con-
cerning the confinement properties of an inverse pinch during

the equilibrium phase. The only example to our knowledge
is the MAGO configuration that involves two chambers and
two current sheets. One current sheet accelerates plasma axi-
ally through a nozzle-like construction, while another current
sheet forms on an insulator and propagates outward as in an
inverse pinch.

The new experiment at UNR would differ from MAGO
by using a single chamber with good diagnostic access. A
lower-energy-density regime should allow high repetition rate
of the experiment. The goal is to understand the intrinsic
confinement properties of the wall-confined inverse pinch with
the geometry as simple as possible.

In the 1960s an experiment called an ”inverse pinch” inves-
tigated a linear geometry that combined axial Bz field with
axial current flowing through electrodes [17, 18]. Electron
thermal conduction in the axial direction parallel to B lim-
ited the temperature to about 50 eV, but the configuration
had features similar to an inverse pinch in the radial direc-
tion. Density around 1021 m−3 and interesting lifetimes over
100 µs were reported. We prefer to use the term ”inverse
pinch” to specify purely axial current and azimuthal Bθ field
that drives a current sheet radially outward at early time.
On the time scale of interest, the magnetic field should re-
main parallel everywhere to the conducting boundaries.

This paper is devoted mainly to the dynamic phase of
plasma formation. Section 2 describes the Zebra experimen-
tal facilities at the NTF facility. Section 3 describes the
MHRDR code used for numerical simulations. In Section
4 the plasma acceleration and thermalization phase are dis-
cussed using results from one-dimensional numerical simula-
tions compared with the standard snowplow model and other
analytic expressions. In Section 5, the magneto-acoustic os-
cillations around equilibrium seen in one-dimensional simula-
tions are described, and Kadomtsev’s criterion [19] for MHD
stability of a given equilibrium is summarized. Section 5 also
includes a discussion of MHD model applicability. Section
6 compares 1D MHRDR simulations with recent experimen-
tal results [15, 16] reported by the Institute of High Current
Electronics (Tomsk, Russia) for their inverse pinch experi-
ment. Finally, Section 7 describes instabilities seen in 2D
simulations with the MHRDR code. Rayleigh-Taylor type
instabilities are seen in simulations that have seeded pertur-
bations, or in simulations that lack axial uniformity because
of room-temperature electrodes.

2 NTF experimental parameters

The 2 TW Zebra [9] pulsed-power device is a refurbished
pulse-power system originally operated as a high-density z-
pinch at Los Alamos National Laboratory [20]. For applica-
tion to an inverse pinch, a front end that resembles Fig. 1
would be fabricated to serve as the electrical load for the
2 MV, 1 MA electrical generator. The dimensions of the dis-
charge chamber for the inverse pinch modeled in this paper
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Figure 2: Typical experimental load current in Zebra (thin
line) and SCREAMER calculations for inverse pinch (dashed
line). Idealized waveform used for numerical calculations
(bold line) consists of bias current Ib, current rise-time t0,
and peak current I0 level.

are: axial length lz = 30 cm, inner radius RI = 2 cm, outer
radius RW = 10 cm. The inductance for such a load would
almost be a short circuit for the generator, and the maximum
output current at full voltage would be approximately 1 MA
rising in 150 ns.

Similar electrical loads have been used on the existing ap-
paratus, and a usual feature of the discharges is an automatic
crowbar of current near its peak. The crowbar is caused by
a repeatable flashover of the insulator on the Zebra output
where power feeds to the vacuum transmission line carrying
current to the experimental load. The flashover occurs shortly
after peak current when voltage reverses on the insulator.

Circuit analysis for the inverse pinch geometry has been
carried out using the SCREAMER code [21] in the approxi-
mation that load inductance does not change with the time.
The predicted discharge current waveform is shown in Fig. 2,
along with the experimental waveform obtained when using
similar impedances, and the idealized current waveform used
for numerical modeling. Three values characterize the ideal-
ized waveform: bias current Ib, rise-time t0, and peak current
I0. The initial level of current, which we term the ”bias cur-
rent” requires an additional power supply on the Zebra facil-
ity. The bias current can be introduced with a low-voltage
capacitor bank isolated from the Marx generator with a large
inductor.

The high-voltage generator can be operated in different
modes, which affect the peak current I0 and rise time t0, by
adjusting the spacing of electrodes in the water switches. The
highest–power mode is shown in Fig. 2. A reduced–power
mode results from smaller electrode spacing. For the same
initial charge voltage, the reduced-power mode has about half
the current and double the rise time. The advantage of the

reduced–power mode is more reliable operation and faster
turn-around time between pulses.

3 Method of numerical simulation

A numerical code called MHRDR (Magneto-Hydro-Radiative-
Dynamics-Research) will be used for these investigations. This
code has been developed by I. Lindemuth and P. Sheehey at
Los Alamos National Laboratory. The MHRDR code simu-
lates dynamics of hot, dense, magnetized plasma in 2D, using
the MHD approximation. The MHD equations are integrated
numerically, assuming cylindrical symmetry of the plasma
configuration. And only plasma dynamics in (r, z)-plane and
only azimuthal component of the magnetic field B = eθB are
considered. The implicit in time numerical scheme with an
adjustable time step is used for the integration. The MHRDR
computer code works with one-, two- and three- temperature
(ion Ti, electron Te, and radiation) plasma models.

3.1 Basic equations of MHD model

The MHD model considers the following set of the equations
for evolutions of the mass density ρ, bulk velocity v, spe-
cific internal energy for ion εi and electron εe components of
plasma, and magnetic field intensity B:

∂ρ

∂t
+ ∇ · (ρv) = 0 , (1)

∂(ρv)

∂t
+ ∇ · (ρv ⊗ v) + ∇p +

1

µ0

B× (∇×B) = 0 , (2)

∂B

∂t
−∇× (v ×B) +

1

µ0

∇× (η∇×B) = 0 , (3)

∂(ρεi)

∂t
+ ∇ · (ρvεi) + pi∇ · v + ∇ · (κi

⊥∇Ti) −Qei = 0 , (4)

∂(ρεe)

∂t
+ ∇ · (ρvεe) + pe∇ · v + ∇ · (κe

⊥
∇Te) −

− η

µ2
0

(∇×B)2 + Qei + Qrad = 0 . (5)

Kinetic transport coefficients in transverse magnetic field η,
κi
⊥
, κe

⊥
and electron ion heat exchange term Qei have been

calculated by using Braginskii formulas [22].
The simulations in this paper use the simplified model of

one-temperature (Te = Ti) completely ionized plasma and
only Bremsstrahlung radiation is included into the radiation
cooling term Qrad.

3.2 Initial conditions

Simulations were performed in a rectangular (r, z)-domain
that represents the discharge chamber, shown on Fig. 1, with
inner radius RI = 2 cm, outer radius RW = 10 cm, and axial
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length lz = 30 cm. It will be supposed that the discharge
chamber is filled uniformly with deuterium. The initial mass
density of the fill gas is chosen to be ρ = 5 × 10−6 kg/m3,
which corresponds to the background pressure of of pb ≈
23 mtorr for the molecular deuterium.

The results discussed in this paper assumes the reduced–
power mode: I0 = 500 kA and t0 = 200 ns. Under such
conditions one should expect the magnetic field energy to be
WM ∼ 10 kJ, and voltage drop between the electrodes of the
discharge chamber to be V ∼ 100 kV. Two values of the bias
current, Ib = 15 kA and 25 kA, are considered in order to
reveal the influence of the trapped magnetic flux on pressure
profile in the vicinity of the outer wall. The majority of 1D
simulation results will be obtained for Ib = 15 kA. Then, in
Section 5 the results for both these values of Ib will discussed.
2D simulations will be performed for Ib = 25 kA.

4 Shock acceleration and heating

The initial slow-rising bias current does not create current in
the static gas fill. When high voltage is applied to generate
the main current pulse, a current sheet would be expected to
form in an experiment along the insulator by ionization and
Ohmic heating of the gas fill. In simulations the ionization
process is approximated by starting with a 2–mm thick layer
of 1 eV plasma adjacent to the insulator. The Lorentz force
accelerates the current sheet outward (inverse pinch effect)
producing a strong shock wave driven by the magnetic piston
through the background gas.

According to modeling and consistent with many exper-
iments, the current sheet can be approximated as a perfect
conductor for the time scale of radial motion. The increasing
flux associated with the applied high voltage is contained in
the region between the inner conductor and the current sheet,
and the initial bias flux in the region between the current
sheet and the outer conductor stays nearly constant, giving
rise to increased magnetic field strength as the current sheet
approaches the outer boundary.

The evolution and structure of the current sheet and shock
wave are shown in Fig. 3.

4.1 Snowplow model of shock acceleration

The simplified snowplow model assumes the plasma accretion
is performed at the thin layer with the mass M that is ad-
jacent to the current sheet. Acceleration occurs due to the
action of the magnetic field pressure:

d

dt
(Mu) = 2πrlzpm =

µ0

4π

lz
r

I2 , (6)

where r is the position of the current sheet, u = dr/dt is its
velocity, and I is the electric current in circuit. The mass
of the accreted plasma behind the shock wave front is ex-
pressed as M = π

(

r2 − R2

I

)

lzρ. Thus, the dynamics of the
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Figure 3: Shock wave driven by the magnetic piston. Graph
(a) presents density profiles at three different moments: t =
100, 150 and 200 ns. Vertical dotted lines represent the posi-
tion of the current sheet as predicted by the snowplow model.
Graph (b) shows the structure of the shock wave: profiles of
the density ρ, temperature T , magnetic field B and the en-
closed electric current I at t = 150 ns.

shock acceleration can described by the following differential
equation:

r
d

dt

[

(

r2 − R2

I

) dr

dt

]

=
µ0

4π2

I2

ρ
. (7)

Voltage drop between the electrodes U is one of the impor-
tant experimental parameters, which can be estimated in the
snowplow model as follows:

U =
∂

∂t

∫∫

S

Bdrdz =
µ0

2π
lz

[

dI

dt
ln

(

r

RI

)

+
I

r

dr

dt

]

. (8)

The predictions made by the snowplow model are com-
pared with MHRDR calculations on Figs. 3 and 4. Dynamic
equation (7) gives us a set of the scaling laws for shock pa-
rameters like velocity u, kinetic energy per unit length Kl =
Mu2/(2lz), and average energy per particle k = miu

2/2:

u ∼ I0

2πRW

√

µ0

ρ
; Kl ∼

µ0I
2

0

8π
; k ∼ µ0

8π2

I2

0
mi

R2

W ρ
, (9)
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Figure 4: Simulation results by MHRDR computer code: ki-
netic energy K, thermal energy WT , energy lost due to the
thermal conduction TC (all in kJ units). Predictions by snow-
plow model: kinetic energy of the shock wave K, kJ; and the
inductive voltage drop between the electrodes U , kV [Eq. (8)].
Time scale in the figure corresponds to the dynamic phase and
the first hit against the wall.

where mi is the ion mass. As we can see, the total kinetic
energy of the shock is determined by the shape of the current
profile. Yet the energy per particle (i.e. resultant temperature
of plasma) is inversly proportional to the specific mass of the
fill gas per unit length in axial direction.

In the limit RI/RW � 1 Eq. (7) responds with an asymp-

totic solution r = RW (t/t0)
n+1

2 for the current waveform
I = I0(t/t0)

n. It gives the following expressions for tem-
poral evolution of shock parameters for two specific shapes of
the current pulse: linearly rising current I ∝ t

r ∝ t , u = const , Kl ∝ t2 , k = const (10)

and constant current I = const

r ∝
√

t , u ∝ 1√
t
, Kl = const , k ∝ 1

t
. (11)

4.2 Thermalization of directed energy

During the dynamic stage the shock wave moves with the ve-
locity u, which is hypersonic (≈ 150 Mach) with respect to the
parameters of filling gas. Such a shock causes rapid plasma
compression at the shock wave front. Plasma parameters be-
hind the shock wave front (denoted below with subscript ”1”)
can be calculated for a plane shock wave moving with con-
stant velocity. In this case one can use the exact solution for
very strong shock p1 � pb (γ = 5/3 is below):

p1 =
γ + 1

2
ρu2 =

4

3
ρu2 , ρ1 =

γ + 1

γ − 1
ρ = 4ρ . (12)

Thermal energy WT , accumulated behind the shock wave
front in this approximation, will be exactly the same as the
kinetic energy K:

WT =
1

γ − 1

∫∫∫

p1dV =
γ + 1

γ − 1

ρ

ρ1

Mu2

2
= K . (13)

As we can see from the data in Fig. 4 for cylindrical shock
wave accumulated thermal energy is less than the kinetic en-
ergy WT ≤ K ≈ 2.5 kJ.

When the plasma collides with the outer wall, the ma-
jor part of the kinetic energy is transformed to the internal
energy of the plasma. One might expect doubling of the ther-
mal energy, but the heat loss to the outer wall due to thermal
conduction is substantial as shown in Fig. 4. Therefore, the
thermal energy does not much exceed the level obtained be-
fore plasma collides with the wall. Later in time thermal
energy gradually decays as heat flows to the cold outer wall
on a microsecond time scale.

5 Relaxation to equilibria in 1D

After the first hit against the outer wall the shock wave expe-
riences multiple reflections between the outer solid and inner
magnetic boundaries. As shown in Fig. 5, the intensity of the
shock wave goes down together with the remains of kinetic en-
ergy, and the plasma motion gradually converts to magneto-
acoustic oscillations. When the radial motion damps out, the
expected equilibria between magnetic and plasma pressure
are observed. Because of thermal conduction perpendicular
to B, the thermal energy confinement time for the conditions
specified in Section 3 is about 10 µs.

5.1 Oscillations about equilibria

The equilibrium plasma state of a diffuse z-pinch is uniform
along z, and the balance of j×B and ∇p

∂p

∂r
+

µ0

8π2

1

r2

∂

∂r
(I2) = 0 (14)

has well known solutions and features [19].
Experimental measurement of plasma energy losses is of-

ten accomplished in high-β experiments by measuring the
decay of plasma diamagnetism. In a one-dimensional equilib-
rium, that is, with variations only in the radial direction, mag-
netic measurements external to the high-temperature plasma
can be related to thermal energy per unit length in either the
ordinary z-pinch or the θ-pinch configuration. The technique
might be useful for an inverse pinch, although two complica-
tions arise: pressure is finite at the outer wall, and magne-
toacoustic oscillations might complicate the measurement.

For the inverse pinch geometry considered here, the ther-
mal energy WT between two radii r = a and r = b can be
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Figure 5: Graph (a) shows damping of the oscillations of ther-
mal WT and kinetic K energies of plasma according to nu-
merical simulations. Graph (b) compares the corrected value
of thermal energy WT (curve 1) given by Eq. (18) with an
estimate for a static equilibrium (curve 2), using Eq. (15).

expressed from Eq. (14):

WT =
3

2

∫∫ b

a

p2πrdrdz = lzδ

[

3π

2
r2p +

3µ0

16π
I2

]

, (15)

where I = (2π/µ0)rB, and δ[f(r)] = f(b) − f(a). By placing
magnetic probes at radii a and b that surround essentially
all of the plasma energy, the desired measurement of thermal
energy vs. time could be made. However, it would be nec-
essary to measure both B and p at the outer wall (typically
p(RI)R

2

I/p(RW )R2

W � 1) for the conditions of interest in
an inverse pinch. Direct electrical measurements of p might
be possible [23], and a measurement of B at the wall and at
small radius where pressure is negligible, and probe pertu-
bations should be minimal, should be straightforward with
magnetic probes.

A diagnostic approach based on the above logic is fur-
ther complicated by magnetoacoustic oscillations. In one-
dimensional simulations, oscillations are observed to persist
throughout the thermal cooling time. Following the dynamic
phase described in Section 4, the kinetic energy damps out rel-
atively quickly, and one might have expected an equilibrium

relationship like Eqs. (14)–(15) above to apply. Instead nu-
merical simulations show oscillations around the equilibrium
as indicated in Figs. 5 and 6. The frequency of the oscillations
appear to be related to the magnetoacoustic frequency fm:

tm =
1

fm
=

2∆r
√

c2

A + c2

S

(16)

For a thickness ∆r = 5 mm if we choose ρ = 10−4 kg/m3,
p = 105 Pa and B = 1 T, then we have the following: Alfven
velocity cA ≈ 9 × 104 m/s, sound velocity cS ≈ 4 × 104 m/s.
So, one expects a frequency tm ∼ 100 ns and the numerically
observed frequency is 106 ns at t = 3µs.

The modification of the equilibrium relationship by the
oscillations can be seen in detail by integrating the equation
of motion with inertial terms included

∂

∂t
(ρv) +

1

r

∂

∂r
(rρv2) +

∂p

∂r
+

µ0

8π2

1

r2

∂

∂r
(I2) = 0 (17)

rather than just equilibrium Eq. (14). In that case,

WT = lzδ

[

3π

2
r2(ρv2 + p) +

3µ0

16π
I2

]

−

−3

2
K +

3π

2
lz

∂

∂t

∫ b

a

ρvr2dr . (18)

At times like that depicted in Fig. 5, K/WT � 1. It
means that the kinetic energy of plasma motion is negligible
compared to the other terms of Eq. (18). And within the
solid boundaries we have δ[r2ρv2] = 0. Yet, surprisingly, the
influence of the inertia term ∂/∂t in the right-hand side of
the equation (18) is not negligible, and the definition, given
by Eq. (15), contains a large oscillating error vs. Eq. (18) [see
Fig. 5(b)].

5.2 Hydromagnetic stability at equilibrium

According to the Kadomstev criteria [19], hydromagnetic sta-
bility of the plasma against the sausage m = 0 mode at equi-
librium [Eq. (14)] depends on the shape of the pressure profile.
For ideal gas γ = 5/3:

−d ln p

d ln r
<

20

6 + 5β
. (19)

Thus, a plasma equilibrium is unconditionally stable if plasma
pressure increases with the radius (as at the inside interface
between plasma and magnetic field), and can be stable if
plasma pressure drops sufficiently slowly towards the outer
boundary.

Plasma pressure at the wall always becomes large for a
brief time during the stage of thermalization of the directed
energy, but then drops to a smaller and variable amount as
radial oscillations damp out and equilibrium is established.
Pressure profiles seen in Fig. 6 are oscillating near the equi-
libria. They are formed as expected with large gradients of
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Figure 6: Radial plasma oscillation near the equilibrium at
t ≈ 3µs, depending on the value of bias current Ib. Radial
profiles for plasma parameters: mass density ρ, 10−3 kg/m3,
pressure p, 105 Pa, temperature T, 100 eV and electric cur-
rent I, 105 A are shown at two consecutive moments of time
that correspond to the minimum (solid lines) and maximum
(thin lines) of plasma thermal energy.

plasma temperature and density at the cold wall. The charac-
teristic width of this boundary layer is defined by the thermal
conduction of plasma and can be estimated from the data,
shown in Fig. 6, as δrκ ∼ 0.5 cm.

After formation of a high-conductivity plasma layer along
the surface of the inner electrode, the magnetic flux becomes
trapped between the current sheet and the outer wall. The
value of the trapped magnetic flux ΦB is directly proportinal
to the total enclosed electric current I1(t) [I1(0) = Ib] at the
outer edge of the current sheet:

ΦB =

∫∫

S

Bdrdz =
µ0

2π
I1(t)lz ln

(

RW

rp(t)

)

, (20)

where rp(t) is the position of the current sheet. Neglecting
magnetic field diffusion, the value ΦB is constant in time. The
last assumption allows us to estimate the equilibrium value of
rp = Rp. In approximation of the thin current sheet, I1 ≈ I0,

so Eq. (20) gives:

Rp = RW

(

RI

RW

)Ib/I0

(21)

Being compressed by the outward moving current sheet,
the trapped magnetic flux causes large magnetic pressure that
finally stops the current sheet as it approaches the outer wall.
Bias magnetic field also provides thermal insulation. How-
ever, the pressure profile created with this field is unstable
in the region between the maximum pressure and the outer
wall according to the Kadomtsev stability criterion. Using
the notation of Ref. [6] the criterion (19) can be written as
Q < 1 where

Q = −
d ln p

d ln r
·
6 + 5β

20
. (22)

For the case of Ib = 15 kA, Qmax ∼ 5, where Qmax is
the maximum value of Q as a function of radius. When
Ib = 25 kA, the criterion is violated by an even larger fac-
tor: Qmax ∼ 20 − 30. Even in a case with zero bias current
and the same fill density, the substantial amount of the mag-
netic field diffuses through the current sheet and then gets
compressed by the sheet motion giving Qmax ∼ 3. By chang-
ing both fill pressure and bias current a few examples were
found with Qmax < 1 at early times following equilibration.
But in all cases the pressure profile changed after a few mi-
croseconds because of diffusion and thermal conduction and
then showed Qmax > 1. These simulations suggest that some
additional method of plasma control will be needed to create
Kadomtsev-stable pressure profiles.

The frequency of the magneto-acoustic radial oscillations
is also dependent on the value of bias current. If Ib = 15 kA
Eq. (21) gives the following estimation: ∆r = RW − Rp ≈
0.5 cm. It means that almost all plasma forms the boundary
layer adjacent to the outer wall ∆r ≈ δrκ.

If Ib = 25 kA, a noticeable part of the plasma with typical
density ρ ≈ 2× 10−4 kg/m3 is located out of boundary layer:
∆r ≈ 0.8 cm. Simulations then show an increased period
for magneto-acoustic oscillations, tm ≈ 145 ns, and Eq. (16)
gives tm ≈ 144 ns.

The features of 1D plasma dynamics, described in this
Section, are fully applicable for 2D plasma configuration, pro-
viding the system is uniform in axial direction. On the other
hand, axial non-uniformity may change the character of plasma
dynamics after the formation stage. This issue will be dis-
cussed in details in Section 7.

5.3 Applicability of the MHD model

The gyro radii for the electrons ρBe and ions ρBi

ρBa =
vTa

ωCa
, ωCa =

ZaeB

ma
, vTa =

√

3Ta

ma
, a = e, i (23)
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Table 1: Averaged plasma parameters in the vicinity of the
outer wall for the cases Ib = 15 kA and Ib = 25 kA

r, cm 9 9.5 9.9
Ib, kA 15 25 15 25 15&25

ρ, kg/m3 10−7 10−6 10−5 2× 10−5 10−4

T , eV 150 300 100 170 15
B, T 1.1 1.1 1 0.8 0.9

ρBe, cm 10−3 10−2 10−3 10−2 10−3

ρBi, cm 0.3 0.4 0.3 0.4 0.1
λei, cm 400 100 7 8 10−2

ωCeτe 105 104 103 103 14
ωCiτi 400 80 7 5 0.06

and their lengths of mean free path λei = vTeτe and λii =
vTiτi (see, for example, Ref. [22])

1

τe
=

√
2

3
√

π

µ2

0

4π

(ce)4
√

me
Λei

Zne

T
3/2

e

,
1

τi
=

µ2

0

4π

(ce)4
√

mi
Λii

Zne

T
3/2

i

(24)

are given in Table 1. The electrons are strongly magnetized:
ωCeτe � 1. However, ions are magnetized in the vicinity
of boundary layer: ωCiτi � 1 at r ≤ 9.5 cm, and are non-
magnetized ωCiτi � 1 at the boundary layer r > 9.5 cm that
is adjacent to the outer wall.

The mean free path of the electrons and ions dramatically
changes from the center to the outer wall: λ ∝ (T 2/ρ). At
hot low-density region of plasma r ≤ 9 cm both ions and
electrons are practically collisionless λ/RW � 1. Electron
MHD approximation still can be used provided that the mean
total displacement of the electron for the time between two
consecutive collisions is small vs. the typical plasma size:
λei � R2

W /ρBe in the cylindrical configurations with pure
toroidal magnetic field [26]. Under some assumptions the
dynamics of collisionless ions still can be considered in MHD
approximation [27]. Yet in the latter case one should take into
account two–fluid effects due to the strong Hall term and the
effects of the anomalous transport in low-density plasmas.

The extreme case of low-density plasma has been dis-
cussed above. The MHD model, considered in this paper,
is still applicable even in such conditions. Yet some prob-
lems may arise due to the lack of plasma collisionality. The
magnetic field pressure that supports plasma at the inside
interface is defined by the value of peak current I0 and the
position of the current sheet at equilibrium Rp. At the same
time the value of plasma β basically is the function of bias
current Ib and the fill pressure pb. Over a wide range of
parameters relevant to the UNR experiment β ∼ 20 − 50%,
which means that the plasma pressure p = nT remains ap-
proximately constant as initial gas pressure is varied. So, the
higher density of the inverse pinch plasma can be ”traded” for
its lower temperature; thus the collisionality of plasma can be
substantially increased: λ ∝ (T 2/ρ) ∝ p2/ρ3.

0 2 4 6 8 r, cm
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1.6
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0
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6
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T
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N

ρ

(a)

(b)

Figure 7: 1D simulation of the Tomsk inverse pinch experi-
ment. Graph (a) presents the evolution of the density profile
during liner acceleration (solid lines represents simulation re-
sults due to MHRDR code; dotted lines denote current sheet
position inferred from the magnetic probes). Graph (b) shows
MHRDR simulations data for the evolution of mass density ρ
and temperature T near the wall (RW = 10 cm); neutron pro-
duction rate dN/dt and total number of neutrons N produced
per unit length of the liner.

6 Comparison of 1D simulations with

an inverse pinch experiment

An inverse pinch experiment has been carried out at the In-
stitute of High-Current Eelctronics (Tomsk, Russia) [15, 16]
using a current pulse amplitude of 850 kA and a high-voltage
pulse duration of ∼ 80 ns. No bias current was used in the
experiment.

Gas was initially localized in an annulus surrounding the
inner electrode. It was injected from a Laval nozzle located
approximately 1.5 cm from the axis, and the amount of deu-
terium gas was typically 2.6 µg/cm. Current sheet dynam-
ics were observed with magnetic probes mounted at various
radii. Fig. 7(a) compares MHRDR simulations for the Tomsk
experimental conditions with data from magnetic probes.

A pulse of neutrons was observed when the accelerated
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Figure 8: Evolutions of the thermal (a) and kinetic (b) energy
of plasma in 1D (Ib = 25 kA) and in 2D cases presented in
Fig. 9 (perturbations of mass density) and in Fig. 10 (cold
electrode as a top boundary in z-direction).

plasma sheet encountered the outer wall. The experiment was
designed to generate neutrons when the directed deuterons in
the current sheet impacted on the outer wall, which was cov-
ered with a layer of deuterated plastic. The directed energy
of ions in the current sheet was ∼ 4 keV, so neutron emission
is not surprising. From an MHD perspective, as described in
earlier sections of this paper, directed energy is converted to
thermal energy when an accelerated plasma encounters a wall.
Fig. 7(b) shows the neutron emission according to MHRDR
simulations. The timing of neutrons in the simulation is simi-
lar to that reported in the experiment, but the absolute mag-
nitude computed is about one order of magnitude smaller
than that reported experimentally. A two–temperature cal-
culation with Ti > Te would probably give the better agree-
ment because the shock heating affects primarily the ion tem-
perature. The neutrons resulting from thermalization would
not depend upon the wall material used. This may help ex-
plain why the observed neutron emission appeared about the
same even when the wall target material was metal instead
of deuterated plastic.

The favorable comparison of simulated data with experi-
mental observations strengthens the point that MHD model-

ing gives a reasonable description of plasma dynamics despite
restrictions due to finite gyro radius and large mean free path.

7 2D modeling of plasma dynamics

The following section describes the results of 2D simulations
of an inverse pinch discharge. 2D simulations with uniform
distribution of plasma parameters in the axial direction would
reproduce 1D plasma dynamics, considered in Section 5. With-
out axial uniformity 2D hydromagnetic instabilities develop,
and some characteristics of plasma dynamics are changed.

Two types of non-uniformity were considered in the sim-
ulations. First, a sinusoidal variation of density in the axial
direction was considered for a plasma with effectively infinite
axial length. In that case, the top and bottom boundaries
in the z-direction were treated as surfaces of reflection for
density, velocity, temperature, and magnetic field. Second, a
realistic zero-temperature conducting boundary was assumed
at one end, with a reflecting boundary at the other end. In
both simulations the non-uniformities give rise to instability,
which evolves in the final equilibrium into turbulent 2D con-
vective cells in the (r, z)-plane.

The simulations in this section were done for Ib = 25 kA.
With that value of bias current, the 1D model predicts that a
substantial amount of plasma stays out of the cold boundary
layer leaning on the surface of the outer electrode. Fig. 8
compares the evolution of the thermal and kinetic energies
of plasma, normalized to the axial length of the discharge
chamber lz = 30 cm, in 1D (Ib = 25 kA) and both 2D cases.

7.1 Turbulence generated with the sinusoidal

density perturbations

Non-uniformity of current breakdown along the inner elec-
trode may violate the homogeniety of density profile in the
axial direction. To study the dynamics of the inverse pinch
discharge with seeded sinusoidal perturbations of mass den-
sity, a 5% perturbation with axial wavelength of Lz = 2.5 cm
(exactly two wavelength, 5 cm, between the reflecting bound-
aries) was imposed upon the initial gas fill in a 3-mm-thick
layer near the inner electrode. Plasma dynamics in this case
is represented by pressure contours in Fig. 9 at three different
times.

Both MHRDR simulations and calculations by snowplow
model predict quite a short phase of the effective acceleration
during the outward motion of the current sheet for the current
pulse shape, given in Fig. 2 [see the relations (10)–(11)]. Most
of the time the outward sheet velocity is constant, so the
Rayleigh – Taylor (RT) instability does not develope much.

After reflection from the outer wall at t1 ≈ 240 ns the
shock wave propagates through its own inhomogeneous in-
terface until it reaches the corrugated boundary between the
plasma and the magnetic piston at t2 ≈ 300 ns. When a
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Figure 9: (Color). Pressure level contours p, 105 Pa repre-
sent plasma dynamics in the case of seeded sinusoidal pertur-
bations of mass density. Three plots shows the consecutive
stages of plasma evolution: plasma state after the first bump
against the outer electrode t = 300 ns, growth of the Rayleigh
– Taylor instability t = 450 ns and turbulent motion of plasma
at t = 3 µs.

shock wave passes through the corrugated contact disconti-
nuity, the turbulence is generated behind the shock wave front
due to the development of the Richtmyer – Meshkov (RM) in-
stability. Typical value of the shock wave velocity is of the
order of u ∼ (π/(t2 − t1))∆r/2 ≈ 3 × 105 m/s, where ∆r
has the same meaning as in Eq. (16). Thus one can give a
rough estimation of the linear growth rate of RM instability
as γRM ∼ 2πu/Lz ≈ 1/(15 ns).

According to Kadomtsev criterion (19) in 1D simulations
an unstable radial pressure profile is formed near the wall at
Ib = 25 kA. Thus, the outer interface between the plasma
and trapped magnetic field is unstable to m = 0 interchange
mode. The development of this instability may also result in
generation of the turbulence.

The amplitude of the effective radial acceleration of both
inner and outer interfaces between the plasma and magnetic
field can be estimated as a ∼ (π/(t2 − t1))

2∆r/2 ≈ 2 ×
1013 m/s2. With this value of acceleration the roughly es-
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Figure 10: (Color). Pressure level contours p, 105 Pa show-
ing plasma dynamics, affected by the presence of the room-
temperature electrode at z = 15 cm. Reflective boundary is
assumed at z = 0. Pressure level contours are shown at four
consecutive moments: t = 300 ns, 600 ns, 1 µs and 3 µs.

timated growth rate of RT instability is of the same order as
for RM instability: γRT ∼

√

2πa/Lz ≈ 1/(15 ns). Unlike
RM instability, at linear stage the perturbation amplitude of
RT instability growth exponentially versus time.

At t = 1 µs almost all directed energy of the shock wave
has been transferred to the kinetic energy of the convective
motion and partially to the thermal energy of plasma (see
the plots in Fig. 8). The value of the radial acceleration
damps out together with the directed energy of the shock
wave. Fig. 9 shows that at t = 3 µs plasma settles down into
a quasi-equilibrium state with mild-level turbulence, which
is characterized by kinetic energy typically a few percents of
thermal energy.

7.2 Influence of cold walls

A cold boundary also gives rise to non-uniformities in the
axial direction as well as to the RM, RT and interchange
modes with qualitative features similar to those described in
the last subsection. The electrodes in an actual experiment
act as a heat-conducting low-temperature boundary. As a
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result of thermal conduction, plasma cools at the surface,
pressure drops, and then plasma moves towards the boundary
and creates a high-density sheath with approximately uniform
pressure. The axial gradients of temperature and density de-
stroy the uniformity of the current sheet because the magnetic
field pressure is applied to regions with substantially different
Alfven and sound velocities.

Results of simulation are shown in Fig. 10. Pressure con-
tours show a significant disturbance at the zero temperature
boundary (z = 15 cm) by 0.6 µs. Plasma dynamics at the
reflecting boundary (z = 0) has the same features as those
described in Section 5 until the perturbations arrive to that
region at t ≈ 1 µs. These perturbations propagate in axial
direction with the typical velocity of the residual turbulent
motion ∼ 2 × 105 m/s.

8 Discussion

The theoretical investigations described in this paper support
the idea that an MTF-relevant inverse-pinch plasma can be
generated using the UNR Nevada Terawatt Facility. Accord-
ing to 1D and 2D simulations, and consistent with analytical
models, plasma should be formed with temperature over 100
eV, density around 1022 m−3, and β ∼ 1. The energy den-
sity in the UNR experiments is less than needed for an MTF
target, but the regime of collisionality and magnetization is
similar. The UNR experiment combined with MAGO results
should allow a reasonable assessment of wall confinement for
MTF in the inverse-pinch type of configuration.

Because of acceleration during the dynamic formation phase,
any type of axial non-uniformity gives rise to the instabilities
that have the features of the Rayleigh – Taylor, Richtmyer –
Meshkov and m = 0 modes. These instabilities resemble the
familiar sausage instability of a z-pinch except that m = 0
would be stable on the inside of the pressure profile in equi-
librium because of favorable field line curvature. The radial
acceleration damps out within a few microseconds, and what
remains is a mild saturated level of m = 0 interchange turbu-
lence.

The Kadomtsev criterion for MHD stability in an equilib-
rium can be satisfied for m = 0 mode if the pressure profile
has a sufficiently small gradient in the radial direction. If
the pressure profile satisfies the m = 0 criterion, then modes
with m = 1 and larger are stable if β < 0.4. As noted by
Kadomtsev [19], the β requirement is only possible in a z-
pinch configuration if a hard core conductor is placed inside
the plasma. Otherwise, β goes to infinity on axis where B
goes to zero.

An interesting question is how a stable profile might be
achieved experimentally in an inverse pinch. We have done
many numerical simulations searching for conditions where
stable pressure profiles are generated. As discussed in Sec-
tion 5, particular values of bias current and initial density
can be found that generate stable profiles according to 1D

simulations, but they do not persist very long in time be-
cause the pressure profile changes as the plasma transports
heat to the wall. Progress on this issue will be the topic of a
future paper.

Effects which have not been considered include ionization
and recombination near the walls, wall ablation and sput-
tering because of the energy flux from the plasma, and the
mixing of high-Z impurity ions and their effect upon radia-
tion. Also, thermoelectric terms such as the Nernst current
have not been investigated, and two-fluid effects such as Hall
terms have not been included, although some versions of the
MHRDR code have that capability.

The main interest at present is to determine whether plasma
parameters in an experiment with existing hardware at UNR
would create physical conditions relevant to MTF. The agree-
ment between our analytic estimates and numerical results,
combined with the favorable comparison between MHRDR
modeling and experimental data from the inverse pinch at
Tomsk, provides us confidence with the MHD model. We
conclude from this work that an experiment at UNR would
make a useful contribution to the search for a suitable MTF
target plasma.
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