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Measurement of '*’Ag(a,0)'''In Cross Sections

Coral M. Baglin, Eric B. Norman®, Ruth-Mary Larimer , Gregory A. Rech

Lawrence Berkeley National Laboratory, 1 Cyclotron Road, Berkeley, CA 94720, USA

Abstract. Cross sections have been measured for the '’ Ag(a,g)'"'In reaction at several a-particle energies between 7.8
MeV and 11.9 MeV. This reaction is of interest because it can provide a check on calculations of low-energy (a,g) cross
sections required for stellar nucleosynthesis predictions. Stacks of natural Ag foils of 1 mm thickness and 99.97% purity
were bombarded with “He" beams. Following irradiation, the yields of the 171-keV and 245-keV photons produced in
the 2.805 day electron-capture decay of the '"'In product nucleus were measured off-line. The Ag foils were interleaved
with 99.6% purity, 6 mm thick natural Ti foils so that known cross sections for the **Ti(a,n) reaction could be used to
check the accuracy of the beam current integration. For any given beam energy, beam energy degradation in the foils
resulted in lower effective bombarding energies for successive foils in the stack, enabling measurements to be made for

several energies per irradiation.
calculations.

INTRODUCTION

Surprisingly few measurements of (&,0) cross
sections exist at energies near the Gamow window for
p process nuclei. A measurement several years ago by
Somorjai et al. [1] of "**Sm(a,g) cross sections yielded
values which were almost an order of magnitude lower
than expected from statistical model predictions on
which stellar nucleosynthesis calculations rely heavily.
More recently, measurements of °°Ru(a,g) cross
sections [3] gave values roughly half those expected
from statistical model calculations performed using the
recent NON-SMOKER code [2]. Hopefully,
measurements of (a,0) cross sections for additional
nuclides in this mass region may establish trends and
indicate whether refinements of the theoretical
treatment of the a channel in the NON-SMOKER
calculations are called for.
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The measured cross sections are compared with published statistical-model

EXPERIMENTAL DETAILS

Beam

100 nA to 1 mA beams of *He' ions from the
Lawrence Berkeley National Laboratory’s 88~
cyclotron were used to bombard stacks of Ag and Ti
foils. Each stack of foils was mounted on a water-
cooled, electrically-insulated Cu Faraday cup with
magnetic electron suppression just upstream of the
targets. Irradiation times ranged from 1 hour to 4
hours and charge integrations varied from 600 nC to
6600 NC. The extracted beam energies used were 8.5
MeV, 8.63 MeV, 9.0 MeV, 11.05 MeV and 12.0 MeV.
However, after energy degradation in the foils, the
energies at the center of the Ag foils ranged from 7.8
MeV to 11.9 MeV and those at the center of the Ti
foils ranged from 6.6 MeV to 11.16 MeV.



Targets

The Ag foils, obtained from Goodfellow
Cambridge Limited, were 99.9% pure natural Ag self-
supporting foils and were 1 mm (1.05 mg/cm®) thick.
Based on energy-loss calculations performed using the
program TRIM [4], the *He" ions are expected to lose
214 keV to 277 keV in these targets at the energies
used. The natural Ti foils were supplied by Alfa Aesar
(Johnson Matthey); they were of 99.6% purity and 6
mm (2.71 mg/cm®) thick. The expected energy loss
traversing the target varied from 825 keV to 1122 keV.
The manufacturers’ stated foil thicknesses were
checked for four Ag foils and six Ti foils by measuring
the energy loss experienced by 5.5178 MeV a-
particles from a **'Am source when traversing each
foil. The energy loss combined with dE/dx calculated
by TRIM [4] indicated foil thicknesses that deviated
from the nominal foil thickness by at most 2% for all
but one Ag foil for which the deviation was 10%.

Detectors

Three different Ge detectors were used to record ¢
ray spectra out of beam. Two were 100 cm’ n-type
HPGe detectors with different thickness Be windows
and almost identical efficiencies above ~120 keV. The
third, situated in a low-background environment, was a
300 cm’ p-type detector with Mg end cap. All gray
spectra were measured with the irradiated foil adjacent
to the detector end cap (i.e., using ~0 cm source-to-
detector distance).

The efficiency calibrations of the detectors were
achieved using radioactive sources. Of the sources
available, only **Mn, *’Co, ®Co and "’Cs sources
were weak enough to be used at 0 cm. To obtain an
additional calibration point (at 320 keV), the
efficiency curve at 15.2 cm source to detector distance
was determined using '“Eu and '*Ba multi-line
sources and the resulting efficiency curve was used to
calibrate the °'Cr activity from one of the irradiated Ti
foils which was measured at both 0 cm and 15.2 cm.
Fig. 1 shows the resulting efficiency curves.
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Figure 1. Efficiency curves determined for 300 cm® and
100 cm® Ge detectors at source to detector distances of ~0
and 15.2 cm (67).

Competing Reactions

At the energies investigated, several other reaction
channels are open, but these lead either to stable
product nuclides or to ones with relatively short half-
lives. None interfered with observation of the 320-
keV line resulting from **Ti(a,n) or the 171-keV and
245-keV  lines from '"Ag(a.g). However,
measurements of spectra from the Ti foils needed to be
delayed until the 42.3 m activity resulting from the
*Ti(a,n)*Cr reaction had died away.

RESULTS

The number of residual nucleus atoms present at
the end of the target irradiation Ngogp was deduced
from the observed spectral line peak area C
accumulated between times t; and t, after the end of
the irradiation using the relation:

N, =Cle(e'" - e"’z)lg (1)

where e is the detector efficiency, | is the decay
constant, and Igis the absolute photon intensity of the
observed transition for the decay in question. The
cross section was then calculated from the known
numbers of beam particles and target atoms and Ngop
(after correction for decay during the irradiation).

*Ti(a,n)

Cross sections were extracted for the **Ti(a,n)’'Cr
reaction using the 320-keV, 15=9.92(5)% transition in



1y following *'Cr & decay (27.7025 d). The results
are displayed in Fig. 2. Except for the highest energy
datum, they are in excellent agreement with the NON-
SMOKER statistical-model calculation [2] averaged
over the 800-1200 keV target thickness. The thin-
target data from the work of Morton et al. [5] (not
shown) also are in excellent agreement with the NON-
SMOKER calculation. The present data lend support
for the validity of the experimental technique used
here.
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Figure 2. “*Ti(a,n) cross section data measured in the

present experiment compared with the NON-SMOKER
calculation [2] averaged over target thickness.

Ag(a,9

A gray spectrum in the energy region of interest
resulting from E,=11.7 MeV bombardment of a
natural Ag foil is shown in Fig. 3. The 171-keV
(Ig90.65% (25)) and 245-keV (Ig=94.09% (18))
transitions in '''Cd following & decay (2.805 d) of '''In
are clearly seen. Both were used to deduce cross
sections. The strong transitions at lower energy are x
radiations from Pb (fluorescence), In and Cd. Since the
count rate was low, spectra were accumulated for as
many as 27 hours.
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Figure 3. gray spectrum in energy region of interest for
E,=11.7 MeV at center of natural Ag target; 4.9 h
accumulation time.

Preliminary cross-section data are shown in Fig. 4.
The uncertainties in energy arise primarily from the
cyclotron beam energy (~100 keV) and from an
assumed 10% uncertainty in dE/dx values used to
assess the energy lost in preceding targets in the stack.
For the second half of the irradiations, the Ti foils
were placed last in the stack of foils to minimize the
latter contribution.  The indicated cross section
uncertainties include ~10% uncertainty in detector
efficiency, statistical uncertainties in peak area
determination (2% to 38%) and estimated variation in
target thickness (<5%).
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Figure 4. Preliminary cross section data for the 'Ag(a,g)
reaction compared with NON-SMOKER calculations using
masses and level densities from the finite-range droplet
model (FRDM) and from extended Thomas-Fermi model
with Strutinsky integral (ETFSI) [2].



CONCLUSIONS

While the basic energy dependence of the
measured '’ Ag(a,g) cross sections is consistent with
the NON-SMOKER code calculations [2], their
absolute values are consistently low by factors of
about three to six, depending on which mass model
was used in the NON-SMOKER calculation (see Fig.
4). Measured (a,g) cross sections for both '**Sm [1]
and *Ru [3] have also proved to be significantly lower
than the SMOKER and NON-SMOKER statistical-
model code predictions, respectively, whereas those
for "°Ge [6] are in good agreement with statistical
model calculations. As noted by Rapp et al., this
suggests that the theoretical treatment of the a channel
in the statistical model calculations may need to be
refined for the heavier nuclides.
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