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Abstract 
 
 CVD diamond detector signals from Deuterium-Tritium implosions have 
been simulated in order to study the feasibility of measuring areal density using 
the ratio of downscattered to primary neutrons during the ignition campaign at 
the NIF. Simulated neutron spectra for three “typical” DT implosions were 
weighted with the CVD diamond sensitivity to obtain an estimated signal at 
several distances from the target chamber center. The 14 MeV peak was found to 
have an amplitude about three orders of magnitude larger than the downscattered 
signal for the three spectra. At a target to detector distance of 17 m (just outside 
the target bay wall) and for a 1 cm2 wafer, signals are large enough to be 
recorded, well above any background and electronic noise. The uncertainty in the 
areal density measurement comes mainly from the uncertainty in the CVD 
diamond energy dependent sensitivity, the accuracy of the background 
simulation, and the effect of the saturation of both detector and electronics after 
the large 14 MeV peak. Nevertheless, the results found in this study are 
encouraging, and the remaining sources of uncertainty should now be addressed.  
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1. Introduction 
 
 Advanced nuclear diagnostics are required for the inertial confinement fusion (ICF) 
ignition campaign at the National Ignition Facility (NIF). High-density and high-temperature 
plasma is produced during the implosion, releasing strong energetic radiation.1 The 
characteristics of the implosion such as neutron yield, areal density (ρR), ion temperature (Ti), 
and bang time are deduced from measurements of that radiation with different detection systems. 
Therefore, nuclear diagnostics are crucial for the success of the NIF ignition campaign. 
 
 Chemical Vapor Deposition (CVD) diamond wafers are being tested to evaluate the 
feasibility of measuring areal density by determining the ratio of downscattered to primary 
neutrons (downscattered neutrons are neutrons scattered inside the target).1-3 As part of this 
evaluation, the response of a CVD diamond detector to “typical” Deuterium-Tritium (DT) NIF 
implosions has been calculated at several distances from target chamber center. The response of 
the detector was found by weighting the neutron spectra with the sensitivity of the detector. It is 
important to note that this study did not take into account the electronic noise and the 
background generated by neutrons and gammas scattered in the chamber and surrounding 
structures. However, preliminary simulations have found that background to be small.4 
 
 The feasibility of ρR measurement with a CVD diamond neutron time-of-flight detector 
remains to be demonstrated. The intensity of the 14 MeV peak is several orders of magnitude 
larger than the downscattered neutron region, which can lead to difficulties while measuring the 
spectrum. First, signal saturation by the 14-MeV neutrons may lead to a nonlinear detector 
response to the downscattered neutrons making accurate signal measurements difficult. Also, the 
difference of amplitude between the 14 MeV peak and the downscattered neutron region may be 
too large to be clearly recorded by a saturating oscilloscope. The saturation problem will be 
addressed in a future report.  
 
 
2. Typical neutron spectra for NIF implosions 
  
 Typical Deuterium-Tritium, DT, implosion neutron spectra were simulated by Steve 
Haan and have been used as inputs for this study: a 1D clean-burning shot (successful ignition), a 
2D fizzle shot (typical failed ignition), and a 1D non-cryo, no pulse shape shot (no ignition). 
These spectra and normalized spectra versus neutron energy are shown on figure 1. The 
normalization was done by dividing each channel of the spectrum by the total number of 
neutrons in the spectrum: 
          
                   (1)     1    dE )N(E(EN
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 The total neutron yield for each shot, φn, can be deduced from the energy neutron spectra 
by calculating the integrals below the curve such as: 
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Figure 1. Typical DT implosion neutron spectra and normalized neutron spectra versus 

neutron energy (area normalized, see text). 
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3. Conversion from neutron energy spectrum to neutron time-of-flight spectrum 
 
  Non-relativistic and relativistic neutron time-of-flight, t, per unit length, L, can be found 
using the following equations: non-relativistic (equation 3) or relativistic (equation 4). 
 
 
      (from: E = ½ mv2)           (3)       mc m t
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 The more accurate relativistic equations are used in this study. The error on timing 
introduced by using non-relativistic equations is - 1.1% at 14 MeV. ICF implosions are nearly 
point sources in time and space. Thus a neutron distribution versus time-of-flight to a detector 
can be found from the energy distribution using the relationship between distribution functions: 
 
  N(E)dE = N(t)dt                 (5) 
 
  N(t) = N(E) dE / dt 
 
                   (6) t

  
β1

N(t)
 
 
were N(t) is the number of neutrons per unit time, N(E) is the number of neutrons per unit energy 
(in MeV), L is the detector to target chamber center, TCC, distance in meters, c is the speed of 
light (2.998 x 108 m/s), moc2 is the neutron rest mass equal to 939.566 MeV, and β is a term 
equal to L/(c*t). From equations 2 and 5 we can deduce that: 
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 Figure 2 shows time spectra and normalized time spectra for a distance from target 
chamber center equal to 1m. The 14 MeV peak is at 19.47 ns. The same spectra are shown for L 
= 17 m in figure 3. Electronic noise and background spectra resulting from scattering of neutrons 
on walls and surrounding structures would be added to these spectra at this point, as will be done 
in future calculations. 
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Normalized neutron spectrum vs. time of flight 
at L = 1m from TCC
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Figure 2. Typical DT implosion neutron spectrum and normalized neutron spectrum 
versus neutron time-of-flight for L = 1 m. (area normalized). 
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Neutron spectrum vs. time of flight 
at L = 17m from TCC
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Figure 3. Typical DT implosion neutron spectrum and normalized neutron spectrum 

versus neutron time-of-flight for L = 17 m. (area normalized). 
 
  
4. Charge collected in the detector 
 
 The charge collected in the wafer, Q in Coulombs, is proportional to the number of 
electron/hole pairs formed in the crystal: 
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 This charge can be deduced from the integration of the signal S, ∫ , using the 
following equations: 

dt* S
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where R is the resistance of the system and is equal to 50 Ω, I is the current going through the 
system in Amperes, and the signal S and the time t have the units defined in equation 9.  
  
 
5. CVD diamond sensitivity to neutrons 
 
 The sensitivity of CVD diamonds to neutrons has been calculated by Tom Phillips and is 
shown on figure 4.5,6 The two main neutron cross-section libraries have been used for the 
calculation: the Lawrence Livermore National Laboratory’s Evaluated Nuclear Data Library 
(ENDL) and the Brookhaven National Laboratory’s Evaluated Nuclear Data File (ENDF/B IV) 
libraries.7,8 In most instances, the ENDF/B data base is more current than ENDL and includes 
more recent evaluations of new experimental data. ENDL is maintained largely to connect with 
the data used to analyze integral experiments from the past. 
 
Table 1. Sensitivity, ξ, of a CVD diamond detector for a 1mm thick wafer, an oscilloscope 
terminated by 50 Ω, E = 1000 V/mm, and for two wafer grades, optical and electronic.3,9,10 

Neutron energy (MeV) Optical grade (μV.ns/n) Electronic grade (μV.ns/n) 
2.5 0.24 0.56 
14.1 0.62 1.43 

 
 
 Table 1 gives measured values of sensitivities, ξ, for optical and electronic grades of 
CVD diamond, measured with DD neutrons (2.5 MeV) and DT neutrons (14.1 MeV).9 The 
sensitivity curve will vary (scale up and down) depending on the value of the sensitivity 
measured (given in table 1), which itself depends on the detector thickness, type (optical or 
electronic grade for example), and voltage bias. In other words, the sensitivity curve must be 
calibrated with the experimental values of table 1 at a certain neutron energy to get the response 
of a CVD diamond detector from the original neutron spectra (Steve Haan’s data).  
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CVD Diamond sensitivity vs. neutron energy
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Figure 4. Sensitivity of CVD diamond to neutrons with energies up to 20 MeV (ΔE = 0.5 

MeV). Data are for a thin diamond detector, per unit incident neutron. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CVD Diamond sensitivity vs. E (norm to1 at 14.1 MeV)
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Figure 5a. Sensitivity of CVD diamond to neutrons with energies up to 20 MeV (ΔE = 0.2 MeV), 
versus incoming neutron energy. Data are per unit incident neutron and for a thin detector. 

 
 

 On figures 5a, the sensitivity curve of figure 4 has been normalized to 1 μV*ns/n at 14.1 
Mev, which is close to the real average value of the sensitivity given in table 1 (0.62 + 1.43 / 2). 
The second unit for the sensitivity, pC/n, is defined in the previous section as 5*104 pC/(μV*ns). 
Figure 5b shows the same sensitivity curve normalized to 1 μV*ns/n at 19.47 ns, the time-of-
flight of a 14.1 MeV neutron corresponding to a detector to target distance of 1 m. The data of 
figure 4 (ΔE = 0.5 MeV) have been interpolated to fit Steve Haan’s energy intervals (ΔE = 0.2 
MeV). The sensitivity curve of figure 5a and 5b will be multiplied by the normalized neutron 
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spectra, respectively versus energy (lower graph of figure 1) and versus time-of-flight (lower 
graph of figure 2). That will result in the normalized response of the CVD diamond (signal per 
unit incoming neutron, see following section).  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CVD Diamond sensitivity vs. nTOF (norm to 1 at 14.1 MeV)
at L = 1m from TCC
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Figure 5b. Sensitivity of CVD diamond to neutrons versus incoming neutron time-of-flight. Data 
are per unit incident neutron and for a thin detector. 

 
 

6. Normalized CVD diamond response to “typical” NIF DT implosions 
 

   

Normalized CVD diamond signal / n vs. Energy (MeV)
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Figure 6. Normalized signals in a CVD diamond detector versus neutron energy in MeV, for 3 

“typical” NIF DT implosions and for ENDL and ENDFB IV libraries. Data are per unit incident 
neutron, for a 1cm2 detector, and for ξ = 1 μV*ns/n at 14.1 MeV. 

 9



 As mentioned in the previous section, the normalized neutron spectrum is multiplied 
point by point by the normalized CVD diamond sensitivity. Sensitivity versus energy (figure 5a) 
must be used with the energy spectrum (figure 1), and sensitivity versus time (figure 5b) must be 
used with the time-of-flight spectrum (figure 2). The result is the normalized signal in the CVD 
diamond detector per unit incident neutron. It is important to note that the term “normalization” 
refers not only to a sensitivity of 1 at 14.1 MeV, but also to a 1 cm2 detector area and to a 
sensitivity per incident neutron. The sensitivity will vary with a larger detector thickness, the 
nature of the detector (optical or electronic grade for example), and the bias and resistance of the 
system.   
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Figure 7. Normalized signals and normalized neutron spectra in a CVD diamond detector versus 
neutron time-of-flight, at L = 1m, for 3 “typical” NIF implosions and for ENDL and ENDFB IV 
libraries. Data are per unit incident neutron, for a 1cm2 detector, and for ξ = 1 μV*ns/n at 14.1 

MeV. Figures on the right side and lower left corner are expanded signals. 
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 Figure 6 shows normalized CVD diamond signals versus neutron energy, for the three 
typical NIF DT implosions. Figure 7 shows these signals versus neutron time-of-flight in ns, at 1 
meter from the target chamber center. Normalized neutron spectra from figure 2 are also added 
to visualize the effect of weighting the neutron spectrum with the CVD diamond sensitivity. 
Figure 8 represents normalized CVD diamond signals versus neutron time-of-flight at L = 17m.  
  
 From a normalized signal at 1 meter, the shape and position of the signal at L(m) can be 
deduced by doing the following (example for the 2D fizzle shot): time scales with distance, so 
the 14.1 MeV peak will be at (19.5 ns * L) and its width will be smaller than  (1 ns * L). Also the 
normalized amplitude scales inversely with distance, and the integral below the curve, μV ns /n, 
will be multiplied by φ(n) A(cm2) / 4 π L2 (cm2). 
 
 
 Normalized CVD diamond signals from 3 "typical" NIF DT 

implosions vs. time of flight (ns) at L = 17 m from TCC
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Figure 8. Normalized CVD diamond signals versus neutron time-of-flight, at L = 17m, for 3 
“typical” NIF implosions and for ENDL and ENDFB IV libraries. Data are per unit incident 

neutron, for a 1cm2 detector, and for ξ = 1 μV*ns/n at 14.1 MeV. 
 
 
7. Response of a CVD diamond detector to “typical” NIF DT implosions 
 
 The signal in the CVD diamond, S, is found by multiplying the normalized signal, Snorm, 
by the number of incident neutrons on the surface of the detector.  
 

ξ
φ

=   *  
)(cmL  π4
)A(cm (n)  *  )

n
μV(S )S(μ 22

2

normV 
 
 
 Initial fluxes φ(n) are given in section 3. The term A is the surface area of the detector in 
units of cm2, and ξ is the sensitivity of the detector given in table 1. Figure 9 shows signals 
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versus neutron energy and figure 10 shows signals versus neutron time-of-flight for L= 1 m. 
Figure 11 shows signals versus neutron time-of-flight for L= 17 m. 
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Figure 9. Signals in a CVD diamond detector versus neutron energy, for 3 “typical” NIF 

implosions and for ENDL and ENDFB IV libraries. Data displayed are for a 1cm2 detector and 
for ξ = 1 μV*ns/n at 14.1 MeV. 
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Figure 10. Signals in a CVD diamond detector versus neutron time-of-flight, at L = 1 m, for 3 
“typical” NIF implosions and for ENDL and ENDFB IV libraries. Data displayed are for a 1cm2 

detector and for ξ = 1 μV*ns/n at 14.1 MeV. 
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CVD diamond signals from 3 "typical" NIF DT implosions 
vs. time of flight (ns) at L = 17m from TCC
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Figure 11. Signals in a CVD diamond detector versus neutron time-of-flight, at L = 17 m, for 3 
“typical” NIF implosions and for ENDL and ENDFB IV libraries. Data displayed are for a 1cm2 

detector and for ξ = 1 μV*ns/n at 14.1 MeV. 
 

 
8. Running integrals 
 
  Running integrals of normalized CVD diamond signals have been calculated and are 
shown on figure 12 (versus neutron energy in MeV) and on figure 13 (versus neutron time-of-
flight in ns, for L = 1 m).  
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Figure 12 Running integrals of normalized CVD diamond signals versus neutron energy. 
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 Running integrals of normalized CVD diamond signal / n 
vs. time of flight (ns) - Semi log scale

1.E-09

1.E-08

1.E-07

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

16 16.5 17 17.5 18 18.5 19 19.5 20 20.5 21 21.5 22
Time of flight (ns)

R
un

ni
ng

 in
te

gr
al

1D clean burn ENDL
1D clean burn ENDFB IV
2D fizzle ENDL
2D fizzle ENDFB IV
1D nocryo no pulse shape ENDL
1D nocryo no pulse shape ENDFB IV

16.517.518.619.8 Neutron E (MeV)15.7 14.8 14.1 13.3
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Inverse running integrals of normalized CVD diamond signal / n 
vs. time of flight (ns) - Semi log scale
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Figure 13 Running integrals and inverse running integrals of normalized CVD diamond signals 
versus neutron time-of-flight, for L = 1m. 

 
 
 We can see on the upper graph of figure 13 that the majority of the signal is deposited in 
the CVD diamond in a time of about 3ns. The lower graph of figure 13 shows that the use of a 
certain neutron cross section library rather than another will add up to 20% uncertainty in the 
signal in the downscattered region, thus in the ρR value. This graph is also useful to check the 
size of the downscattered signal compared to the primary neutron signal. For both 1D clean-
burning and 2D fizzle shots, the downscattered signal is between 2 and 6% of the primary signal 
(for a downscattered region taken between 4 and 10 MeV). 
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9. Analysis and conclusions 
 
 The results presented in this report were calculated for a CVD detector with an area of 1 
cm2. No electronic noise and background from neutrons and gamma-rays scattering in the 
surrounding environment have been added to the incident neutron spectra. Some preliminary 
background calculations have been done by Peter Song and they showed a low background. 
 
 The incident neutron spectra, simulated by Steve Haan, represent three “typical” NIF 
Deuterium-Tritium implosions (figure 1): a 1D clean-burning shot (successful ignition), a 2D 
fizzle shot (typical failed ignition), and a 1D non-cryo, no pulse shape shot (no ignition). 
Relativistic equations have been used for neutron energy to neutron time-of-flight conversion 
(use of non-relativistic equations would introduced a 1.1% error in the conversion for a 14.1 
MeV neutron). 
 
 The sensitivity of the CVD diamond was calculated by Tom Phillips using two different 
neutron cross-section libraries, ENDL and ENDF/B IV. The ENDF/B data base is more current 
than ENDL and includes more recent evaluations of new experimental data and therefore should 
be more trusted. It is important to note that the variation in these neutron cross-sections, up to a 
factor of 2 at some energies (figure 4), will lead to an uncertainty in the simulated signal. This 
can be seen on the running integrals and inverse running integrals of figures 12 and 13 where a 
noticeable difference is introduced in the downscattered region (20%), but not in the main 14 
MeV peak. This uncertainty will directly affect the value of the areal density. The value of the 
sensitivity at 2.5 MeV and 14.1 MeV (in units of μV ns per incoming neutron), was measured by 
Greg Schmid (table 1). The uncertainty on that sensitivity value will have no effect on the ρR 
measurement, since this is a ratio. The value of this measured sensitivity will vary depending on 
several factors: thickness of the detector, its nature (optical or electronic grade for example), and 
the bias and resistance of the system. In conclusion, the main uncertainty in the signal, thus in the 
areal density value, comes from the uncertainty on the sensitivity curve for the CVD diamond. 
 
 A target chamber center to detector distance of 17 meters has been chosen in figures 8 
and 11 because it is a possible position for the CVD diamond detector for distant neutron time-
of-flight measurement. This is just outside the target bay wall. The amplitudes of the 1D clean 
burn shot and 2D fizzle shot signals at 17 meters are large enough to be measured, well above 
any background and electronic noise. They can be easily attenuated to be measured, or 
alternatively a radiation-hardened diamond could be used.11-15 The third spectrum (1D non-cryo 
no pulse shape shot) has a lower amplitude (about 5mV) but it is still possible to see the 14 MeV 
peak on the oscilloscope, which is what is required for that non-ignition shot since there are no 
appreciable downscattered neutrons.  
 
  The calculated signals (figure 7) present bumps that are due to bumps on the sensitivity 
curve at 3.5, 8, and 9.5 MeV. That will add uncertainty in the calculation of the number of 
neutrons in the downscattered region of the signal (4-10 MeV). This uncertainty can be reduced 
by taking a smaller downscattered region, but can not be avoided completely. Also, there are 3 
orders of magnitude between the 14 MeV peak and the downscattered region, and 1 order of 
magnitude within this downscattered region. So using several channels on the oscilloscope 
should make the measurement feasible: channel 1 on 1V/div (for the 14 MeV peak), and 1 or 10 
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mV/div on channel 2 (for the downscattered region). But there will probably be saturation of the 
oscilloscope after the large 14 MeV peak, leading to a deformed downscattered signal. A gating 
system that would “hide” the first peak may be a solution. This problem is a serious limitation 
and should be addressed in future work. The saturation of the CVD diamond wafer is also a 
problem that should be studied in the future. 
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