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Introduction 

In a discovery sampling activity the auditor seeks to vet an inventory by measuring (or 
inspecting) a random sample of items from the inventory. When the auditor finds every 
sample item in compliance, he must then make a confidence statement about the whole 
inventory. For example, the auditor might say: “We believe that this inventory of 100 
items contains no more than 5 defectives with 95% confidence. Note this is a 
retrospective statement in that it asserts something about the inventory after the sample 
was selected and measured. Contrast this to the prospective statement: “We will detect 
the existence of more than 5 defective items in this inventory with 95% probability.” The 
former uses confidence probability while the latter uses detection probability. For a given 
sample size, the two probabilities need not be equal, indeed they could differ 
significantly. Both these probabilities critically depend on the auditor’s prior belief about 
the number of defectives in the inventory and how he defines non-compliance. In other 
words, the answer strongly depends on how the question is framed. 

Confidence Probability 

We define confidence probability, as the conditional probability that the number of 
defective items in the target inventory is no greater than a specified tolerance limit. 

 P K t X xα =  ≤ =    (0.1) 

In (0.1)  is the confidence probability, K is the unknown number of defectives in the 
whole inventory, and x is the number of defectives measured in the sample and t is the 
tolerance limit. Note that both K and X are random variables, while x and t are integer-
valued numbers. In the absence of data (before we draw the sample), our prior confidence 
probability is: 
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In (0.2) is the prior probability (mass) function that exactly k items are defective. 
Thus reflects our prospective knowledge about the inventory, while  reflects our 
retrospective knowledge given the results of measuring the sample. Using the 
hypergeometric distribution and Bayes’ formula, we can write the confidence probability 
as: 
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where n is the size of the sample and N is the size of the inventory. When the sample has 
no defectives  and (0.3) becomes: 0,x =
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An important special case occurs when the prior probability becomes the discrete 
uniform distribution, then (0.4) becomes: 

( )w k

 1
1

N t
nN n t
NN
n

α

− 
 − − = −

+  
 
 

.  (0.5) 

 

Detection Probability 

We define detection probability as the conditional probability that we will detect non-
compliance by seeing one or more defective items in the sample. In contrast to 
confidence probability, detection probability is prospective. The conditioning event refers 
to the true state of the inventory instead the observed state of the sample. 

 0P X K tβ =  > >    (0.6) 

Using the elementary formulas for conditional probability, we can write (0.6) as: 
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We have seen all the probabilities in (0.7) before. The first formula below comes from 
the hypergeometric distribution, while the second formula is the prior distribution 
discussed above. 
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Therefore, the detection probability is: 
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When the prior distribution is uniform, we get 
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as the companion equation to (0.5). With these two equations, we can get a relation 
between confidence probability and detection probability: 
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From (0.11)we see that detection probability always exceeds confidence probability. For 
example, if the inventory has items and we use a tolerance limit of (5%), 
then we need samples for a detection probability of 95%. But, our confidence 
probability is then only about 50% even if all 10 items in the sample conform. Thus, a 
good design for detection is generally not a good design for confidence. On the other 
hand, if we use , our confidence probability climbs to 95%, while the detection 
probability hits 99.85%. However, this second design is almost four times as expensive in 
terms of sample size. Thus, if a uniform prior is the operating assumption, the sample size 
critically depends on whether one is interested in confidence probability or detection 

100N = 5t =
10n =

n = 37
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probability. You could end up with either an overly expensive design or one that does not 
meet the need of a discovery audit where confidence probability is the key result. 
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