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Abstract 
This project has been focused on the development and application of ab initio 
simulation methods to study at the microscopic level a variety of complex interfacial 
systems under extreme conditions. By building on our existing expertise in first 
principles molecular dynamics, we have developed new techniques for the 
calculation of melting lines entirely from first principles (two-phase simulation 
methods). The simulation methods developed in this project have been applied to a 
set of low-Z materials that are relevant to potential NIF early light experiments. 
 
Introduction/Background 
The presence of an interface is central to many areas of science ranging from the 
study of physical properties such as melting and structural phase transitions, to 
chemical properties such as catalysis and corrosion resistance. In fact, many 
chemical processes depend on an interface for both the location and the driving 
force for reactions that would not normally occur in a bulk-phase environment. 
Despite their importance and significance, until recently, very little has been known 
about interfacial processes at a microscopic level. However, new experimental 
measurements are beginning to appear where interactions near an interface are 
selectively probed. In addition to these important experimental developments, 
molecular simulations may play a central role in increasing our understanding of 
interfacial systems. Predictive simulations can be used to complement experimental 
measurements, and also to investigate systems for which measurements do not yet 
exist. For example, liquid-solid coexistence simulations were used to both resolve 
the differences between existing static and shock compressed measurements of 
iron melting, and to extend the melting line to pressures that have not yet been 
measure1.  
 
While simulations have the potential of adding a great deal to our understanding of 
interfacial systems at a molecular level, they are quite challenging from a 
computational point of view. As compared to independent (single-phase) 
simulations, interfacial systems under extreme conditions introduce extra levels of 
complexity: 
 

• There are few, if any, reliable empirical parameters for complex molecular 
systems that involve multiple chemical species and/or a large range of 
thermodynamics conditions. 

• Interfacial systems often involve chemical reactions that do not occur in the 
bulk phases. Therefore, realistic modeling of an interface often necessitates 
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the use of a method that quantitatively describes bond making and breaking 
processes.  

• The requirements on system sizes are more severe for models of interfaces 
than for models of single-phase systems, and thus the use of sophisticated 
simulation models are more challenging from a computational viewpoint. 

 
In order to address these issues, our approach was to use methods based on first-
principles electronic structure theory, which allowed us to examine the behavior of 
interfacial systems under thermodynamic conditions relevant to static and dynamic 
high-pressure experiments. For these types of systems, the use of first principles 
methods proved to be crucial because it provided a number of key benefits that 
include: 
 

• A reliable description of complex molecular systems, for which suitable 
empirical parameters are not available. 

• The ability to examine thermodynamic conditions where there are little or no 
experimental data available (extreme temperatures and pressures) and for 
which predictive techniques are needed. 

• A quantitative description of complex reactions that might take place, e.g. in 
shock compressed materials. The breaking and making of chemical bonds 
needs to be described with quantum mechanical accuracy. 

• Additional detailed information that can be obtained from knowledge of the 
electronic structure properties. 

 
The primary focus of this project was on solid-liquid interfacial systems, and in 
particular, on efficient methods for determining melting curves of a material as a 
function of pressure. There exist a variety of different approaches for mapping out 
phase boundaries. At zero-temperature, the transition pressure is simply defined by 
the crossing point of enthalpy curves; while, at finite temperatures, one has to 
calculate the free energy, i.e., take into account entropic contributions. The former 
requires only the static total energy curve as a function of volume, while the latter 
requires an ensemble average over configuration space.  
 
The simplest way to calculate the Helmholtz free energy is within the harmonic 
approximation (or quasi-harmonic approximation)2. We have applied this method to 
unravel the phase diagram of a variety of different materials.  For example, by 
combining static density functional theory total energy calculations with the 
harmonic approximation, we determined the complex phase diagram of CO2 where 
indeed one of the phases, cmca, was shown to be entropy driven due to a soft 
mode in the cmca structure3.  
 
However, there are many cases where the anharmonicity of a material becomes 
large, and one has to go beyond the harmonic approximation.  One approach for 
achieving this is to use direct molecular dynamics simulations combined with 
thermodynamic integration and potential switching schemes4. Although the general 
method is conceptually well established, the main difficulty lies in the demanding 
computational requirements; one has to perform numerous molecular dynamic 
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simulations to cover wide ranges of volume and temperature space, and ensure the 
precise convergence of ensemble averages at each thermodynamic point. 
 
An alternative and computationally 
simpler way for determining solid-liquid 
phase boundaries has been developed in 
the context of classical molecular 
dynamics simulations5. This approach is 
usually referred to as the two-phase 
simulation method, in which one simply 
performs molecular dynamics of a system 
consisting of two phases in contact with 
each other. In the typical application of 
this method, the simulation is prepared by 
first performing single-phase simulations 
of a solid and a liquid at a given 
temperature and pressure. Once 
equilibration is achieved, the two phases 
are merged into a single simulation cell 
and each phase is independently heated 
under constant volume conditions to 
reduce the strain at the newly formed 
interface. A molecular dynamics 
simulation of the entire system is then 
performed in the N-P-T ensemble 
(constant number of particles, pressure and temperature respectively). As the 
simulation progresses, the interfacial region can be monitored and depending on 
the relative stability of the liquid and the solid, eventually one of the phases will 
dominate the entire volume available in the simulation. By repeating this process 
for different temperatures at a fixed pressure, the melting temperature of the 
material can be effectively bracketed by direct simulation of the melting or 
solidification process. In practice, this is equivalent to explicit computation and 
matching of the free energies of the competing phases, but at a much-reduced 
computational cost.  
 
It is important to point out that the interfacial region in this approach is crucial to 
the success of the method. In particular, the presence of the solid-liquid interface 
avoids the problems associated with superheating or cooling, which occurs in 
single-phase heat-until-it-melts approaches6. 
 
In this project, we succeeded in applying the two-phase method, for the first time, 
with first-principles molecular dynamics to determine the melting line of lithium 
hydride. We have also recently used this approach to determine the solid-liquid 
phase boundary in hydrogen, carbon and water.  
 

 
Figure 1. Snapshots from a two-
phase simulation of hydrogen at P = 
130 GPa and temperatures below and 
above the melting temperature. The 
color is determined by the local order 
around each hydrogen molecule, red 
corresponds to an hcp structure and 
blue to a liquid. 
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Research Activities 
In the following sections, we briefly describe the main systems that have been 
examined in this project: lithium hydride, hydrogen, water and carbon. Additional 
detailed information can be found in the attached papers. 
 
Lithium Hydride: 
We have computed the melting line of lithium hydride up to 200 GPa using the two-
phase simulation technique coupled with first-principle molecular dynamics. Our 
predicted melting temperature at high pressures varies slowly with compression, 
ranging from 2000 to 2450 K at 50-200 GPa pressures. The compressed fluid close 
to the melting line retains the ionic character of the low pressure molten state, 
while at higher temperature dynamical hydrogen clustering processes are observed, 
which are accompanied by changes in the electronic structure. 
 
Hydrogen: 
The phase diagram of hydrogen has been extensively studied over the past several 
decades, with particular interest in the expected molecular dissociation and 
metallization at high pressure7. In 1935, Wigner and Huntington8 predicted that 
upon sufficient compression hydrogen forms an alkali-like lattice. Three decades 
later, Ashcroft9 proposed that solid metallic hydrogen would be a high-temperature 
superconductor. The possibility that the metallization transition will lead to a liquid 
rather than a solid even at low temperature has also been considered10. Recent 
theoretical models suggest that such a state may be a superconductor and a 
superfluid at the same time11. In view of these exciting prospects, establishing the 
phase diagram of dense hydrogen is clearly of high interest. However, despite a 
large number of investigations, it still remains unsettled.  
 
We have used the two-phase 
simulation technique to examine the 
solid-liquid phase boundary in 
hydrogen under pressures of 50 to 200 
GPa. Our results predict that the 
melting curve of hydrogen has a 
negative slope above 90 GPa. 
Furthermore, we have found strong 
evidence for the existence of a low-
temperature quantum fluid in hydrogen 
near 400 GPa, a state that would be of 
extraordinary nature - a zero-
temperature liquid metal. In addition 
to computing the melting curve of 
hydrogen, we have also determined 
the physical origin of the maximum, 
which is related to subtle changes in 
intermolecular interactions at high 
pressures, and not to the onset of 
dissociation in the liquid.  
 

 
Figure 2. The melting curve of hydrogen. 
The blue squares are experimental 
measurements. Triangles indicate two-
phase simulations where solidification 
(up) or melting (down) have been 
observed. 
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Water: 
The precise determination of the melting curve of water is important for many 
different problems found in physics, chemistry and planetary sciences. Given the 
ubiquitous nature of water, it is perhaps surprising to learn that until very recently, 
various experimental groups have not been able to agree on the melting 
temperature of water for pressures near 10-20 GPa12. With advances in combining 
techniques such as angle-dispersive synchrotron X-ray diffraction or in situ Raman 
spectroscopy with improved diamond anvil cell technologies, it is now possible to 
accurately measure the melting temperature of water for pressures up to 35 GPa13.  
 
Interestingly, a number of experimental measurements have indicated that at even 
higher pressures, near approximately 35 to 47 GPa, the slope of the melting curve 
increases rapidly, possibly due to the presence of a triple point.  Although this triple 
point has not been directly characterized by experiment, it has been suggested that 
it may involve the formation of a superionic phase, dynamically disordered ice-VII, 
or the location of the ice VII/ice X phase boundary.  
 
Previous first-principles simulations of the melting of ice VII and ice X have favored 
the interpretation based on a transition to a superionic phase where the oxygen 
atoms remain fixed in a body-centered-cubic sublattice while the hydrogen atoms 
diffuse rapidly. Although these simulations are in overall agreement with the 
existence of a superionic phase in water, they are in poor agreement with each 
other on the precise location of its melting curve. In particular, different simulations 
have indicated that at a 
temperature of 2000 K, superionic 
water will melt at pressures ranging 
from 30 GPa14, to 65 GPa15, to 75 
GPa16. These large differences in 
the melting pressure is somewhat 
surprising given that nearly 
identical levels of theory and 
simulation protocols were used. In 
addition to possible issues related 
to finite size effects and simulation 
timescales, it is likely that a large 
fraction of this discrepancy comes 
from the specific computational 
approach used to determine the 
phase boundary. In all of the 
previous calculations, the 
simulations were based on a single-
phase description (either the liquid 
or the solid) and have proceeded 
with a “heat-until-it-melts” or a 
“squeeze-until-it-freezes” strategy 
for locating the transition between 
the liquid and the solid phase. As 
mentioned earlier, the primary 

 
 
Figure 3. The melting curve of water. The 
blue solid13 and dashed lines17 are 
experimental measurements. The red circles 
represent the bracketed melting 
temperatures obtained by two-phase 
simulations, and the red dashed line is the 
onset of significant protonic diffusion. 
Previous single-phase first-principles 
estimates of the superionic regime14 and the 
melting curve16 are represented by the 
dashed black and red curves, respectively.  
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objection to this approach is that the observed phase transition does not directly 
correspond to the melting temperature (or pressure), but instead to conditions of 
thermal instability, which for small system sizes and short simulations timescales 
can be significantly different from the equilibrium melting point. 
 
In order to examine the possibility of a transition to a superionic phase and to 
determine the high-pressure melting curve of water, we have performed a series of 
large-scale (256 molecules) two-phase simulations of water at high-pressures. Our 
computed melting temperatures at 10, 30 and 50 GPa are 750±50, 1350±50, and 
2100±100 K, respectively. These computed melting temperatures are consistent 
with recent measurements on water obtained with a laser heated diamond anvil 
cell17.  In agreement with previous first-principles simulations, we find regions of 
fast protonic diffusion for temperatures below the melting curve. The transition to 
this region appears gradual and bears some similarities to a type-II superionic 
conductor18. 
 
Carbon: 
At high pressure and temperature, the phase diagram of elemental carbon is poorly 
known. We have examined the diamond and BC8 melting lines and their phase 
boundary in the solid phase, as obtained from first principles calculations. Maxima 
are found in both melting lines, with a triple point located at ∼850 GPa and ∼ 7400 
K. Our results show that hot, compressed diamond is a semiconductor, which 
undergoes metalization upon melting. In contrast, in the stability range of BC8, an 
insulator to metal transition is likely to occur in the solid phase. Close to the 
diamond/ and BC8/liquid boundaries, molten carbon is a low-coordinated metal 
retaining some covalent character in its bonding up to extreme pressures. Our 
results provide constraints on the carbon equation of state, which is of critical 
importance for devising models of Neptune, Uranus and white dwarf stars, as well 
as of extra-solar carbon-rich planets. 
 
Results/Technical Outcome 
The primary benefit of this project has been in the development of capabilities at 
the laboratory for investigating interfacial systems under extreme temperature and 
pressure conditions. The application of these methods has led to new detailed 
information on wide range of systems that include hydrogen, lithium hydride, water 
and carbon. In addition, this work has resulted in a number of high-profile 
publications in journals such as Physical Review Letters, The Proceedings of the 
National Academy of Sciences and Nature. In particular, in our article on the 
melting curve of hydrogen that appeared in the journal Nature was highlighted on 
the cover of that issue. It is also important to note that because the techniques that 
we have focused on are based on first-principles electronic structure theory, they 
are completely general and can be applied to a wide range of systems that are 
relevant to problems in Physics, Chemistry and Biology.  
 
Exit Plan 
The computational methods and capabilities developed here have been instrumental 
in creating a number of new research projects and funding sources for the Quantum 
Simulations Group. For example, the following ongoing efforts have strongly 
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benefited from the work carried out in this project: “Quantum Simulations for EOS 
Prediction and Validation” (Dynamics of Metals), “EOS of Hydrogen and Low-Z 
Mixtures” (ASC equation-of-state project) and “Melting Calculations” (PDRP). We 
also note that the first-principles based two-phase methods that we have pioneered 
are currently being adopted by other groups at the Laboratory to compute the 
melting of metals as a function of pressure (in direct support of program needs). 
 
Summary 
In this project we have examined a variety of low-Z interfacial systems under 
extreme conditions. The primary focus of this work has been on implementing, for 
the first time, a two-phase simulation technique for examining solid-liquid phase 
boundaries within first-principles molecular dynamics. The success of this project 
has depended heavily on utilizing the unique computational capabilities of the 
Laboratory. In particular, the application of first-principles molecular dynamics to 
interfacial systems is currently not feasible without access to a massively parallel 
computing facility and state-of-the-art simulations codes. Our results have 
demonstrated that with moderate sized supercells (~500-1000 atoms) and 
acceptable time scales (~5-10 ps) the melting temperature of a material can be 
accurately computed as a function of pressure entirely from first-principles. This 
new capability opens up the possibility of performing systematic studies of melting 
temperatures with density functional theory for a wide range of materials.  
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Melting of lithium hydride under pressure

Tadashi Ogitsu, Eric Schwegler, François Gygi, and Giulia Galli
Lawrence Livermore National Laboratory, P.O. Box 808, Livermore, California 94550

(Dated: June 3, 2003)

We have computed the melting line of lithium hydride up to 200 GPa using the two-phase simula-
tion technique coupled with first-principle molecular dynamics. Our predicted melting temperature
at high pressures varies slowly with compression, ranging from 2000 to 2450 K at 50-200 GPa pres-
sures. The compressed fluid close to the melting line retains the ionic character of the low pressure
molten state, while at higher temperature dynamical hydrogen clustering processes are observed,
which are accompanied by changes in the electronic structure.

PACS numbers: 61.20.Ja, 31.15.Ar, 61.25.Qg, 71.15.Pd,62.50.+p,74.62.Fj

Lithium hydride (LiH) is the simplest alkali hydride,
possibly the simplest compound material, and its elec-
tronic and structural properties have been the subject
of extensive investigation [1–5]. Recently, single crystal
X-ray diffraction experiments under pressure have been
carried out at room temperature for both LiH and LiD.
These measurements indicated that LiH (LiD) is stable
in the rocksalt structure up to 36GPa (94GPa) [4], while
all other alkali hydrides are known to transform to a
CsCl structure at lower pressures- 1.2, 2.2-3.1, 4.0 and
28.0-32.0 GPa for CsH, RbH, KH, and NaH, respectively
[3, 6]. However, despite the remarkable progress reported
in the last decade by both the diamond anvil cell [7] and
shock physics communities [8], experimental studies of
LiH and, in general, of compressed low-Z materials re-
mains a challenging problem. To date, the high pressure,
high temperature phase diagram of LiH is largely known.

Accurate first-principles methods can complement and
help interpret high-pressure experiments: they can pro-
vide a detailed description of the structural and bonding
changes that a material undergoes under extreme con-
ditions, as well as accurate determinations of melting
temperatures (T ) as a function of pressure (P ). How-
ever, given the high computational cost in determining
phase boundaries, first-principle simulations have been
used in only a few cases to compute melting temper-
atures. Specifically, first-principles free energies calcu-
lations using the potential switching method have been
used to compute Si [9] and Al [10] melting temperatures,
as well as the Fe [11] melting line at high pressure. Unfor-
tunately, these calculations are very demanding because
their efficiency depends on the existence of an accurate
empirical potential for the specific system and thermo-
dynamic conditions of interest.

Recently, a simple yet accurate method for the de-
termination of melting temperatures has been proposed
[12]. This technique, called the two-phase (or coexis-
tence) simulation method, is based on the direct com-
parison of liquid and solid free energies by performing
constant-pressure, constant-temperature (CPT) molecu-
lar dynamic (MD) simulations of slabs containing the two
phases separated by an interface. To date, the two-phase

simulation technique has been applied only in the context
of MD simulations using empirical potentials.

In this Letter we have coupled, for the first time, the
two-phase simulation method with first-principle molec-
ular dynamics, and we have carried out a study of the
melting line of LiH under pressure. Our predicted melt-
ing temperatures vary slowly with compression at high
pressures, ranging from 2000 to 2450 K in the 50-200
GPa pressure range. In addition, we have investigated
the structural and bonding properties of the molten state.
Our results show that the compressed fluid close to the
melt line retains the ionic character of the low pressure
molten state. At higher temperatures, dynamical hydro-
gen clustering processes are observed, which are accom-
panied by significant changes in the electronic structure
properties.

We performed first-princples simulations using the
Car-Parrinello (CP) method [13] and we treated the Li
and H nuclei as classical particles. Although quantum
effects are important to accurately determine the prop-
erties of LiH at zero temperature, e.g. its equilibrium lat-
tice constant, melting temperatures (Tm) and equation
of state data at high T are only weakly affected by quan-
tum effects [18]. For example, the difference between the
LiH and LiD melting temperature at ambient P is only
2 K. The electron-electron and electron-ion interactions
were described within density functional theory, with the
Perdue-Burke-Ernzerhof generalized gradient approxi-
mation (GGA) [14] for the exchange-correlation energy
and potential. A plane-wave basis set and Troullier-
Martins pseudopotentials [19] were used with a maximum
kinetic energy cut-off of 40 Ry [20]. The simulation cells
consisted of 432 atoms (216 atoms in the liquid layer and
216 atoms in the solid layer), and the Γ-point only was
used to sample the supercell Brillouin zone. Finite size
effects on the lattice constant of the solid are 1% when
using 216 atom cells and the Γ point, as compared to a
fully converged k-point calculation (4096 k-points with 8
atoms per cell).

In our two-phase simulations, the initial configurations
of the solid and liquid phases were generated by single
phase constant-volume MD runs; configurations obtained
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FIG. 1: Computed average volume as a function of tempera-
ture at 100 GPa. Solid circles represent data obtained in our
simulations, and the lines are guides to the eye. The statisti-
cal error bars are smaller than the size of the circles. Insets:
pair correlation functions [g(r)] at 2200K (left) and 2300 K
(right).(See text).

in this manner were then combined in a single supercell
with a small vacuum area between the solid and the liq-
uid layer. The solid and the liquid phases were heated
independently to reduce the strain near the interface. We
performed two-phase simulations of LiH at 0, 100, 150,
and 200 GPa. In order to assess whether configurations
originally prepared in a liquid or solid state would so-
lidify or melt, the mean square displacements of atoms,
variations in equilibrium volumes, and changes in pair
correlation functions were monitored as a function of the
simulation time. For example, in Fig. 1 the discontinu-
ity in the average volume observed between 2200 K and
2300 K at 100 GPa is shown, which is indicative of melt-
ing. Calculations of the pair distribution functions [g(r)]
and atomic mean square displacements under conditions
close to the observed discontinuity confirmed that the
samples below and above the discontinuity were indeed
in the solid and liquid phase, respectively (see the inset
of Fig. 1).

The melting temperature of LiH as a function of pres-
sure predicted by our simulations is shown in Fig. 2. Ex-
perimentally, Tm of LiH has been determined only at
ambient pressure. Our computed value at P=0, T0GPa

m =
790 ± 25 K, is about 18 % lower than the experimental
value, Texp

m = 965 ± 2K [15]. The most likely sources of
error are due to the GGA [10] and possibly to inaccura-
cies introduced by the CP method where the electrons are
close to, but not exactly on the Born-Oppenheimer (BO)
surface. We have calculated the difference (∆PCP−BO)
between the pressure obtained within CP-MD and BO-
MD above and below the computed melting temperatures
at the macroscopic densities determined by CP-MD. The
values of ∆PCP−BO at 0, 100, 150, and 200 GPa, are
−0.28±0.03,−2.33±0.11,−2.62±0.19,−4.01±0.17 GPa,
respectively. Therefore, CP dynamics leads to a few per-
cent underestimate of Tm at all pressures; we estimate
that the error in Tm at low P is approximately 5 % due
to inaccuracies introduced by CP dynamics, and the re-
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FIG. 2: The predicted melting line of LiH. Our calculated
melting temperatures are: T0GPa
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These values include BO-MD corrections (see text) and the
solid line is obtained using a Simon fit of the simulation data:
Tm(P ) = 790× (1 + (P + 0.28)× 11.479023)0.14812275.

mainder due to the GGA. It is interesting to note that
all of the melting temperatures calculated within LDA or
GGA reported in the literature underestimate the corre-
sponding experimental values at low pressure [9–11], e.g.
16 % in Al and 20 % in Si. This effect may be due to the
general tendency of the LDA to overestimate the stabil-
ity of the liquid phase with respect to the solid state in
cases where upon melting the electronic charge density
tend to become more homogeneous.

As it is seen in Fig. 2, the melting curve is very steep
below 20-30 GPa and becomes rather flat between 50 and
200 GPa. A similar behavior of Tm as a function of P
has been observed for other ionic systems, e.g. LiF, NaCl,
KBr, KCl, and CsI by Bohler et al. [16, 17] using laser
heated diamond-anvil cell experiments.

We now turn to the discussion of the structural and
bonding properties of the liquid. The pair correlation
functions at low and high pressure, at four different (P ,
T ) conditions are shown in Fig. 3; in all cases correlation
functions characteristic of a molten salt are observed. We
find that the Li-H ionic bond is very stiff and its length
depends weakly on pressure, as indicated by the position
of the first peak of gLi-H(r) which does not scale with the
cubic root of the density, a = 3

√
ρ. On the other hand, H-

H and Li-Li distances do scale with a. The coordination
numbers defined by the integration of gij(r) up to the
first minimum indicate that while the coordination of H
around Li does not change under pressure, i.e., it remains
constant at about 6, the H-H and Li-Li coordinations in-
crease from 12 at ambient P to about 20 at 100 GPa.
An additional indication that, in spite of some structural
changes in the second and third neighbor coordination
shell, the ionic character of the Li-H bond is retained
in the high pressure fluid comes from the computed dif-
fusion coefficients of Li and H. The results obtained at
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100 GPa, close to the melting temperature are shown in
Fig. 4. It is seen that Li and H diffusion coefficients are
very similar, in spite of the ratio between their masses,
mLi : mH ≈ 1 : 7, which is clearly reflected in their
respective velocity distribution (see Fig. 4b). The simi-
larity in the Li and H diffusion coefficient indicates that
the motion of neighboring lithium and hydrogen atoms
are strongly correlated because of their ionic bond, and
thus the two atomic species diffuse together for long peri-
ods of time. The fast motion of hydrogen atoms is mostly
a vibrational and rotational/librational motion around a
neighboring lithium atom and it does not contribute to
the diffusion constant.

While close to the melting line, over the pressure range
considered here, we have found that the fluid is character-
istic of an ionic liquid. However, when the temperature
is raised above melting, hydrogen cluster formation pro-
cesses are observed, which perturbs the ionic character
of the fluid. As shown in the insets of Fig. 3b and 3d,
gH-H(r) has a small but finite distribution at r = 1.4 au,
which corresponds to the equilibrium bond length of the
H2 molecule. We have carried out single-phase constant
temperature constant volume MD runs using the density
at 0 GPa and 0 K, and raised the temperature to 2200K,
where dynamical H2 molecule formation and dissociation
process are observed. By quenching the system down to
1015 K and releasing the pressure to 0 GPa, we obtained
a fluid with a small number of H2 molecules. One of the
H2 molecules persisted over more than 10 ps of simula-
tion. At higher P and T (100 GPa, 3000 K), we also
found dynamical clustering processes taking place. How-
ever, after quenching the system to 2300 K, no hydrogen
clusters were found. This indicates that H2 formation
is likely to take place only at high T. It also suggests
that the H2 molecules observed at 0 GPa might depend
on the initial configuration. A simulation at 0 GPa and
1015 K starting from a configuration at 2300 K and 100
GPa (where no hydrogen clusters are present) was then
performed and no H2 molecules were observed over 4 ps
of simulation. In addition, we have computed the average
energies of the samples at 0 GPa and 1015 K with and
without H2 molecules and found that the presence of H2

molecules raises the total energy of the fluid by 3.0± 0.3
eV/cell, indicating that the H2 molecules are most-likely
in a meta-stable state at ambient pressure and low T ('
1000 K).

The charge state of the H2 molecule observed in the
fluid raises very simple yet fundamental questions. When
the system is in an ionic configuration, Li atoms are pos-
itively charged and H atoms are negatively charged. If
a pair of H atoms formed a molecule without changing
the charge state of the original atoms, the anti-bonding
level of the H2 molecule would have to be occupied and
the molecule would be unstable. Alternatively, if the ex-
cess electrons on H2 are transferred to the bulk fluid,
one may expect the overall ionicity of the liquid would
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FIG. 4: a) The mean square displacements of lithium and
hydrogen. b) The velocity distributions of lithium and hy-
drogen.

be weakened, possibly causing the system to become less
stable.

We have calculated the electronic structure of liquid
LiH with and without H2 at 0 GPa and 1015 K, and
have analyzed the effect of H2 molecule formation on the
electronic structure. Approximately 50 atomic configura-
tions were randomly selected from the MD runs, and the
eigenstates calculated using the preconditioned steepest
descent method combined with a subspace diagonaliza-
tion scheme.

The calculated electronic density of states (EDOS) of
the fluids with and without H2 are shown in Fig. 5a.
In the EDOS without H2, a clear energy gap between
the valence and the conduction band is found, while in
the EDOS with H2, a pair of new levels appear below
the valence band bottom (VBB) and above the valence
band top (VBT). The level below the VBB is found to
be a bonding state of the H2 molecule, while the one
above the VBT is a delocalized state. No eigenstates with
an appreciable amplitude on the H2 molecule has been
found except for the H2 bonding state, indicating that
the charge state of the H2 molecule is close to neutral.
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FIG. 5: Time averaged density of states, at a) 0GPa and 1015
K (solid line denotes EDOS with H2 molecules and dashed line
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2300 K). Inset: The region below the bulk valence band is
enlarged to show the states associated with hydrogen cluster
(molecule). The scale of the Y-axis are identical.

The electron released to the fluid upon formation of an
H2 molecule affects the overall ionicity of the liquid and it
is responsible for a volume expansion. In our simulations
we observed 〈V0GPa

H2
〉 = 94.0648± 0.259[au3/atom] and

〈V0GPa
No H2

〉 = 93.3704± 0.097[au3/atom].
The EDOS at 100 GPa are shown in Fig. 5b. At 2300

K, where H clustering does not take place, a clear energy
gap is found and no states below the VBB are seen, while
at 3000 K a significant amount of states below the VBB
and around the Fermi level are observed. By inspecting
the eigenstates, the levels below the VBB are identified
as states related to H clusters, while those above the
VBT are rather featureless. These levels range from the
valence to the conduction band, without a clear gap[21].

In conclusion, we have coupled the two-phase simula-
tion technique with first-principle molecular dynamics for
the first time, and have computed the melting line and
the structural and bonding properties of LiH under pres-
sures up to 200 GPa. Our results show that with moder-
ate size supercells (about 500 atoms) and relatively short
time scales (about 5 ps), melting temperatures can be
accurately computed as a function of compression from
first-principles. This opens the way to systematic stud-
ies of melting temperatures using DFT, for differently
bonded systems, under various thermodynamic condi-
tions. Our simulations show that while LiH retains its
ionic character in the liquid close to the melting curve,
dynamical H clustering processes occur at higher T. We
propose that the H clustering process could be evidenced
experimentally by an increase of the liquid volume as a
function of T, as well as by photoemission experiments,
although this may be prohibitively difficult to carry out in
a hot, compressed fluid. Finally we note that, although
the melting curves of alkali halides are located signifi-
cantly higher in P than that of LiH, the behavior of the
LiH melting line is similar to that of alkali halides, where
a sharp rise in the low P regime is usually observed, fol-
lowed by a flattening at high P.
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It is generally assumed1,2,3 that solid hydrogen will

transform into a metallic alkali-like crystal at suf-

ficiently high pressure. However, some theoretical

models4,5 have also suggested that compressed hy-

drogen may form an unusual two-component (pro-

tons and electrons) metallic fluid at low temperature,

or possibly even a zero-temperature liquid ground

state. The existence of these new states of mat-

ter is conditional on the presence of a maximum in

the melting temperature versus pressure curve (the

’melt line’). Previous measurements6,7,8 of the hy-

drogen melt line up to pressures of 44 GPa have led

to controversial conclusions regarding the existence of

this maximum. Here we report ab initio calculations

that establish the melt line up to 200 GPa. We pre-

dict that subtle changes in the intermolecular interac-

tions lead to a decline of the melt line above 90 GPa.

The implication is that as solid molecular hydrogen

is compressed, it transforms into a low-temperature

quantum fluid before becoming a monatomic crys-

tal. The emerging low-temperature phase diagram

of hydrogen and its isotopes bears analogies with

the familiar phases of 3He and 4He, the only known

zero-temperature liquids, but the long-range Coulom-

bic interactions and the large component mass ratio

present in hydrogen would ensure dramatically dif-

ferent properties9,10.

The possible existence of low-temperature liquid
phases of compressed hydrogen has been rationalized
with arguments based on the nature of effective pair in-
teractions and of the quantum dynamics at high density,
resulting in proton-proton correlations insufficient for the
stabilization of a crystalline phase5. But so far there
has been no conclusive evidence establishing whether
hydrogen metallizes at low temperature as a solid (the
more widely accepted view to date) or as a liquid. Mea-
surements and theoretical predictions of the near-ground
state high-pressure phases3 of hydrogen have proven to
be difficult because of the light atomic mass, signifi-
cant quantum effects and strong electron-ion interac-
tions. In this regard, the finite temperature liquid-solid
phase boundary predicted here is especially valuable for
understanding the manner in which hydrogen metallizes.

The appearance of a maximum melting temperature in
hydrogen is in itself a manifestation of an unusual phys-
ical phenomenon. The few systems with a negative melt
slope involve either open crystalline structures, such as
water and graphite, or in the case of closed packed solids,
a promotion of valence electrons to higher orbitals upon
compression (6s to 5d in cesium11, for example). In these
cases, the liquid is denser than the solid when they coex-

ist, possibly because of structural or electronic transitions
taking place continuously in the liquid, as a function of
pressure, but only at discrete pressure intervals in the
solid.

In contrast, recent experiments8 have shown that hy-
drogen phase I – a solid structure with rotationally-free
molecules associated with the sites of a hexagonal closed
packed (hcp) lattice – persists below the liquid transition
up to at least 150 GPa, i.e. well beyond the melt curve
maximum predicted here. The promotion of electrons to
higher orbitals in hydrogen can also be ruled out because
of the prohibitive high energy involved. Alternatively,
it has been suggested that dissociation in the fluid, ei-
ther gradual7 or following a first-order liquid-liquid (LL)
phase transition12,13, may be the origin of a maximum in
the melt line. This idea is not supported by our results.
Instead, we explain the physical origin of the maximum
in terms of changes in the intermolecular interactions –
a mechanism significantly different from that expected
from familiar phenomenological models.

The approach taken here to compute the melt line is
one of direct simulation of the melting process. Hystere-
sis effects of super-heating or super-cooling during the
phase transition are avoided by simulating solid and liq-
uid phases in coexistence. The validity of this method

FIG. 1: Snapshots from two-phase MD simulations at P =
130 GPa and temperatures below and above the melting tem-
perature. A quantitative assessment of the instantaneous lo-
cal order environment around each molecule has been per-
formed as described in Ref. 17, and compared with single-
phase solid and liquid simulations. Molecules are coloured
according to the arrangement of their nearest neighbours, red
and blue representing configurations uniquely characteristic
of the hcp solid and liquid at the given P and T , respec-
tively (the Q4 order parameter17 has been used for the colour
map). The systems reach equilibrium at the target average
temperatures (800 and 900 K) over a time interval of ∼ 0.5
ps, which is followed by periods of coexistence lasting from 1
to several picoseconds. The phase transitions are observed by
monitoring changes in the diffusion constants, pair correlation
functions, specific volumes and local order parameters. In ad-
dition, some noticeable correlations between temperature and
diffusion variations indicate the exchange of latent heat.
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is then assessed by reducing size effects in such a way
that realistic thermodynamic processes can be mimicked.
This technique, known as two-phase simulation, has been
mostly applied with model potentials14, thus allowing
the simulation of large systems, and only recently it
was demonstrated15,16 that implementations within the
framework of first principles molecular dynamics (MD)
are feasible.

Two-phase simulations (Fig. 1) are performed for var-
ious pressure and temperature conditions to predict the
melt curve of hydrogen up to 200 GPa (Fig. 2). As dis-
cussed in Refs. 7 and 8, the experimental data available
up to 44 GPa can be equally well fitted with several em-
pirical melt equations, leading to qualitatively different
conclusions regarding the further rise or fall of the phase
boundary. Our results at 50 GPa compare favourably
with recent measurement8, and the calculations at 130
and 200 GPa predict a negative slope in this pressure
region.

Previous first-principles calculations12,19 indicated the
existence of a sharp transition from molecular to non-
molecular fluid, thus raising the possibility that the melt
curve maximum is a liquid-liquid-solid triple point. We
therefore studied the properties of the liquid at temper-
atures above melting. In our simulations, we do find

FIG. 2: Melt curve of hydrogen predicted from first princi-
ples MD. The filled circles are experimental data from Refs. 6
and 7 and references therein, and the open squares are mea-
surements from Ref. 8. Triangles indicate two-phase simula-
tions where solidification (up) or melting (down) have been
observed, and bracketed melting temperatures (Tm) are repre-
sented by open circles. As the phase boundary is approached,
the period of coexistence increases and eventually the out-
come becomes dependent on the choice of simulation param-
eters. This degree of arbitrariness is reflected in the error
bars of Tm, which also include the standard deviation of the
temperatures collected during the MD simulations. All ex-
perimental and theoretical points are given equal weight and
fitted with a Kechin melt equation18 (solid line in the figure):

Tm = 14.025 (1 + P/a)b exp(−cP ) K, where P is in units of
GPa, a = 0.030355, b = 0.59991, and c = 0.0072997. The
open diamond marks the liquid-liquid transition from molec-
ular to non-molecular fluid at 200 GPa, and the estimated
slope of this phase boundary is given by the dashed line. The
error bar on the diamond symbol indicates the hysteresis ef-
fects during the simulation of the liquid-liquid transition.

a first-order liquid-liquid phase transition from molec-
ular to dissociating fluid, but this occurs at tempera-
tures higher than those of the melting line; at 200 GPa,
the liquid-liquid transition takes place between 900 and
1,000 K (Fig. 2). Thus, in the entire pressure range con-
sidered here, the liquid remains molecular below 900 K,
with molecules stable over the simulation times of sev-
eral picoseconds. We emphasize that on heating above
a critical temperature, the transition to a non-molecular
fluid takes place very rapidly, over a couple of hundred
femtoseconds of simulation time. When the fluid is subse-
quently quenched, the molecules recombine and the sys-
tem reverts to the molecular state. Therefore, we con-
clude that the change from a positive to a negative melt
line slope happens gradually and we emphasize that it
is not directly related to molecular dissociation. How-
ever, extrapolations of the melt line and the liquid-liquid
phase transition indicate a triple point at ∼ 300 GPa and
400 K. Above this pressure, the solid is expected to melt
into a metallic liquid.

To estimate the errors originating from finite system
size effects, we have computed the ground state pressure
and energy for different size simulation cells sampled at
the the Γ-point and with a 2x2x2 k-point mesh. The
pressure and energy differences between the solid and
the liquid are converged to within 0.3 GPa and 1 meV

FIG. 3: Difference of the specific volumes (∆V ) and en-
thalpies (∆H) between the liquid and solid phases at the
melting temperatures determined from the two-phase simu-
lations. The reported uncertainties include standard devia-
tions collected during the MD simulations and observed size
effects from singe-phase simulations with 360 and 768 atom
supercells. The data are used to compute melt slopes from
the Clausius-Clapeyron equation: dTm/dP = Tm∆V/∆H ;
the values obtained for 50, 130 and 200 GPa are (6.5 ± 1.2),
(−1.4± 0.6) and (−2.3± 0.6) K/GPa, respectively. For com-
parison, the slopes from the melt line fit in Figure 2 are 3.9,
-2.2 and -2.7 K/GPa, but we note that these are weighted
heavily by the experimental data, especially at lower pres-
sure.
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per ion, and the estimated errors are included in Fig. 3.
A question that remains to be answered is whether the
size of the system considered here is sufficient to simulate
liquid-solid coexistence. To address this, we carried out
MD simulations of single-phase solid and liquid hydrogen
at the melting temperatures determined in the two-phase
simulations. The differences in the specific volumes and
enthalpies obtained in this way (Fig. 3) are then used to
compute the melt slopes using the Clausius-Clapeyron
equation. The agreement with the results from two-phase
simulations gives us confidence that the computed melt
curve is thermodynamically consistent.

We also discuss the validity of the principal approx-
imations in our theoretical method: (1) adiabatic in-
teractions, (2) the generalized gradient approximation
(GGA) for the exchange-correlation energy, and (3) clas-
sical treatment of ion motion. Electron-phonon inter-
actions are significant in the solid phase when the di-
rect band gap is comparable with the phonon frequen-
cies; an event that eventually occurs at high densities.
But at 200 GPa and 600 K – the conditions examined
here where the electron-phonon coupling is expected to
be most pronounced – the GGA band gap is still ∼ 2 eV.
We note that the GGA tends to systematically underesti-
mate band gaps; this has been shown for various materi-
als, including hydrogen20. However, because the highest
vibrational frequencies in hydrogen are ∼ 0.5 eV, the
computed GGA band gap – a lower bound to the ac-
tual value – is already sufficient to establish that non-
adiabatic effects are indeed negligible.

Local density approximations are also expected to
favour the phase with more delocalised electrons; previ-
ous studies have shown a consistent tendency of the GGA
to underestimate melting temperatures, such as those of
lithium hydride15 and aluminium16. Here, this effect is
expected to be very small because the molecular bond-
ing properties and the atomic coordination differ little in
the solid and liquid phases. This also implies that the
zero-point energy bound in the vibron motion is similar
in the two phases. Indeed, velocity-velocity autocorrela-
tion analysis carried out on our MD trajectories shows
that vibron frequency distributions (containing all vibra-
tional modes) differ by less than 10 cm−1 in the solid
and the liquid between 50 and 200 GPa. In addition, we
have computed the first-order quantum correction to the
ionic free energies. It is given by the Wigner-Kirkwood
formula, ∆F = ~

2/(24k2
B

T 2)
∑

i
〈F2

i
〉/mi, where the av-

erage is over the classical ensemble, and Fi and mi are
the ionic forces and masses. The difference in the quan-
tum corrections for the two phases obtained in this way
at pressures of 50, 130 and 200 GPa remains less than 2
meV for temperatures near the computed melt curve.

We now turn our attention to the physical origin of
the maximum in the melt curve of hydrogen. The tran-
sition from an ordered to a disordered state is governed
by the relative importance of entropy and energy. At
high pressure, the interactions become mostly repulsive,
and it is reasonable to expect that a deviation from a
crystalline arrangement becomes progressively more un-
favourable in terms of enthalpy. This is indeed the case
for most materials, as is reflected in the positive slopes of
their melt curves. On the other hand, attractive many-

FIG. 4: The probability distribution of MLWF spreads24 at
T=700 K and P=50 (black curves), 130 (red curves) and 200
GPa (green curves). The solid and dashed curves correspond
to distributions collected from the solid and liquid phases,
respectively. The inset shows the effective hydrogen-hydrogen
potentials obtained directly from the simulation trajectories
with the force-matching procedure described in Ref. 26 (the
same coloring has been used). As the pressure is increased,
the spreads of the MLWF are shown to increase faster in the
liquid than in the solid phase. In addition, effective potentials
soften more quickly in the liquid than in the solid phase at
the nearest neighbor molecular separation distance. Note that
the potentials at 50 GPa in the liquid and solid phases, and
at 130 GPa in the solid phase, are indistinguishable on this
scale.

body interactions can soften the steep increase of the
repulsive forces at high density21,22. Although, in princi-
ple, such a softening opens up the possibility for a melt
curve maximum23, it does not appear to be a sufficient
condition for its existence. Indeed, softening of the re-
pulsive part of the pair potentials has been observed for
a number of materials for which there is no experimen-
tal indication of a melt line turnover. As will be shown
below, the physics behind the unique melt curve of hy-
drogen is related to the different rate at which the repul-
sive interactions (at intermolecular range) are weakened
in the solid and liquid phases as a function of pressure.

To investigate how many-body interactions give rise to
repulsive force softening in the liquid and the solid, we
have performed an analysis based on maximally-localized
Wannier functions (MLWF). These functions have been
shown24 to provide an intuitive description of chemi-
cal bonds in condensed phases and they have recently
been used25 to investigate the infrared activity of candi-
date structures of hydrogen phase III. We have computed
MLWF along the 700 K isotherm, at various pressures,
and find that their spreads (Fig. 4) increase faster in the
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fluid than in the solid, as the system is compressed. Im-
portantly, the differences in the two phases come from
the tails of the MLWF, while their profiles around the
centres of the molecular bonds remain nearly the same.
Therefore, the large MLWF spread observed in the high-
pressure fluid comes from the increased overlap of the
molecular orbitals, here represented by the MLWF. Be-
cause the specific volumes of the solid and the liquid
are very similar under the conditions examined here, the
physical origin of the larger spread in the fluid can be at-
tributed to the disorder in the liquid phase. Furthermore,
the tails of the MLWF in the fluid are characterized by
an asymmetry, which can be viewed as an effective in-
termolecular charge transfer, giving rise to an enhanced
infrared activity in the liquid phase.

The properties of the MLWF found in our calculations
are indicative of the behaviour of repulsive interactions in
the solid and liquid as a function of pressure. Effective
hydrogen-hydrogen pair potentials derived from our ab

initio MD trajectories using a force matching technique26

are displayed in the inset of Fig. 4. As in the MLWF be-
haviour, we observe a stronger softening of the potential
in the liquid than in the solid. Our Wannier function
analysis indicates that this increased softening is the re-
sult of charge transfer processes, enhanced by disorder,
which appear to have a qualitative character similar to
those proposed in Ref. 27 for phase III of solid hydrogen.
We also note that the attenuation of repulsive interac-
tions observed here in the solid phase correlates well with
the analysis of Raman spectroscopic data28, which has
indicated softening of the effective intermolecular force
constants above ∼100 GPa.

To summarize, we have predicted the melt curve of
hydrogen between 50 and 200 GPa from first principles.
Above approximately 82 GPa, the melt line has a nega-
tive slope – a phenomenon that we have related to soft-
ening of the intermolecular interactions, which occur at
a faster rate in the liquid than in the solid, as a func-
tion of pressure. Our results provide strong evidence
that above ∼300 GPa the solid melts into a metallic liq-
uid and that a low-temperature metallic quantum fluid
will exist at pressures near 400 GPa. Although we have
only directly probed temperatures as low as 600 K, our
conclusions are likely to hold at lower temperatures as
well. Indeed, quantum ion motion usually favours phases
with lower ion-ion correlations, which would further sta-
bilize the low-temperature liquid phase found here. In
addition, our findings are consistent with pressure esti-
mates from experiments where hydrogen is expected to
metallize3,29. Finally, we note that the observed increase
in MLWF spreads when going from the high-pressure
solid to the molecular liquid phase points at the pres-
ence of dynamically-induced intermolecular charge trans-
fer (dipole moments); this indicates that the transition

from solid to liquid at high pressure is accompanied by an
increase of the hydrogen infrared absorption. Therefore,
we propose that measurements of infrared activity could
be used to verify experimentally the predicted turnover
of the melt curve.

Methods
Molecular dynamics

Our ab initio MD simulations are carried out with the GP
code, written by F. Gygi, and using the Car-Parrinello
(CP) method30; the many-body electron problem was
solved quantum-mechanically within the generalized gra-
dient approximation31 of density functional theory, while
the ions are propagated classically (the validity of this
approximation for the problem at hand is discussed in
the text). The actual calculations are performed for deu-
terium instead of hydrogen. The reason for this is that
in the classical-ion picture, for the quantities of relevance
here there is no distinction between hydrogen and its iso-
topes, but the substitution with heavier ions allows us to
integrate the equations of motion with reasonably large
time steps: 2 and 3 a.u. (1 a.u. = 0.0242 fs) depending
on the density. Furthermore, we use a Γ-point sampling
of the Brillouin zone, Troullier-Martins pseudopotentials,
and 60 Ry energy cut-off for the plane wave expansion of
the Kohn-Sham orbitals. The accuracy and transferabil-
ity of our pseudopotential has previously been extensively
tested19. We have explicitly verified that the electrons
remain near the Born-Oppenheimer surface throughout
the simulations by comparing pressures determined in
the CP runs with those determined by fully optimizing
wavefunctions for the same ionic trajectories. The use
of CP-MD results in a systematic shift of about 0.5 GPa
both in the solid and liquid phases.

Two-phase simulations

We perform the two-phase simulations by equilibrating
solid (in the hcp structure) and liquid phases separately
in 360-atom supercells with fixed geometry and applied
periodic boundary conditions. The atomic arrangements
obtained in this way are then merged, and the liquid
and solid parts of the resulting 720-atom supercells are
also heated independently to reduce the strain near the
newly-formed interface. The whole equilibration process
typically lasts for several picoseconds of simulation time.
The MD runs of coexisting phases are then performed
in the N − P − T ensemble (constant number of parti-
cles, pressure and temperature respectively). The actual
system being simulated initially represents semi-infinite
alternating slabs (by applying periodic boundary condi-
tions) of solid and liquid, but by the end of the runs only
one of the two phases, the one that is stable at the chosen
P and T , fills the entire volume.

* Present address: Department of Physics, Dalhousie Uni-
versity, Halifax, Nova Scotia B3H 3J5, Canada.
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At high pressure and temperature, the phase diagram of elemental carbon is poorly known. We present
predictions of diamond and BC8 melting lines and their phase boundary in the solid phase, as obtained from
first principles calculations. Maxima are found in both melting lines, with a triple point located at∼ 850 GPa and
∼ 7400 K. Our results show that hot, compressed diamond is a semiconductor which undergoes metalization
upon melting. In contrast, in the stability range of BC8, an insulator to metal transition is likely to occur in
the solid phase. Close to the diamond/ and BC8/liquid boundaries, molten carbon is a low-coordinated metal
retaining some covalent character in its bonding up to extreme pressures. Our results provide constraints on
the carbon equation of state, which is of critical importance for devising models of Neptune, Uranus and white
dwarf stars, as well as of extra-solar carbon-rich planets.

Elemental carbon has been known since prehistory, and di-
amond is thought to have been first mined in India more than
2000 years ago, although recent archaeological discoveries
point at the possible existence of utensils made of diamond
in China, as early as 4000 BC[1]. Therefore, the properties
of diamond and its practical and technological applications
have been extensively investigated for many centuries. In the
last few decades, following the seminal work of Bundy and
coworkers in the 1950’s and 60’s[2], widespread attention has
been devoted to studying diamond under pressure[3]. For ex-
ample, the properties of diamond and, in general, of carbon
under extreme pressure and temperature conditions are needed
to devise models of outer planet interiors (e.g. Neptune and
Uranus)[4, 5, 6], white dwarfs[7, 8] and extra-solar carbon
planets[9].

Nevertheless, under extreme conditions the phase bound-
aries and melting properties of elemental carbon are poorly
known, and its electronic properties are not well understood.
Experimental data are scarce due to difficulties in reaching
megabar pressures and thousands of Kelvin regimes in the lab-
oratory. Theoretically, sophisticated and accurate models of
chemical bonding transformations under pressure are needed
in order to describe phase boundaries. In most cases, such
models cannot be simply derived from fits to existing experi-
mental data, and one needs to resort to first principles calcu-
lations, which may be very demanding from a computational
standpoint.

It has long been known that diamond is the stable phase
of carbon at pressures above several GPa[2]. Total en-

∗Present address: Department of Chemistry, University of California at Davis,
Davis, CA 95616

ergy calculations[10, 11] based on Density Functional The-
ory (DFT) predict a transition to another four-fold coordi-
nated phase with the BC8 symmetry∗ at ∼ 1100 GPa and 0 K,
followed by a transition to a simple cubic phase at pressures
above 3000 GPa. These transitions have not yet been investi-
gated experimentally, as the maximum pressure reached so far
in diamond anvil cell experiments on carbon is 140 GPa[14].
The only experimental information on diamond melting in the
∼ 102 − 103 GPa range is from recent shock-wave experi-
ments, where melting and a transition to a conducting fluid
were observed [15]. However, these measurements were in-
sufficient to locate phase boundaries and inconclusive as to
whether diamond undergoes an insulator to metal transition
before or after melting.

A number of experimental studies[16, 17] and ab initio
simulations [18, 19, 20] have focused on the phase bound-
aries close to the graphite-diamond-liquid triple point (around
4000 K and 15 GPa). Unlike other solids with the diamond
structure (e.g., Si, Ge), at these pressures the melting line of
carbon has a positive slope[19]. However, at much higher
pressure (several hundred GPa’s), Martin and Grumbach[21]
suggested that the slope becomes negative. This result was
inferred from the comparison of the specific volumes of liq-
uid and solid carbon, computed from ab initio molecular
dynamics. Empirical potentials[22, 23, 24, 25] have also
been employed to investigate melting of carbon with dif-
ferent degrees of success. In general, empirical potentials
lack predictive power over large density variations and, more

∗ BC8 has been experimentally shown to be a metastable phase of silicon[12]
and germanium[13] and therefore proposed as a possible high pressure
phase of carbon.
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specifically, important discrepancies between ab initio cal-
culations and empirical potentials have been recently found,
e.g. for the existence of a liquid/liquid phase transition at low
pressure[20, 24, 26].

In this paper, we report on the properties of carbon in
the pressure and temperature range of 15 to 2000 GPa and
0 to 10000 K, as obtained from first principles calculations
based on DFT. We have investigated solid/liquid phase bound-
aries and analyzed structural and electronic transformations as
pressure and temperature are increased. In particular, we have
determined diamond and BC8 melting lines and predicted the
location of the diamond/BC8/liquid triple point, inferred from
the crossing of computed phase boundaries. Structural and
electronic properties of diamond and BC8, and the solid/solid
transition in this range of temperatures have also been inves-
tigated by a combination of different techniques.

Method. We carried out electronic structure calculations
and first principles molecular dynamics (MD) using DFT in
the generalized gradient-corrected approximation (GGA); we
employed norm-conserving pseudopotentials to describe the
interaction between core and valence electrons and we ex-
panded single particle orbitals in plane waves†. Simulations
were carried out within the adiabatic Born-Oppenheimer ap-
proximation, where the electronic ground state is computed
self-consistently at each ionic step. The adiabatic approach is
efficient for handling the small or null electronic band gap of
the liquid phase of compressed carbon, and it allowed us to
use ionic time steps up to 10 a.u.

We first computed the equation of state of diamond at zero
temperature, in order to test the accuracy of our theoretical
and numerical approach. The agreement with the available
experimental data in the range 0− 140 GPa[14] is excellent.
For example, the computed equilibrium volume only differs
by 1% from the experimental value, and optical phonon fre-
quencies agree with experiment within 3%[14]. This level of
accuracy is already obtained with 64-atom supercells and a
Γ-point sampling of the Brillouin zone, as evident from con-
vergence tests performed with supercells containing up to 216
atoms and with unit cells with up to 12× 12× 12 k-point
meshes. Consistent with previous studies, we find that, at zero
temperature, the transition pressure from diamond to BC8 is
1075 GPa. Other candidate structures previously proposed
in the literature, such as R8[28], ST12[29] and hexagonal
diamond[30], were also examined but were found to be un-
stable relative to BC8 in the pressure range studied here.‡

Calculations of diamond and BC8 melting lines were car-

† Periodic boundary conditions and a plane wave basis with a 50 Ry energy
cutoff and Troullier-Martins pseudopotential[27] were used in this work.
Our ab initio MD simulations were carried out with the Qbox code, written
by F. Gygi. Static calculations of electronic properties and total energy
convergence with k-points were obtained through the use of the ABINIT
code (a common project of the Université Catholique de Louvain, Corning
Incorporated, and other contributors.)

‡ The discrepancy with previous reports on the stability of R8 stems from the
numerical accuracy of the calculations that have appeared in the literature,
which were not fully converged as a function of plane wave cutoff and
k-point sampling.

ried out by direct simulation of solid/liquid coexistence (i.e.,
by using a so-called two-phase simulation method). This ap-
proach has been recently shown to be applicable and efficient
within the framework of ab initio MD simulations of com-
parable scale[31, 32, 33]. The two-phase method consists in
choosing a given thermodynamic condition in (P,T ) space,
where liquid and solid systems are prepared and equilibrated.
They are then put in contact and constant pressure-constant
temperature simulations are carried out to determine which
of the two phases is more stable at that given (P,T ): as sim-
ulation progresses, the more stable phase eventually fills the
entire volume available in the simulation. The melting line is
located by repeating this process at different (Pn,Tn) points.
Several complementing criteria, including diffusion coeffi-
cients, were used to determine whether melting or crystal-
lization occurs. In addition, correlation functions, coordina-
tion numbers, and local order parameters[34] were computed
throughout all simulations to monitor the time evolution of the
solid/liquid interfaces.

In the simulations of diamond/liquid coexistence and
BC8/liquid coexistence we used 128 and 256 atom cells re-
spectively, with half of the atoms initially in a solid and the
other half in a liquid state. For selected thermodynamic con-
ditions, we also repeated calculations of diamond/liquid coex-
istence with 256 atom cell (i.e. doubled in the direction per-
pendicular to the solid-liquid interface), in order to assess er-
rors introduced by finite size effects on the calculated melting
lines. In addition, we compared two-phase simulations carried
out with finite and with zero electronic temperature, for se-
lected points in phase space; at pressures above 1000 GPa we
assessed the error of the pseudopotenial approximation by re-
peating some of our simulations using a pseudopotential with
a smaller cut off radius (decreased from 1.4 to 1.14 a.u., and
consequently a higher plane wave cutoff, increased to 70 Ry).
We used s, p non-local and d local potentials. In contrast to
the low pressure regime where the bonding is dominated by s-
p hybridization, at extreme pressures, an accurate description
of the d channel is important because the coordination of the
liquid becomes larger than four and configurations other than
tetrahedral are present in the molten phase.

Finally, we determined the diamond/BC8 phase line using
two independent approaches: (i) by combining results from
two-phase simulations with equation of state calculations near
the diamond/BC8/liquid triple point, and (ii) from calculations
of the free energies of diamond and BC8, based on the quasi-
harmonic approximation and including quantum ionic motion.

Phase boundaries. The computed melting lines of dia-
mond and BC8 are shown in Fig. 1. The internal consis-
tency of our simulations was verified by computing the slope
of melting lines from the Clapeyron equation (dP/dTm =
∆H/Tm∆V ), where the specific volume (∆V ) and enthalpy
(∆H) are obtained from one-phase simulations, while the
melting temperature (Tm) at which these quantities are com-
puted is taken from the two-phase results (Fig. 1.)

A detailed error analysis shows that at high pressure (above
500 GPa) errors introduced by finite size effects and by ne-
glecting the finite electronic temperature (Te) are of opposite
sign. The melting temperature of diamond increases by about
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FIG. 1: Calculated phase diagram of carbon at high pressure, omit-
ting the graphite stability region for clarity. Points indicate the fi-
nal two-phase simulation data used to bracket the melting temper-
atures. The plotted melting lines are a fit to the melting points,
using the three-parameter Kechin melting equation[35]. For a con-
sistency check, the slopes of the melting curves (marked with short
dotted segments) were computed independently from the Clapeyron
equation[36]. The phase boundary between diamond and BC8 is cal-
culated within the quasi-harmonic approximation at low temperature
and from the three-phase Clapeyron identity Eq. 1 near the triple
point. The triple point is located at T = 7445 K and P = 850 GPa;
metastable extensions of melting lines of BC8 and diamond are cal-
culated and presented for illustrative purposes. The diamond Hugo-
niot (dashed line) is shown for comparison with experimental results
(see text.)

200 K in going from 128- to 256-atom simulation cells (at
P = 1000 GPa), but it decreases by about 500 K when consid-
ering Te ∼ 8000 K in our calculation with 128-atom simula-
tion cells (at 500-750 GPa and 8000 K). Introducing electronic
temperature likely reduces the directional character of the in-
teratomic forces in the liquid, thus increasing the number of
effective degrees of freedom of the ions; in turn this results in
an increase of the ionic entropy and hence a reduction of the
free energy of the liquid relative to the that of the solid. On
the other hand, the introduction of a electronic temperature
has little or even a null effect on the insulating solid. In addi-
tion, we found a variation of the melting temperature of about
200 K at 1000 GPa on decreasing the pseudopotential cutoff
radius; this effect diminishes rapidly at lower pressures.

While we estimate our numerical errors to be about
±150/250 K at fixed pressure, the error introduced by DFT
is more difficult to quantify. We note that in cases where the
electronic charge density tends to be more homogeneous in
the liquid phase than in the solid, the GGA is expected to favor
the former phase and thus to underestimate the meting temper-
ature. This is the case, for example, for Al, Si, LiH and it is
likely to be so for diamond and BC8 as well. Although quanti-
tative estimates for carbon are difficult to make in the absence
of experimental data and calculations beyond the GGA, it is
worth noting that for Si, the melting temperature at ambient
conditions is underestimated by about 10 %, and this error is

expected to decrease as pressure is increased[32, 37].
The melting line of diamond obtained in our calculations is

consistent with that reported by Grumbach and Martin[21],
although the triple point found here is at a lower pressure
than one might infer from the results of Ref. [21]. Our
predicted diamond melting temperatures are also lower than
those obtained in recent calculations with semi-empirical
potentials[26], especially in the high pressure region. The rea-
son for this discrepancy may come from the data set to which
the empirical potentials have been fitted, which only contains
low pressure, mostly tetrahedral, structures. We note that the
gradual change in coordination number found here is the key
for understanding the changes in the volume of the liquid rel-
ative to the solid as pressure is increased, and it is responsible
for the existence of a maximum on the melting line, as we
discuss below.

As apparent from Fig. 1, both diamond and BC8 melt-
ing lines have maxima slightly above 8000 K, at ∼ 450 and
∼ 1400 GPa, respectively. The physical origin of these max-
ima stems from the changes which covalent interactions un-
dergo upon compression. A signature of these changes can
already be found at low temperature. Fig. 2 shows the zero
temperature phonon dispersion curves in diamond as a func-
tion of pressure. As reported in Ref.[38], acoustic branches of
the phonon dispersion are rather flat near the Brillouin zone
boundaries. In addition, the frequencies of the transverse
acoustic branches near the L and X symmetry points have a
maximum as a function of pressure. While their softening
above ∼ 250 GPa cannot destabilize the diamond structure at
low temperature, it points at a loss of stability of the sp3 hy-
bridization as a function of pressure. Similar effects appear
also in the the liquid phase at high temperature, where they
are responsible for more dramatic changes in the liquid struc-
ture upon compression.

In order to analyze the structure of the molten phase, we
have computed the pair correlation function and the coordina-
tion number of the liquid at different pressures (Fig. 3), close
to the melting line. Unlike Si and Ge, we find that liquid car-
bon retains a partial covalent character in its bonding up to ex-
treme pressures. We also find that the coordination of the fluid
is lower than that reported in previous ab initio works[21].
The changes taking place in the liquid, which are responsible
for the maxima in the melting lines, are illustrated in Fig. 3
where we report the number of differently coordinated sites
as a function of P. The fraction of 4-fold coordinated atoms
has a maximum near 400 GPa, while that of 5-fold coordi-
nated atoms peaks between 1000 and 1500 GPa. These max-
ima correspond to the maxima on the melting line, displayed
in Fig. 1.

The intersection of the diamond and BC8 melting lines
yields the location of a solid/solid/liquid triple point at 7445 K
and 850 GPa. The phase boundary between the two solid
phases close to the triple point can be calculated from the
Clapeyron equation with the use of the computed slopes of the
melting lines and equilibrium volumes of the three phases:(

dP
dT

)
DB

=
∆SDB

∆VDB
=

∆VDL
( dP

dT

)
DL−∆VBL

( dP
dT

)
BL

∆VDB
(1)
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Here subscripts D, B and L indicate diamond, BC8 and liq-
uid phases, respectively, and all quantities are evaluated at the
triple point. With this approach, difficulties associated with
the explicit computation of free energies are avoided and the
results do not rely on the harmonic approximation, which may
not be valid at high temperature.

We find that the BC8/diamond phase boundary has a nega-
tive slope (Fig. 1) near the triple point. The difference between
ours and that of Ref. [21] is not too surprising, as the phase
stability presented in Ref. [21] came from estimates based on
the Lindeman criterion. The stability of BC8 relative to di-
amond is apparently enhanced at high temperature, possibly
as a result of additional degrees of freedom in bonding angle
configurations (as geometrically described in Ref. [39].)

At low temperature, the diamond-BC8 boundary is eval-
uated by carrying out free energy calculations in the quasi-
harmonic approximation. We have computed the full phonon
dispersion relations for both the diamond and BC8 phases[40]
and obtained the phonon energy and entropy by integration
of the specific heat over temperature. The coexistence line
between BC8 and diamond is then determined by matching
the values of the Gibbs free energies –i.e., GD(Tcoex,Pcoex) =
GB(Tcoex,Pcoex).– Our results, presented in Fig. 1, show a
phase boundary that starts at 1075 GPa at zero temperature
and has a negative pressure versus temperature slope at fi-
nite temperature. We note that zero point energy effects were
taken into account and they reduce the diamond/BC8 transi-
tion pressure by 62 GPa at zero temperature, relative to a clas-
sical total energy calculation.

Finally, we note that by extrapolating the low temperature
diamond/BC8 transition line, we obtain an accurate matching
with the transition line near the triple point, as determined by
Eq. 1 (Fig. 1.) The excellent agreement between the slopes of
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FIG. 3: (a) Fraction of 3, 4, 5 and 6-fold coordinated atoms as a func-
tion of pressure at T = 9000 K in liquid carbon. The coordination
of each atom is computed by counting the number of its neighbors
within a distance less than the first minimum of the pair correlation
function. (b) Average coordination in the liquid phase as a function
of pressure (T = 9000 K), obtained by integrating the normalized
pair correlation function up to its first minimum. (c) Pair correlation
function, together with histogram of distances of the first 24 neigh-
bors, at P = 1000 GPa and T = 9000 K. At this pressure and temper-
ature, the maximum of the histogram curve for the fifth neighbor is
shown to be just inside the first peak of the pair correlation function.

the phase boundaries obtained with three different methods:
(i) free energy matching (ii) two-phase simulation for the loca-
tion of the diamond/BC8/liquid triple point (iii) diamond/BC8
slope calculated with Eq. 1, is evidence for the accuracy and
consistency of the computed phase boundaries.

Changes of electronic properties upon melting. Finally,
we turn to the discussion of electronic properties of carbon un-
der extreme conditions. It is well known that at zero tempera-
ture, the band gap of diamond increases with pressure, and this
result is reproduced in our calculations. The GGA approx-
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FIG. 4: Maximally localized Wannier function (MLWF) spreads for
diamond (T = 6000 K), BC8 (T = 6000 K) and liquid (T = 9000 K)
phases at selected pressures. While in insulating diamond the MLWF
spread is significantly reduced with pressure (gap of diamond in-
creases with pressure), the metallic liquid maintains larger spreads
across a broad range of pressures. BC8, being a semiconductor with
a small gap (∼ 0.4 eV at T ' 0), is an intermediate case.

imation is known to underestimate the gap, compared both
to experiment[41, 42] (5.45 eV) and calculations with many-
body corrections (5.6 eV)[43]. In order to study whether dia-
mond metalizes before melting, we have investigated the gap
determined by the single particle energy difference between
the highest occupied orbital and the lowest unocuppied orbital
(HOMO-LUMO gap) of the solid as a function of P and T .
Snapshots from 64-atom molecular dynamics were selected
and electronic structure calculation of the gap and the elec-
trical conductivity (using the Kubo formula[44]) were carried
out using dense k-point meshes (up to 6×6×6).

The calculated electronic gap of diamond decreases steadily
with temperature at constant pressure (this was shown also to
be a trend at ambient pressure and low temperature by exper-
imental work[45]); however the zero temperature DFT-GGA
gap (ranging from 4.4 eV at P = 0 to 6.9 eV at P = 1100 GPa)
is so large that temperature effects are not sufficient to close
the gap before melting occurs. For example at P = 1000 GPa,
the gap reduces from 6.8 eV at T = 0 to 3.6± 0.5 eV at
the melting temperature (6750 K). In our simulations the dia-
mond DFT gap remained finite even at temperatures where the
solid is likely to be superheated (i.e., metastable.) Frequency-
dependent conductivity calculations confirm that the HOMO-
LUMO gaps correspond to the optical gaps. The liquid, in-
stead, shows a continuous density of states at the Fermi level
and a finite conductivity at zero frequency. Thus, we conclude
that diamond remains an insulator in the solid phase, and an

insulator-to-metal transition occurs only upon melting. Fig-
ure 4 shows the spread of the maximally localized Wannier
functions (MLWF)[46] as a function of pressure, at fixed tem-
peratures. The marked difference between the spread found
in diamond and the fluid attest to the qualitative difference be-
tween their electronic properties.

Our results are consistent with recent shock-wave
experiments[15] where a transition was found to a conduct-
ing phase (revealed by a reflectance change) along the Hugo-
niot upon shock compression at around 600− 700 GPa. The
diamond Hugoniot crosses our calculated melting line at P =
720 GPa (Fig. 1) and, as in the case of the experiment, we pre-
dict a transition from an insulating solid phase to a conducting
liquid phase.

The gap of BC8 has a very different behavior than that of
diamond; it is much smaller in the region where BC8 is sta-
ble (see the corresponding MLWF spreads in Fig. 4.) The
DFT-GGA gap of BC8 is below 0.45 eV at T = 0 at the dia-
mond/BC8 transition point and it slightly decreases with pres-
sure. This small gap makes it difficult to assert a prediction
on the metallic nature of this phase at finite temperature. If
disorder reduces the gap at the same rate as in the case of the
diamond phase, then BC8 is likely to become metallic in the
solid phase at relatively low temperature, before melting.

In conclusion, we have reported a first principles compu-
tational study of the phase diagram of carbon and we have
determined solid/liquid and solid/solid phase boundaries up
to ∼ 2000 GPa and ∼ 10000 K. Our results provide a con-
sistent description of elemental carbon in a broad range of
temperature and pressures and a description of its electronic
properties is given within the same framework. The dia-
mond/BC8/liquid triple point is found to be at lower pressure
than previously thought; in particular this point is close to re-
cent estimates[47, 48, 49] of the Neptune and Uranus core
conditions. While some old estimates locate the core condi-
tions in the diamond stability region determined here (7000 K,
600 GPa)[47], newer estimates point at conditions were the
liquid is stable instead (8000 K, 800 GPa)[48, 49]. There-
fore, our data call for a partial revision of current planetary
models, especially in the planetary core regions. Overall this
work provides constraints to the carbon equation of states and
it may help to interpret future experimental work.
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