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ABSTRACT 
 
We have developed an artificial neural network (ANN) 
based combustion model and have integrated it into a 
fluid mechanics code (KIVA3V) to produce a new 
analysis tool (titled KIVA3V-ANN) that can yield accurate 
HCCI predictions at very low computational cost. The 
neural network predicts ignition delay as a function of 
operating parameters (temperature, pressure, 
equivalence ratio and residual gas fraction). KIVA3V-
ANN keeps track of the time history of the ignition delay 
during the engine cycle to evaluate the ignition integral 
and predict ignition for each computational cell. After a 
cell ignites, chemistry becomes active, and a two-step 
chemical kinetic mechanism predicts composition and 
heat generation in the ignited cells. 
 
KIVA3V-ANN has been validated by comparison with 
isooctane HCCI experiments in two different engines. 
The neural network provides reasonable predictions for 
HCCI combustion and emissions that, although typically 
not as good as obtained with the more physically 
representative multi-zone model, are obtained at a much 
reduced computational cost. KIVA3V-ANN can perform 
reasonably accurate HCCI calculations while requiring 
only 10% more computational effort than a motored 
KIVA3V run. It is therefore considered a valuable tool for 
evaluation of engine maps or other performance analysis 
tasks requiring multiple individual runs.  
 
INTRODUCTION 
 
Homogeneous Charge Compression Ignition (HCCI) 
combustion is a thermal autoignition process that 
initiates simultaneously at numerous sites before rapidly 
spreading throughout the combustion chamber [1, 2]. 
HCCI autoignition contrasts sharply with the turbulent 
flame propagation of SI engines and the mixing 
controlled combustion of diesel engines. This contrast 
has important consequences. HCCI Autoignition can be 
sustained even at very lean (φ < 0.2 [3]), or very dilute 
(EGR > 0.6 [4]) conditions, cooling combustion 

temperatures sufficiently to keep NOx emissions 
extremely low (a few parts per million). If the HCCI 
combustion charge is lean and well mixed, very little 
particulate matter (PM) is produced. Furthermore, HCCI 
engines can approach the high efficiency of diesel 
engines because they can operate unthrottled at high 
compression ratio.  
 
Spectroscopy experiments [1] and computer models [5] 
suggest that chemical kinetics dominates thermal 
autoignition in HCCI. Ignition begins in hot spots formed 
due to non-uniformities in temperature or concentration 
[6]. Unburned fuel and air are compressed and heated 
by the expansion of hot reaction products. Compression 
heating from the burned gases typically generates 
temperatures hot enough to combust the fuel (except for 
fuel in the crevices and boundary layers [7,8]), and is the 
main mechanism for spreading combustion in HCCI 
engines. Flame propagation (diffusion of energy and 
radicals from the burned zone to the unburned zone [9]) 
plays a secondary role in spreading combustion. This 
conclusion is supported by experimental results [10] that 
indicate that the speed of propagation of the combustion 
front in HCCI is far faster than deflagration in SI engines.  
 
It is generally thought that turbulence plays an indirect 
role in HCCI combustion. Turbulence controls heat 
transfer to the cylinder walls, thereby establishing the 
temperature distribution in the cylinder. The temperature 
distribution determines the heat release rate. If the 
engine charge is isothermal, all the fuel autoignites 
simultaneously, combusting too rapidly. A broad 
temperature distribution has the desirable effect of 
slowing the combustion event. 
 
Chemical kinetics is easier to characterize than 
turbulence, enabling detailed and accurate HCCI 
modeling with reduced computational expense relative to 
SI or diesel modeling. Still, the computational effort for 
HCCI modeling is substantial. For accurate HCCI 
analysis it is necessary to consider the effect of the 
temperature field on the ignition chemistry. This can be 



accomplished at high computational expense with a full 
integration of a chemical kinetics code and a fluid 
mechanics code [11], or at reduced computational cost 
with a sequential integration of the codes through a 
multi-zone model [5]. Multi-zone models successfully 
predict HCCI combustion and emissions while reducing 
running time to ~2 days on single processor 2 GHz 
computers when working with high resolution engine 
meshes (~50,000 cells), 40 zones and detailed chemical 
kinetic mechanisms for long chain hydrocarbons, such 
as iso-octane (with ~800 species).  
 
While multi-zone models have enabled inexpensive 
HCCI computations, it is important to develop faster 
solution techniques for accurate screening of multiple 
operating conditions. In this paper we describe the 
integration of a combustion model based on an artificial 
neural network (ANN) and a fluid mechanics code 
(KIVA3V) into a new analysis tool titled KIVA3V-ANN 
that delivers very fast HCCI computations while 
maintaining reasonable accuracy. This paper 
summarizes the details and validation of the model.  
 
THE ARTIFICIAL NEURAL NETWORK (ANN) 
 
The fundamentals of ANNs and their applicability to 
modeling combustion chemistry have been described in 
multiple publications [12-16]. Mathematically, the neural 
network is a universal approximator for non-linear 
functions that predicts an output value (or values) based 
on a set of input parameters and a training procedure. 
Our HCCI neural network (Figure 1 [17]) predicts ignition 
delay (τ) as a function of four input parameters: 
temperature (T), pressure (p), equivalence ratio (φ), and 
residual gas fraction (EGR). Ignition delay is defined as 
the time necessary for a fuel-air mixture to release 50% 
of the available chemical heat when kept at constant 
pressure. The ignition integral (Equation 1, [18]) predicts 
ignition based on the time history of ignition delay during 

a thermodynamic process (e.g., the compression stroke 
in an engine). 
 
 

I(t) = 1
τ(T, p,φ,EGR)0

t∫ dt    (1) 

 
It is typically considered that a mixture of fuel and air 
ignites when I(t)=1.  
 
The neural network was trained for iso-octane by 
generating a set of ignition delay data with a chemical 
kinetics code (Chemkin [19]) and a detailed mechanism 
(859 species [20]). The neural network was trained to 
predict ignition delay over a wide range of conditions that 
cover the typical HCCI operating space:  
 
600 K ≤ T ≤ 1500 K 
1 bar ≤ P ≤ 200 bar 
0.1 ≤ φ ≤ 0.45 
0 ≤ EGR ≤ 0.2 
 
Ignition delay was calculated for 38,880 points that cover 
the operating range with good resolution. Two thirds of 
the points were used for ANN training and a third for 
testing. Each individual run takes approximately 10 
minutes in a 2 GHz Linux computer. Neural network 
training is a computationally intensive process that can 
be conducted in a reasonable time by running 
simultaneously on multiple processors.  
 
We tuned several parameters to improve ANN accuracy. 
These parameters (and their optimum values) are the 
number of hidden layers (2), the number of nodes in 
hidden layer (20), and the epoch size (200). ANN 
training was carried out through the back-propagation 
algorithm [21]. 
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Figure l. Artificial neural net with four input variables, two hidden layers, and an output variable used for prediction of ignition delay 
 



Table 1. Chemical kinetic constants and reaction rates used in KIVA3V-ANN for the forward and backward chemical 
reactions (Equations 2 and 3). C is the pre-exponential factor and E is the activation temperature (in K). The table also 
lists (in parentheses) two values for C originally proposed by Westbrook and Dryer [23] that were modified for KIVA3V-
ANN. 
 
Reaction C E Reaction rate 
Equation 2, 
forward 

5.7x1011 1.51x104 C exp(-E/T)[C8H18]0.25[O2]1.5 

Equation 2, 
backward 

0 0 0 

Equation 3, 
forward 

1.0x1010 

(4.0x1014) 
2.0x104 

 
C exp(-E/T)[CO]1.0[H2O]0.5[O2]0.25 

Equation 3, 
backward 

5.0x107 

(5.0x108) 
2.0x104 C exp(-E/T)[CO2]1.0 

 
Table 2. Engine specifications and operating conditions for Volvo TD100 engine (Lund) and Cummins B engine (Sandia). 
 
Engine Volvo TD100 Cummins B 
Displaced volume, cm3 1600 981 
Bore, mm 120.65 102 
Stroke, mm 140 120 
Connecting rod length, mm 260 192 
Compression ratio 11.2:1 17.63:1 
Exhaust valve open 39° BBDC 60° BBDC 
Exhaust valve close 10° BTDC 8° ATDC 
Inlet valve open 5°   ATDC 3°   BTDC 
Inlet valve close 13° ABDC 25° ABDC 
Compression ratio 11.2:1 17.63:1 
Engine speed, rpm 1200 1200 
Fuel Iso-octane Iso-octane 
Equivalence ratio  0.4 0.04-0.26 
Absolute intake pressure, bar 2 1.2 
 
KIVA3V-ANN 
 
The neural network incorporated into KIVA3V calculates 
ignition delay for every cell in the mesh, and KIVA3V-
ANN calculates the ignition integral (Equation 1) during 
the engine cycle, without considering any diffusion or 
advection of the ignition integral between cells. When 
the ignition integral for a cell reaches a specified value 
(selected as I(t)=0.7 for best fit), combustion starts and 
the chemistry for the individual cell is activated. The 
ignition criterion is I(t)=0.7 instead of the typical I(t)=1.0 
because the neural network was trained with 50% heat 
release data and is used within KIVA3V-ANN to predict 
the start of combustion. In addition to this, the mixture 
composition changes prior to the main combustion event  
 

 
 
due to pre-ignition chemistry. Ogink [22] showed that the 
ignition delay time for a mixture including intermediates 
and radicals can be significantly shorter than the ignition 
delay time based on the initial mixture composition at 
intake valve closing. KIVA3V-ANN does not consider 
pre-ignition chemistry, and therefore it is natural to 
expect I(t) < 1 at the ignition point.  
 
Iso-octane combustion is calculated in the ignited cells 
with a 2-step mechanism [23]:  
 
C8H18 + 8.5O2 → 8CO + 9H2O  (2) 
 
CO + ½O2 →  CO2   (3) 
 



Table 1 lists the chemical kinetic constants and reaction 
rates for the two reactions. We modified the two pre-
exponential factors in the CO combustion reaction from 
the original values proposed by Westbrook and Dryer 
[23] to better match the experimental results. The 
original mechanism was developed for flame 
propagation and predicts extremely fast CO to CO2 
conversion under HCCI conditions. We did not conduct 
extensive tuning of the kinetic constants, and it may be 
possible to select optimum values that improve the 
quality of the experimental agreement. 
 
KIVA3V-ANN is very efficient for conducting the 
chemistry calculations. A typical run with a 54,000 
element mesh in a single processor 2 GHz Linux 
computer took ~4 hours, and only ~10% of this total time 
was spent on the neural network and chemistry 
subroutines. KIVA3V-ANN is only slightly more 
computationally intensive (~10%) than a motored run.  
 

EXPERIMENTS 
 
KIVA3V-ANN was tested by comparison with two sets of 
experimental results that span a wide range of operating 
conditions (load, equivalence ratio, pressure, 
compression ratio). The first experiment was conducted 
at the Lund Institute of Technology and was part of a 
study on the effect of turbulence on HCCI combustion 
[24]. The experiment was done in a single cylinder of a 
Volvo™ TD100 truck engine. The engine specifications 
are shown in Table 2. The experiment was run 
supercharged at 2 bar absolute intake pressure with iso-
octane fuel at 0.4 equivalence ratio, 11.2:1 compression 
ratio and 1200 rpm. Preheating of the intake air allowed 
adjustment of the ignition timing from early timing with 
steep pressure rise to very late timing with noticeable 
cycle-to-cycle variation. From the two geometries 
considered in [24], we only analyze the axisymmetric 
disc (flat top piston) cylinder geometry (Figure 2).  

 
 
Figure 2. Flat piston crown used in the Lund experiment [24]. 
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Figure 3. Schematic of the HCCI piston geometry and combustion 
chamber dimensions at TDC for the Sandia Cummins B engine [3]. 
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Figure 4. Pressure traces for the Lund experiment [24]. The figure 
shows experimental results (thick solid lines), multi-zone results 
(dotted lines) and neural network results (dashed lines).  
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Figure 5. Combustion efficiency for the Lund engine. The figure shows 
experimental results (thick solid line), multi-zone results (dotted line) 
and neural network results (dashed line).  
 



The second experiment was conducted at Sandia 
Livermore [3] to research HCCI operation at low loads. 
The engine used for this investigation is derived from a 
Cummins B-series medium-duty production diesel 
engine, with a displacement of 0.98 liters/cylinder.  The 
engine is equipped with an axisymmetric custom piston 
shown schematically in Figure 3.  This modified-pancake 
combustion chamber design provides a large squish 
clearance and a minimum top ring-land crevice volume, 
which amounts to only 1.4% of the top dead center 
(TDC) volume for the 17.63:1 compression-ratio piston 
used in this study. The experiments were conducted by 
keeping the ignition timing fixed at a few degrees before 
TDC while changing the equivalence ratio between 0.04 
and 0.26. In this paper we only analyze the cases with 
φ ≥ 0.10 that fall within the range of the neural network 
training. The engine specifications and operating 
conditions are listed in Table 2.  
 
Both experiments were previously analyzed by some of 
the authors with a multi-zone chemical kinetics model [8, 
25]. This permits a comparison between the more 
physically representative multi-zone model and the 
faster neural network model. As a part of the previous 
analysis, we generated axisymmetric KIVA3V meshes 
for the two geometries. The meshes were carefully 
tested for grid size sensitivity and validated by 
comparison with motored data. The Lund engine mesh 
has 54,000 elements and the Sandia engine mesh has 
51,000 elements. 
 
RESULTS 
 
Figure 4 shows pressure traces for the Lund experiment. 
The figure shows experimental results (thick solid lines), 
multi-zone results (dotted lines) and neural network 
results (dashed lines). The neural network predicts 
experimental pressure traces with reasonably good 
success, although the agreement is not as good as for 
the multi-zone model. The neural network does not 
account for low-temperature (cool flame) heat release, 
and therefore it underpredicts pressure in the initial 
stages of combustion. When ignition occurs, KIVA3V-
ANN predicts a fast burn and overshoots the peak 
cylinder pressure, especially for the late burning cases. 
 
The experimental and numerical combustion efficiencies 
for the Lund engine are compared in Figure 5. The figure 
shows that KIVA3V-ANN fits the experimental data 
better than the multi-zone model for the early 
combustion cases. However, the results hide the fact 
that the neural network greatly overpredicts CO 
emissions (~4100 ppm vs. 500 ppm for the experiment) 
and greatly undepredicts HC emissions (~70 ppm vs. 
~2200 ppm for the experiment). The multi-zone model 
demonstrates better agreement in CO and HC emissions 
[25]. KIVA3V-ANN predicts constant combustion 
efficiency while experimental combustion efficiency 
drops as combustion is delayed. It must be noted that all 
hydrocarbon emissions predicted by KIVA3V-ANN are 
unreacted fuel, because no other HC is included in the 
2-step kinetic mechanism. The multi-zone model does 

predict a wide range of intermediate and oxygenated 
hydrocarbons. 
 
Figure 6 shows pressure traces for the Sandia 
experiment [3]. The figure shows experimental results 
(thick solid lines), multi-zone results (dotted lines) and 
neural network results (dashed lines). The figure shows 
a good agreement between KIVA3V-ANN and the 
experiments, especially for the higher equivalence ratios, 
where the neural network performs as well as the multi-
zone model. However, the quality of agreement 
deteriorates as the equivalence ratio is reduced. For 
φ ≤ 0.18, KIVA3V-ANN overshoots the peak cylinder 
pressure. Once again, KIVA3V-ANN does not account 
for low-temperature heat release and underpredicts 
pressure in the early stages of combustion. 
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Figure 6. Pressure traces for the Sandia experiment. The figure shows 
experimental results (thick solid lines), multi-zone results (dotted lines) 
and neural network results (dashed lines).  
 
 
 
The combustion efficiency comparison for the Sandia 
engine is shown in Figure 7. The neural network 
overpredicts the combustion efficiency at the lower 
equivalence ratios (φ ≤ 0.22), but it appropriately 
captures the reduction in combustion efficiency as the 
fuel-air mixture is made leaner. The multi-zone model 
shows better agreement with the experiments while also 
overpredicting the combustion efficiency at the lower 
equivalence ratios. 
 
Figure 8 shows the speciation of the exhaust emissions 
for the Sandia engine. The figure shows the fraction of 
carbon in the fuel that goes into the different exhaust 
species: carbon dioxide (CO2), carbon monoxide (CO), 
hydrocarbon (HC) and oxygenated hydrocarbons (OHC).  
The figure shows experimental results (thick solid lines), 
multi-zone results (dotted lines) and neural network 
results (dashed lines). The figure shows a reasonably 
good agreement between the neural network and the 
experiment. For CO2 and CO, the neural network 



predictions are nearly as good as obtained with the 
multi-zone model. The neural network underestimates 
HC emissions, and predicts no OHC, which are not 
present in the two-step chemical kinetic mechanism.  
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Figure 7. Combustion efficiency comparison for the Sandia engine. 
The figure shows experimental results (thick solid line), multi-zone 
results (dotted line) and neural network results (dashed line).   
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Figure 8. Speciation of the exhaust emissions for the Sandia engine. 
The figure shows the fraction of carbon in the fuel that goes into the 
different exhaust species: carbon dioxide (CO2), carbon monoxide 
(CO), hydrocarbon (HC) and oxygenated hydrocarbons (OHC). The 
figure shows experimental results (thick solid lines), multi-zone results 
(dotted lines), and neural network results (dashed lines). The neural 
network does not predict OHC because these are not included in the 
mechanism.   
 
Figures 9-10 show a direct comparison between multi-
zone [26] and neural network results for the Sandia 
engine with φ=0.20. This is one of the cases that 
produced the best agreement between the experimental 
results and the neural network (Figure 6), and it 
illustrates the main features and limitations of the model. 
The figures show mass fraction of fuel (Figure 9) and 
carbon monoxide (Figure 10) for six different crank 
angles that span most of the combustion process 
(between -8 and 10 crank angle degrees).  
 

Comparing Figures 9 (a) and 9(b) we observe that the 
multi-zone model predicts earlier fuel decomposition 
(at -8° crank angle) in the central core (the hottest part of 
the cylinder). KIVA3V-ANN does not predict any low 
temperature heat release, and therefore fuel 
decomposition does not start until the main ignition takes 
place (at -4°). After this, combustion in the neural 
network proceeds quickly, and by TDC it has nearly 
caught up with the multi-zone model. In the late stages 
of combustion (4° to 10°) all the fuel reacts, except for 
the fuel trapped in the crevices. The multi-zone model 
considers partially reacted hydrocarbons in addition to 
just fuel, and therefore generates higher predictions of 
total hydrocarbon emissions than KIVA3V-ANN (Figure 
8). 
 
Figure 10 (b) shows that fuel decomposition in the multi-
zone model does not immediately lead to CO. Instead, a 
long sequence of intermediate hydrocarbons are 
produced and then consumed in the path to CO and CO2. 
This is in contrast with KIVA3V-ANN (Figure 10(a)) 
where the fuel immediately decomposes into CO with no 
intermediate steps (Equation 2). The neural network 
predicts peak CO production with good accuracy (at -2° 
crank angle) as well as CO decomposition into CO2 (at 
TDC). The final stages of the combustion process are 
also accurately modeled with KIVA3V-ANN, which 
predicts that CO survives in the boundary layer near the 
cylinder liner, in agreement with the multi-zone model. 
The neural network accurately models the overall 
process of CO formation and decomposition, and the 
four last frames in Figures 10 (a) and 10 (b) are nearly 
identical. 
 
CONCLUSIONS 
 
This paper has described the development of an artificial 
neural network based combustion model and its training 
with a detailed isooctane mechanism to predict ignition 
delay as a function of operating parameters 
(temperature, pressure, equivalence ratio and residual 
gas fraction). KIVA3V-ANN keeps track of the time 
history of the ignition delay during the compression 
stroke to predict ignition for each computational cell. 
After a cell ignites, chemistry becomes active, and a two-
step chemical kinetic mechanism predicts fuel 
decomposition and heat generation in the ignited cells. 
The main conclusions of the paper are: 
 
1. KIVA3V-ANN has been validated by comparison 

with two HCCI experiments, and it provides 
reasonable predictions for HCCI combustion and 
emissions, although experimental agreement is 
typically not as good as obtained with the more 
physically representative and computationally 
intensive multi-zone model.  
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(b) 

Figure 9. Mass fraction of fuel in the cylinder of the Sandia engine for the case with φ=0.20 as predicted by (a) the neural network model and (b) the 
multi-zone model. The six frames in the figure illustrate the time history of fuel concentration in a period that spans most of the combustion process.  
 
 
2. KIVA3V-ANN predicts fast combustion and often 

overpredicts the experimental peak cylinder 
pressure. 

 
3. Combustion efficiency is well predicted by the neural 

network, although HC emissions are often 
underestimated and CO emissions are 
overestimated. 

 
4. The current version of KIVA3V-ANN does not predict 

low-temperature heat release, and numerical 
pressure traces usually fall below experimental 
values in the early stages of combustion. KIVA3V-

ANN still manages to make good predictions of 
pressure for the iso-octane HCCI cases analyzed 
here, but not predicting low-temperature heat 
release may introduce large errors when analyzing 
HCCI combustion of low octane fuels, such as n-
heptane or diesel fuel. 

 
5. KIVA3V-ANN can perform reasonably accurate 

HCCI calculations while requiring only 10% more 
computational effort than a motored KIVA3V run. It 
is therefore considered a valuable tool for evaluation 
of engine maps or other performance analysis tasks 
requiring multiple individual runs.  



 
(a) 

 
(b) 

 
Figure 10. Mass fraction of carbon monoxide in the cylinder of the Sandia engine for the case with φ=0.20 as predicted by (a) the neural network model 
and (b) the multi-zone model. The six frames in the figure illustrate the time history of CO concentration in a period that spans most of the combustion 
process.  
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