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Abstract

We report on the aqueous hydration of benzene and hexafluorobenzene, as obtained by car-

rying out extensive (>100 ps) first principles molecular dynamics simulations. Our results show

that benzene and hexafluorobenzene do not behave as ordinary hydrophobic solutes, but rather

present two distinct regions, one equatorial and the other axial, that exhibit different solvation

properties. While in both cases the equatorial regions behave as typical hydrophobic solutes, the

solvation properties of the axial regions depend strongly on the nature of the π-water interaction.

In particular, π-hydrogen and π-lone pair interactions are found to dominate in benzene and hex-

afluorobenzene, respectively, which leads to substantially different orientations of water near the

two solutes. We present atomic and electronic structure results (in terms of Maximally Localized

Wannier Functions) providing a microscopic description of benzene- and hexafluorobenzene-water

interfaces, as well as a comparative study of the two solutes. Our results point at the importance of

an accurate description of interfacial water in order to characterize hydration properties of apolar

molecules, as these are strongly influenced by subtle charge rearrangements and dipole moment

redistributions in interfacial regions.
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I. INTRODUCTION

Interactions between aromatic molecules and water play a key role in determining the

properties of biophysical systems, including the structure of proteins, and molecular recog-

nition processes. In order to examine the nature of these interactions, the aqueous solvation

of benzene is often used as a simple model system. Although typically referred to as a

hydrophobic solute [1, 2], benzene is actually capable of forming hydrogen bonds through

its π-electrons. In particular, the slight electronegativity of carbon relative to hydrogen

and the overall D6h symmetry of benzene leads to a large negative quadrupole moment

(Θ = −33.3 · 10−40Cm2 [3]), which can act as a weak hydrogen bond acceptor with water

[4–8].

Experimentally, the interaction of benzene with water has been the subject of numerous

studies with a variety of techniques, including NMR and resonant ion dip IR spectroscopy

(see, e.g. References [9–24]). These investigations examined the solvation of benzene in

liquid water, water in liquid benzene, as well as gas-phase benzene-water clusters. Although

these studies have established various important properties such as solubilities and binding

energies, they are not able to provide a detailed picture of the structural and electronic

properties of the local hydration structure.

Theoretical studies based on empirical potentials and ab initio quantum chemical methods

have focused on the water-benzene dimer [2, 25, 26], and small C6H6 − (H2O)n clusters

[1, 27, 28]. For fully solvated species, all past investigation have been restricted to empirical

potential models [29–38].

In this paper, we investigate the structural and electronic properties of fully solvated

benzene using first principles molecular dynamics (FPMD) for the first time. We have also

compared benzene with hexafluorobenzene, which has similar structural properties, but a

very different π-electron system, with an inverse quadrupole moment (Θ = 31.7 · 10−40Cm2

[3]) with respect to benzene.

As compared to benzene, very little is known about the interaction of hexafluorobenzene

with water. Experimental studies on the dynamics of the solvation of water in hexafluo-

robenzene have been performed [39] but not vice versa. Theoretical studies have focused on

the hexafluorobenzene-water dimer and found a preferred water orientation that is roughly

opposite to the one found for the benzene-water dimer [40–43]. However, no experimental
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nor theoretical study on the solvation structure around fully solvated hexafluorobenzene has

been reported to date. To the best of our knowledge, the simulations presented here are the

first ab initio molecular dynamics studies of these two, fully solvated systems.

Simulating these aqueous solutions presents challenging size and time scale requirements

because highly accurate simulations of the order of 100 ps are required to get statistically

meaningful averages for structural properties. Therefore, we have used our previously devel-

oped rigid water approximation [44] to perform FPMD simulations of the different solutes

for more than 100 ps, which constitute the most extensive simulations of its kind today.

Our main goal is to understand the fundamental interactions between aromatic biomolecu-

lar building blocks and nature’s most important solvent, at a molecular level. In addition,

our comparison between benzene and hexafluorobenzene allows us to study the influence of

charge distribution and quadrupole moments on structural and electronic properties of fully

solvated aromatic systems.

II. METHOD

We have performed FPMD simulations [45, 46] of solvated benzene and hexafluoroben-

zene (HFB) under ambient pressure and temperature conditions. The simulations consist

of 73 water molecules surrounding a benzene or HFB molecule in a periodically repeated

cubic cell with a lateral dimension of 13.25 Å, which in the case of benzene is based on

the experimentally measured molar volume of the solute [47, 48]. The chosen size of the

simulation box allows us to include the number of solvent molecules that are expected to be

in the first and second solvation shells [30, 31].

All of our simulations were performed with the Car-Parrinello (CP) technique [49], which

uses a Lagrangian that couples together the system’s electronic and ionic degrees of freedom

[50]. The electronic structure was described within density functional theory (DFT) [51, 52]

with the PBE generalized gradient approximation (GGA) [53]. The valence wave functions

and charge density were expanded in a plane wave basis, which was truncated in reciprocal

space at 85 and 340 Ry, respectively. Norm-conserving pseudopotentials of the Hamman

type were used to describe valence-core interactions [54, 55].

Since the geometry of water molecules is not expected to change significantly in the

vicinity of the solute [25, 40] compared to its bulk values, we have utilized a rigid water model
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[44]. In addition to our previous study of pure rigid water we have also successfully applied

this model to a solvated cation (Ca2+) [56], which gives us confidence in its suitability for

the systems under consideration here. The use of a rigid water model permits the utilization

of a larger fictitious mass in the CP dynamics, compared to flexible water and thus a larger

MD timestep.

The initial configurations for our ab initio studies were obtained from 100 ps classical MD

simulations performed with the TINKER package [57]. In order to reach a temperature of

approximately 300 K we have initially applied a weakly-coupled velocity scaling thermostat

for at least 3 ps before removing the thermostat and collecting statistics within the NVE

ensemble.

Three independent simulations were performed for benzene, and one continuous trajectory

was calculated for HFB. The total ab initio simulation times for solvated benzene and HFB

were 152.1 ps and 103.5 ps respectively with average temperatures of 303.3 K and 299.1 K.

In addition to the 100 ps classical MD simulations that were used to obtain starting

configurations, we have performed additional classical MD simulations to investigate the

effects of simulation parameters such as size, time scales and symmetry operations. The

GROMACS 3.2.1 code [58] with the OPLSAA force field [59] and the TIP4P model for

water [60] was used to estimate realistic error bars by performing long time scale simulations

of benzene solvated by 512 water molecules. This analysis will be presented in detail in a

forthcoming publication [61].

A central point in our analysis is the investigation of the electronic structure of water

around the solutes. To this end, we have calculated maximally localized Wannier functions

(MLWF) for several hundred configurations along our MD trajectories. The MLWF were

computed “on the fly” following a joint approximate diagonalization scheme [62]. Besides

our analysis of the positions and spreads of the Wannier function centers (WFC) we have

also used the procedure of Silvestrelli et al. [63] to compute an approximate dipole moment

of each of the water molecules in the simulation.

III. RESULTS AND DISCUSSION

To test the accuracy of our theoretical approach we have performed binding energy cal-

culations of the benzene-H2O and HFB-H2O dimers within the aforementioned theoretical
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FIG. 1: Definition of the axial and equatorial region around benzene and hexafluorobenzene. The

equatorial region extends from the center of the solute in all directions throughout the xy-plane.

framework of DFT/PBE. For these calculations the optimized geometries were determined

with the limited memory method of Broyden-Fletcher-Goldfarb-Shanno (LBFGS) [64]. For

benzene the distance from the center of the ring to the oxygen was found to have a very

shallow minimum around 3.86 Å, which considering the constrained intramolecular geome-

try that is enforced in our calculations, is in satisfactory agreement with previous quantum

chemical studies ( 3.74 Å) [42]. The preferred orientation of the optimized benzene-H2O

dimer exhibits one hydrogen atom of water pointing at the π-cloud, in good agreement with

both experimental and theoretical studies.

Using the same plane wave cutoff as in our simulations (85 Ry) we obtained binding

energies of −1.91 kcal/mol for benzene-H2O and −1.13 kcal/mol for the HFB-H2O dimer.

Increasing the energy cutoff to 120 Ry did not result in significantly different binding

energies. For benzene-H2O our computed binding energy is consistent with quantum

chemical results that have ranged from −1.50 kcal/mol to −2.90 kcal/mol depending on

optimized geometry, and level of theory [12, 25, 28, 42, 65]. For HFB, previous studies

also exhibit a range of binding energies from −1.55 kcal/mol to −2.69 kcal/mol [40–43], in

satisfactory agreement with our calculations.

A. Radial distribution functions

A standard approach for describing the average structure of liquids and molecules in

solution is to calculate the radial distribution function between atoms (RDF, or g(r)). Earlier
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FIG. 2: Solute center-Oxygen (dashed lines) and solute center-Hydrogen (solid lines) radial distri-

bution functions in the equatorial and axial regions (see Fig.1). The left column shows RDFs for

benzene (B), the right column the RDFs for hexafluorobenzene (HFB).

works have examined this quantity by using the carbon atoms of benzene as the reference

point, which leads to a rather featureless g(r). Here, we have used the benzene/HFB ring

center as reference point, which gives more structured RDFs and provides a clearer picture

of the average structure of the liquid near the solute. The mirror plane symmetry of the

solute molecule was exploited to improve statistics for all reported RDFs. We have also

tested different bin sizes, ∆r, from 0.01 to 0.09 Å to ensure independence of our reported

RDFs from our discretization procedure. For all graphs shown in this section ∆r = 0.03 Å

has proven to be a suitable choice. We have also divided the space around the solute into an

equatorial and an axial region, since these areas exhibit distinctively different interactions

(see Fig. 1).

Figure 2 shows the average radial distribution of oxygen and hydrogen atoms in the
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equatorial and axial region using the solute center as a reference point. Results for solvated

benzene and HFB are shown in the left and right column, respectively. The top panels

compare the distribution around both solutes in the equatorial region (20 degrees on both

sides of the plane defined by the solute molecule) whereas the bottom panels show the axial

region (20 degrees around the z-axis, defined perpendicular to the solute plane). gB−O(r)

in the equatorial region around benzene (top left) shows slightly more structure than the

corresponding gB−H(r) but both distributions are peaked around 4.9 Å with a similar onset

located at 4.1 Å and 3.7 Å, respectively. In contrast, the distributions calculated from the

axial region show a strong qualitative difference when compared to each other. The axial

gB−H(r) in Fig. 2 displays a double peak with maxima at 2.3 Å and 3.6 Å, whereas the axial

gB−O(r) shows only one distinct maximum at 3.3 Å. The characteristic first gB−H(r)-peak,

located at smaller distances (by about 1 Å) than the corresponding gB−O(r) peak, suggests

that there is a strong orientational preference for the water molecules near the axial region

of benzene.

A similar analysis for water molecules surrounding HFB in the equatorial region (top right

in Fig. 2) shows gHFB−O(r) shifted outwards by approximately 0.6 Å, with a peak at 5.5 Å,

and gHFB−H(r) with a similar onset but a maximum shifted by about 0.4 Å when compared

to the B-water system. Steric effects cannot fully account for this shift of gHFB−O(r) and

gHFB−H(r) in the equatorial region.

The two g(r)s calculated from the axial region around HFB (bottom right in Fig. 2) are

qualitatively different from those obtained for the benzene-water system. Only one H-peak

appears at 3.5 Å corresponding to the gHFB−O(r) peak centered at 3.6 Å. The similar onset

and shape of both distributions in Fig. 2 suggest that any possible orientational effects on

the faces of HFB must be of a different nature than in the case of water on the faces of

benzene. This will be further discussed in Section III.C. In the case of benzene, the axial

gB−H-double peak points at an orientation where the two hydrogen molecules of water are

located at different distances from the solute center. Comparing peak positions in the axial

regions to the optimized dimer geometries we notice that in the case of both benzene and

HFB the condensed phase values for the solute center-oxygen distances are significantly

smaller than in the gas phase. For both benzene and HFB, the overall structure of the water

as described by the gO−O(r), gO−H(r) and gH−H(r) distribution functions (not shown) are

very similar to those of pure water as described within the rigid approximation [44].
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FIG. 3: Spatial distribution function (shown in red) of oxygen around benzene (upper panel)

and HFB (lower panel) illustrating the spheroidal shape (isosurface 1) on the left and the cage-like

structure in the equatorial region of the first shell and the high concentration at the faces (isosurface

2.6) on the right. The spatial distribution of carbon is shown in grey. Due to the spheroidal shape

of the second solvation shell compared to the cubic shape of the simulation box, the second shell

is not fully represented within the MD cell.

B. Spatial distribution functions

In order to gain a better understanding of the three-dimensional local solvation structure,

we have calculated spatial distribution functions (SDF) [66] of oxygen and hydrogen around

benzene and HFB. Normalization of all SDF data has been performed with respect to the

experimental bulk water density at ambient conditions. A common problem when trying

to resolve solvation details around hydrophobic solutes is the long simulation time required

to gather sufficient statistical data on spatial distributions [67]. We have overcome this

difficulty by using the rigid water approximation, thus extending the timescales accessible

by ab initio MD by a factor of three [44], and by exploiting all symmetry operations of

the solute, so as to obtain sufficiently smooth SDF. To verify that no bias is introduced

into our data by these symmetry operations, we have tested our SDF analysis on random

distributions and large classical MD data sets [61].
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FIG. 4: Combination of spatial distribution functions (isosurface 1) of oxygen and hydrogen around

benzene in the axial region (45 degrees from z-axis). Oxygen is shown in red, hydrogen in green

and carbon in grey. In addition to the first and second solvation shell, a region of hydrogen density

much closer to the benzene center is visible. The corresponding SDF for HFB looks almost identical

except for the absence of this hydrogen density region.

Figure 3 shows the distribution of oxygen (red) around benzene (top) and HFB (bottom)

for two different isosurfaces. The SDFs on the left illustrate the spheroidal shape of the first

solvation shell and part of the second, whereas the right pictures show the distinct structures

in the axial and equatorial region, which dominate within the first solvation shell. The cage-

like oxygen density in the equatorial region around benzene (top right) is located in between

the hydrogens of benzene and exhibits maxima in the equatorial plane (compare to Fig. 5).

The axial region is characterized by a rather broad maximum of oxygen density around the

C6-symmetry axis of the molecule. Upon close inspection this axial oxygen density is found

to have a torus-like shape.

The corresponding SDFs for hydrogen around benzene show a similar albeit less pro-

nounced density in the equatorial region, and a clearly different distribution in the axial

region. Figure 4 illustrates this difference between oxygen and hydrogen density distribu-

tion by showing both densities at an isosurface level of 1 for a 90 degree axial cone. Clearly

visible are the two solvation shells with an additional region of hydrogen density much closer

to the solute, which gives rise to the first hydrogen peak in the bottom left panel of Figure
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FIG. 5: Contour planes (yz and xy) through the oxygen- and hydrogen-spatial distribution func-

tions (SDFs) of benzene

2.

Another, more quantitative analysis of this data is shown in Figure 5. Plots of the yz

and xy contour planes depict more pronounced oxygen SDFs in both regions, and a specific

hydrogen density closer to the solute than the first solvation shell.

Analogous contour plots for oxygen and hydrogen densities around HFB (Fig. 6) show

several differences. In the equatorial region, oxygen shows higher densities and enhanced

localization, i.e. a stronger cage-like structure. The hydrogen SDF contour plots show

similar density values in the equatorial region but a somewhat broader spatial extension in

the equatorial plane. Also, the equatorial extension of the solute cavity appears bigger, in

part as a result of steric effects due to the fluorine atoms. In the axial region, a much more

localized oxygen density and the total absence of the specific hydrogen density found for

benzene are remarkable. In particular, the distribution of hydrogen atoms forms a broad

disk on the faces. A direct comparison is drawn in Figure 7 where a top view of the oxygen

SDFs of solvated benzene and HFB are shown for the same isosurface.
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FIG. 6: Contour planes (yz and xy) through the Oxygen- and Hydrogen-SDFs of HFB.

FIG. 7: Top view of the spatial distribution function of oxygen around benzene (left) and HFB

(right) for an isosurface of 3. Oxygen is shown in red, carbon atoms in grey, hydrogen and fluorine

are not shown.

C. Angular distribution functions and preferred orientations

The analysis of RDFs and SDFs has indicated that preferred orientations of water exist

around benzene and possibly around HFB, particularly in the axial region. In this section,

the orientations of water molecules are investigated depending on their position relative to

the solute by calculating the tilt angles of individual H2O molecules. As shown by Grossman

et al. a first principles description is needed to accurately resolve angular preferences of

solvent molecules around small hydrophobic molecules [68]. Again, the mirror symmetry of

the solute has been exploited to improve statistics. A graphic definition of the polar angle

and the tilt angle is given in Fig. 8.
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FIG. 8: Definition of the water tilt angle used throughout this study (see text).
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FIG. 9: Cosine of the tilt angle of water molecules surrounding benzene up to a distance of 6.6

angstrom versus the polar angle Theta measured from the C6 axis of the solute. The color map is

scaled relative to the maximum.

For benzene, the tilt angle distribution (Figure 9) shows a strong maximum axially at a

tilt angle of ∼ 46 ◦ and a much weaker, rather broad distribution in the equatorial region

around 121 ◦. While the characteristic orientation in the axial region is concentrated in

a very small region around the C6-axis (i.e. around the maxima in the axial oxygen and

hydrogen SDF, see Fig. 5) the equatorial orientation stretches much further and appears to

be the preferred underlying orientation of water around these hydrophobic solutes, locally

disrupted by a specific interaction of water on the faces. HFB yields a different picture in the

axial region with a less pronounced maximum at ∼ 123 ◦ and again a very broad maximum in

the equatorial region roughly around 115 ◦ (Note that the colors in Fig. 9 and 10 are scaled

relative to their respective maxima). This preferred orientation of approximately 120 ◦,

which has also been found in a classical MD study of benzene and cyclohexane [37] and in
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FIG. 10: Cosine of the tilt angle of water molecules surrounding HFB up to a distance of 6.6

angstrom versus the polar angle Theta measured from the C6 axis of the solute.

a first principles study of solvated methane and silane [68], appears to be a characteristic

feature of water near small hydrophobic solutes. We also note that a smaller peak exists

at cos(tilt) = 1 for both solutes representing small tilt angles. This has also been observed

for other small hydrophobic molecules and was shown to arise from solvent molecules in

the outer parts of the first solvation shell, whereas the dominant equatorial peak at ∼ 120 ◦

comes from molecules closest to the solute [68, 69].

If one assumes that water tilt angles of ∼ 120 ◦ are characteristic of hydrophobic hydration

of small apolar solutes, then Figures 9 and 10 nicely show why both molecules (benzene

in particular) can be considered “atypical” hydrophobic solutes. While they show many

characteristic properties, e.g. a large positive hydration heat capacity [70], both solutes

bind weakly to water molecules in the axial region leading to preferred orientations (i.e.

the two dominant peaks in the axial region in Figures 9 and 10) which differ significantly

from those commonly found around small hydrophobic solutes. While Figure 10 might

suggest that HFB differs less from a normal hydrophobic solute than benzene, this is only

true insofar as the axial interaction with H2O is weaker. Still fully solvated HFB leads

to different orientational preferences of water molecules in the axial region than expected

around small apolar solutes, and this can be traced back to a distinct π-lone pair interaction.

Figure 11 shows a cartoon illustrating the two dominant orientations of water on the faces

of benzene and HFB. Whereas the orientation of water on the faces of benzene is similar to

13



FIG. 11: Characteristic orientation of water molecules bound to benzene and HFB.

the optimized gas phase dimer (although the B-O distance is different), solvent molecules

on the faces of HFB show a much smaller tilt angle than in the gas phase. Our geometry

optimization as well as quantum chemical studies [42] have shown that the optimized HFB-

water dimer displays a tilt angle of 180 ◦, i.e. oxygen pointing directly into the π-electron

system. Despite this clear orientational preference in the axial region of both solutes, it is

important to note that a high degree of freedom remains for the solvent molecules since a

rotation around the C6-axis of benzene will not change the preferred tilt angle. The broad

hydrogen SDF in Figure 4 is a manifestation of this nonrigidity.

It is interesting to note that a recent computational study, which used classical potentials

and Monte-Carlo simulations, to investigate orientational effects in the benzene-water

interfacial region [71] found that water molecules in the interface close to the apolar phase

prefer to point one O-H bond towards the benzene phase, whereas water molecules on

the aqueous side of the interface prefer to orient parallel to the interfacial plane. benzene

generally showed a preference to orient its plane parallel to the interface. The observed

orientational preferences, although weaker at higher temperatures, and the radius of the

first solvation shell were shown to be qualitatively independent of the thermodynamic

conditions. These results agree qualitatively with the data presented here and highlight the

importance of the environment on the relative orientation of benzene and water to each other.

D. Electronic properties

One of the strengths of ab initio MD simulations comes from the inclusion of the electronic

structure of the system at each step, including properties such as charge densities, charge
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FIG. 12: Spreads of the MLWFs belonging to the σ- and the π-electrons and the distance (denoted

as z) of their Wannier function centers from the plane defined by the solutes (fitted through the 6

C-atoms).

transfer and dipole moments. In the following section we investigate the differences between

benzene and HFB in terms of their electronic structure and the peculiarities of the bonds

established on the faces of benzene and HFB.

1. MLWF analysis

After investigating details of the solvent structure and orientation, we analyzed the

changes in electronic structure of the solutes and the solvent during our MD simulations

in order to better understand the nature of their interactions. Maximally localized Wan-

nier functions (MLWF) offer an intuitive view of chemical bonds in condensed phases and

an efficient way to explore the changes in electronic structure along MD trajectories [62].

Within the commonly used pseudopotential approximation there are four doubly occupied

MLWF for each water molecule, 15 for benzene (6 localized on the C-H bonds and 9 for the

π-electron system) and 33 for HFB (18 localized on F atoms, 6 localized on the C-F bonds

and 9 for the π-electron system).

First, we compare the π-electrons of benzene and HFB in terms of their spreads and

their center’s distance (WFC) from the molecule’s plane. In the case of a delocalized π-

electron system, the MLWFs resemble a series of single and double bonds, analogous to

the classic Kekule representation. Figure 12 shows that the π-electrons of HFB exhibit a
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FIG. 13: Oxygen - WFC radial distribution function for water molecules binding to the π-electron

system of benzene (left) and HFB (right) compared to H2O molecules in the bulk. Dotted lines

represent the O-W distance for an isolated water molecule.

stronger localization both in terms of their MLWF spreads and WFC position; this can

be understood in terms of the strong electronegativity of fluorine atoms. The effects of

fluorination on the interaction of benzene dimer compounds has also been studied recently

[72]. As expected, the substitution of fluorine onto the benzene molecule diminishes the

partial negative character of the π-cloud above the ring and ultimately leads to a quadrupole

moment which is similar in strength but opposite in sign. In Fig. 11 we have identified the

predominant orientation of water molecules that interact with the faces of benzene. We now

analyze the corresponding changes that occur in the electronic structure of these interfacial

H2O molecules. To shed light on the nature of this specific interaction which “binds” one

H2O to the π-electron system of benzene and, to a lesser extent, to that of HFB we have

compared the Wannier function centers (WFC) of binding H2O molecules to those of bulk

water molecules.

Figure 13 shows the oxygen-Wannier function center RDF, denoted as gOW (r), of the

interacting H2O molecule (dashed line) on the faces of benzene (left) and HFB (right) as

well as the gOW (r) of bulk water (solid line) for comparison. The reference curves of bulk

water display two main peaks. The stronger peak at r∼0.33 Å corresponds to the two oxygen

lone pairs on each of the water molecules, whereas the smaller one centered at r∼0.49 Å

comes from the O − H covalent bonds. The gas phase values are denoted as dotted lines.

Comparing the reference distribution with gOW (r) of the binding H2O molecules on the faces
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FIG. 14: Calculated dipole moments of water in the axial region around benzene for two different

radius intervals capturing the binding water molecules and the bulk water in the axial direction.

of benzene (left graph in Fig. 13) a strong shift of one binding O−H orbital centers towards

the gas phase value can be observed. In terms of conventional H-bonds Figure 13, suggests

that the H2O molecule donates a weak H-bond to the π-electron system of benzene.

For HFB (right graph in Fig. 13) the binding water molecules also yield a different

gOW (r) than the reference bulk data, but in this case one of the lone pairs is affected, with

its WFC shifted considerably closer to oxygen, essentially assuming its gas phase value. This

corresponds to the picture of a broken H-bond acceptor. We have also compared the dipole

moments of the “binding” water molecules on the faces of benzene to those of all other

water molecules in the axial region. The dipole moments are calculated in an approximative

manner from static configurations by assigning the total charge of the MLWF to a point

charge at its center [63]. Figure 14 shows the dipole moment distribution of “binding”

H2O molecules compared to that of other axial first shell water molecules around benzene.

Most notably the π-hydrogen interaction leads to a decrease in dipole moments by about

0.15 Debye, from 3.10 to 2.95 Debye. This behavior brings into question the suitability of

classical non-polarizable water models for MD simulations of solvated benzene [61].

2. Total charge density

Another qualitative view on the changes in electronic structure caused by fluorination and

upon binding to solvent molecules can be obtained by comparing the total charge densities
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FIG. 15: Total charge density plots for the unoptimized benzene-water and HFB-water dimer.

Close inspection reveals the more localized charge distribution in the π-electron system of HFB

which is a result of the electron-withdrawing fluorine atoms.

of benzene-water and HFB-water dimers. These unoptimized dimers were cut out during the

simulation from the full simulation cell and exhibit characteristic binding orientations (which

were also shown in Fig. 11). Figure 15 shows the slightly more localized charge density in

the π-electron region of HFB caused by the substitution of fluorine (similar to Fig. 12). It

is important to note that in our electronic structure calculations utilizing pseudopotentials

one electron for hydrogen is treated explicitly but four for each fluorine atom.

As noted earlier, fluorine substitution withdraws charge from the π-electron system lead-

ing to a more localized charge distribution in the π-plane and increases the partial charge

on the fluorine atoms of HFB compared to the hydrogen atoms on benzene [72, 73].

Despite its usefulness for gaining a better understanding of the overall electronic struc-

ture of the dimers the total charge density does not clearly illustrate the subtle changes in

electronic structure that occur upon formation of the respective dimers. Charge density dif-

ference plots of the benzene-water and HFB-water dimers point out regions with increased

or decreased charge density compared to isolated solute and solvent molecules. We have

also calculated charge density difference plots of the whole simulation cell, however, for clar-

ity the results for the dimer are shown since it better allows one to inspect the important

changes visually.

Figure 16 illustrates the transfer of charge from the π-system towards the hydrogen atom

of H2O which points at the face of benzene and a loss of charge at the H atom accordingly.

An opposite but smaller effect is found in the case of HFB where the π-system facing the

water molecule shows charge depletion and the closest lone pair extends further, showing

additional charge density closer to the π-system. A type of π-lone pair interaction in the
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FIG. 16: A qualitative comparison of charge density differences for the unoptimized benzene-water

(left) and HFB-water dimer (right). Red indicates areas where the combined system contains less

charge, blue where the charge density of the combined system is higher.

case of solvated HFB can be inferred from this analysis. The same type of interaction but in

a qualitatively different orientation has been observed for the gas phase HFB-water dimer

where both lone pairs symmetrically point towards the π-system.

Note that the charge density of an isolated (gas phase) water molecule is subtracted from

the dimer and not the charge density of a bulk water molecule. Therefore, the charge density

difference around water pointed out in Figure 16 refers to a gas phase H2O as a reference

and not a bulk molecule (like previous comparisons in this chapter). The picture obtained

from charge density difference plots here is consistent with Figure 13, which compares only

the WFC of binding and bulk water molecules. But while the lone pair distribution of water

around HFB in Figure 13 suggests a broken H-bond, the analysis here shows that there is

a notable transfer of charge towards the π-system although small compared to the case of

benzene.

IV. CONCLUSION

In summary, we have reported the results of extensive ab initio simulations aimed at a

microscopic description of the hydration structure of benzene and HFB. Our study represents

the first investigation of these solutes in liquid water, obtained from first principles. Benzene

and HFB are prototypical examples of solvated aromatic molecules that exhibit π-hydrogen

and π-lone pair interactions, respectively. We have shown that both benzene and HFB are

composed of two distinct regions: one equatorial and the other axial. The former behaves
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like an ordinary hydrophobic solute in the two aromatic molecules, although the cage-like

structure shown in spatial distribution functions and characteristic of hydrophobic solutes

is more pronounced in HFB than in benzene. The solvation of the axial region depends on

how the π-electrons of the solute interact with interfacial water molecules. The axial region

of benzene acts like an acceptor and forms a weak hydrogen bond with water (as shown,

e.g. by our MLWF analysis), while HFB acts as a much weaker donor interacting with an

oxygen lone pair. This specific behavior leads to different orientations of water on the faces

of these solutes. The preferential tilt angle of water in the equatorial regions is about 120◦

for both benzene and HFB, while in the axial regions there is a strong preference for ∼ 46◦

in benzene and ∼ 123◦ in HFB. It is interesting to note that while the preferred orientation

of water on the face of benzene is very similar in the gas-phase dimer and in liquid water, in

the case of HFB the orientations found in the gas phase and in the liquid differ substantially.

A similar difference in tilt angle distributions was found in recent cation solvation studies

of Mg2+ and Ca2+ [56, 74].

The electronic structure of interfacial water molecules differs from that of bulk water, as a

result of the interaction with the aromatic solute. In particular, we have found a decrease of

the dipole moment by approximately 0.1 Debye in interfacial water molecules. These results

indicate that the solvation of aromatic species is determined by subtle but important charge

transfer and dipole redistributions effects, and cast some doubts on the validity of non-

polarizable models for the study of these systems. Our findings also indicate that electronic

structure information, as contained in ab initio MD simulations, is an important component

in a microscopic description of aromatic hydration.
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