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We present the first sensitivity study of the material isentropes extracted from ramp compression
experiments. We perform hydrodynamic simulations of representative experimental geometries asso-
ciated with ramp compression experiments and discuss the major factors determining the accuracy
of the equation of state information extracted from such data.
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A wealth of experimental high pressure studies have
been aimed in the last decades at understanding the fun-
damental behavior of matter under compression. Many
of them employed well established techniques operat-
ing under either static - diamond anvil cell (DAC)[1]
or dynamic - shock Hugoniot [2] high-pressure condi-
tions. More recent technical advancements however have
also made possible the study of new dynamic regimes by
spreading the pressure loading from near-instantaneous,
i.e. shock, to tens, hundreds and even thousands of
nanoseconds, through the use of laser [3], electromag-
netic [4] and graded density impactor (GDI) [5, 6] tech-
niques respectively. The emergence of ramp compression
methods affords new opportunities for advancing the very
active field of high pressure physics but also poses chal-
lenges related to the development and validation of suit-
able design and analysis methodologies. Already new re-
sults regarding the high pressure equation of state (EOS)
of materials [7–10] as well as the kinetics of phase trans-
formations [11–13] stem from the use of these techniques.

Ramp compression experiments have the potential
to reveal the behavior of matter compressed along a
quasi-isentrope thereby adding a new dimension to the
experimentally accessible high pressure thermodynamic
regimes. It is therefore critical that the accuracy of the
stress/density results derived from such measurements be
thoroughly assessed. The present work is the first study
of the sensitivity of the equation of state (EOS) informa-
tion extracted from ramp compression experiments on
the major sources of experimental uncertainties. These
sources are grouped into three categories: sample pack-
age metrology (e.g. anode, glue bond and sample thick-
nesses), in-situ diagnostics (e.g. VISAR timing and ve-
locity) and pressure ramp uncertainties. We evaluated
their contributions separately using 1D standard hydro-
dynamic simulations of a typical experimental geome-
try used in magnetically-driven isentropic compression
(MAGIC) experiments [8–10] and Lagrangian analysis to
extract the stress-density information from the simula-
tion results. Magnetic pulsers such as the Z accelerator,
operate on intermediate time and length scales bridging
the typical laser and gas-gun (GDI) regimes. The re-
sults may naturally be extrapolated in either direction
to draw conclusions specific to both laser or GDI gener-

ated ramps, as appropriate.

In a typical EOS experiment, regardless of the P (t)
ramp generation method used, the experimental observ-
ables are the velocity histories at the free (or windowed)
surfaces of usually 2-4 samples of different thicknesses.
Ideally these samples are dynamically compressed ac-
cording to identical, prescribed loading paths [7–10, 14].
We mimicked the experiments with simulations of a basic
geometry consisting of a 0.7 mm copper layer (represent-
ing the anode) followed by a tantalum (Ta) sample. We
applied a pressure ramp P (t), to the left boundary of
the Cu and computed the free surface velocity of the Ta
sample - u(t), see Fig. 1. Each test case discussed below
consisted of four simulations, denoted by Si, i = 1, 4, cor-
responding to Ta samples of thicknesses thi = 400, 500,
600 and 700 µm respectively, one or several of which
were slightly altered to reflect each of the studied uncer-
tainties. The copper was described by QEOS [15] while
the samples were modeled using Mie-Gruneisen analytic
forms based on the data summarized in Ref. [16]. Stress-
density information was extracted from the computed ve-
locity histories using Lagrangian analysis, as described
below, and compared with the sample EOS input of the
simulations.

Since in ramp loading experiments sample compression
is achieved gradually over tens to thousands of nanosec-
onds as illustrated in the inset to Fig. 1 [14] (note the
smooth, gradual rise in the experimental traces), it is
assumed that the thermodynamic path followed by the
material is nearly isentropic. This allows the determi-
nation of the material specific stress-strain relationship
by using the free-surface velocities ui(t) corresponding
to different sample thicknesses. The algorithm used to
extract the material isentrope assumes that the stress
history at a certain depth inside the target and at early
enough times is identical for all samples and that the
state information is carried to the measurement surface
at the sound speed. In the present study loading histories
are assumed identical at the Cu/Ta interface. No non-
equilibrium or rate effects are taken into consideration.
Generally, in ramp compression experiments the wave in-
teractions are extremely complex, e.g. waves reflected at
the measurement surface interact with later portions of
the arriving ramp compression and produce distortions of
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the stress experienced by samples of different thicknesses.
Proper consideration of these interactions constrains for
example the setting of the optimization intervals in the
inversion algorithms (see below). Two methods are cur-
rently available for extracting the material stress-strain
relationship along the uniaxial compression path: Iter-
ative Lagrangian analysis (ILA) described in [17], and
Reverse Integration and Optimization (RIO), which we
used in the present study, as outlined below. The RIO

and ILA yield results in excellent agreement; for a dis-
cussion see for example Ref. [14].

The RIO method assumes a certain parametrization
of the material EOS and integrates the mass and mo-
mentum conservation equations in the negative direction
along the Lagrangian spatial coordinate from the free sur-
face (or window) to the reference surface. This yields an
applied longitudinal stress history σli(t) for each sample
i. The root-mean-square deviation of these stress histo-
ries from combinations of different samples normalized
by their average (σli − σlj)/(σli + σlj) is then minimized
while varying material EOS parameters, consistent with
the assumption of identical applied pressures P (t). For
the present inversions the Ta equation of state was rep-
resented by a ratio of polynomials:

ρ = ρo

1 +
∑

3

j=1
bjσ

j

1 +
∑

2

j=1
ajσj

; (1)

where σ = σl − Po and ρo, Po are the ambient density
and pressure. The onset of divergences in the pressure
loading histories is a good indicator for the occurrence
of wave interactions - and this is what we used in our
analysis to set the appropriate time domain for the min-
imization. Minimizations were performed on combina-
tions of two, three and all four samples (simulations).
We confirmed both that the inverted isentropes repro-
duce the ideal simulation input and that the result is ro-
bust, e.g. starting from completely different EOS curves
yields negligible differences in the final result. We also
tested that different EOS parameterizations with com-
parable degrees of freedom give virtually identical RIO

results. The stress/density curves shown in Figs. 2- 5 are
indexed by the respective simulations used in the mini-
mization.

We now proceed to explore the effects of various un-
certainties related to target metrology/ assembly, exper-
imental diagnostics and pressure generator performance
on the material isentrope extracted using the above La-
grangian analysis. In the Z experiments the pressure
wave is typically launched first through the Cu metal-
lic anode to which the samples are attached. The an-
ode thickness at each sample location is therefore one
of the critical factors in determining the outcome of the
experiments. Variations in thickness are quite common
(∼ 1 − 5µm) and are mainly caused by imperfections in

the fabrication process. Similar considerations apply to
the GDI technique. The relatively large samples used in
MAGIC and GDI experiments, while easing the assembly
and handling processes, create difficulties for maintain-
ing the flatness and parallelism tolerances across large
surfaces. To assess the impact of such a condition, the
Cu layer in simulation S1, (with a 400µm sample) was
increased to 705µm instead of the 700µm used in S2-4.
Identical current/pressure pulses were applied at the left
boundary of the Cu for all four cases. The inversion re-
sults shown in Fig. 2(a) exhibit a spread of ∼ 12% in
the pairwise results and a ∼ 4% deviation of the average
isentrope from the simulation input. We note that, as
expected, results from pairs that do not include S1 yield
the ideal isentrope, i.e. the simulation input. The impact
of anode thickness non-uniformity may be minimized if
properly diagnosed before the experiment, by applying a
time correction to the u(t) history. Although a simple
time-shift would be a good first approximation, an accu-
rate correction has a definite non-linear, time dependent
component which may be calculated assuming that the
EOS for the anode material is well understood and the
size deviation has been measured prior to the experiment.

The presence of intermediate layers for bond-
ing/transition purposes inside the targets is also a com-
mon occurrence in ramp compression experiments. These
layers are typically less than 2 µm, ≤ 0.5% of the
sample thickness, and are poorly characterized due to
significant technical difficulties. Bonding may be re-
quired at the sample interfaces with either the base-plate
(panel) or any window present in the experiments (GDI
or MAGIC). The laser ramping techniques use deposi-
tion methods to create the sample on top of a window.
In such cases it is reasonable to expect that the transition
to standard bulk properties of the sample occurs over ∼

1000Å, still approximately .3% of a 30µm typical sample
size. In order to quantify these effects we introduced a
5µm glue layer (effectively 5% of the 100 µm step size)
in S1 between the Cu anode and the sample. This is
an overestimate of the state-of-the-art experiments, and
was chosen for illustration purposes only. The resulting
u1(t) was inverted in combination with the ideal (no glue)
S2-4 simulations results. Similar to the previous case, a
large spread was observed in the pair-wise inverted isen-
tropes, and a 5% deviation of the average result from the
input isentrope. We note that the effect of adding an
identical glue layer to all simulations (i.e. S1-4) is signif-
icantly smaller. We may conclude that for improving the
accuracy of EOS data it is highly desirable to enlarge
the ratio between the step-size and intermediate layer
thickness which ultimately controls it’s impact. In laser
driven ramp compression experiments, for example, typi-
cal step-sizes between samples are ten times smaller than
in the test case presently discussed, of order ∼ 10µm, and
a transitional layer of 0.5µm would produce inversion er-
rors similar with the ones discussed here. For the GDI
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experiments the sample steps are larger but the use of
additional bonding to windows has to be taken into ac-
count.

The sample thickness, parallelism and surface finish
also play a critical role in determining the accuracy of
the extracted EOS and are common issues to all the tech-
niques. To test such effects we introduced a 1% error for
the 400µm sample thickness. The results, see Fig. 2(b),
exhibit a sizable spread in the pairwise analysis as well as
an ∼ 4% overall shift of the final, average inverted isen-
trope. We note that the effect of thickness uncertainties
significantly diminish as the sample steps increase; e.g.
the S1/S4 (400 and 700 µm respectively) pair yields re-
sults closer to the unperturbed S2/S3/S4 combinations
than the S1/S2 pair. This is illustrated in the inset to Fig
2b and shows that the error is essentially controlled by
the relationship between the thickness uncertainty and
the step size. This result suggests special constraints for
laser driven ramp-compression experiments where typi-
cal step sizes are of the order of 10µm requiring there-
fore precisions of order ∼ 100nm. The requirements are
significantly easier to meet in GDI experiments which
usually use larger samples and steps.

We next proceed to discuss the precision of the VISAR
diagnostics employed in the experiments as it impacts the
accuracy of the results. The velocity of each sample free-
surface, u(t), is typically monitored during compression
with at least two VISAR channels of different sensitivi-
ties. An average of the measured experimental records
may therefore be computed for each sample, and used
in the inversion analysis. Timing of individual chan-
nels at Z is generally determined with an accuracy of
' 0.25ns ∼ 0.1% of the ramp rise time; this value is
consistent with the temporal spread observed in actual
individual experimental traces. The error in velocity at-
tributable to the measurement of the Doppler shift is
approximately 2% of the sensitivity settings [21], which
may be as low as .2km/s/fr at the Z-accelerator for ex-
ample. Fig. 3 shows the inversion result following a
global 1ns shift applied to u1(t), the velocity trace com-
puted in S1 (400µm sample), indicating an EOS error of
' 5%. A systematic time shift introduced identically in
all ui(t) traces produced little differences from the ideal
case. Generally for laser driven ICE, the timing accu-
racy is determined by the resolution of streak-cameras to
' 20−50ps ∼ 0.5%−1% of the overall rise time [7], com-
parable with the performance of point-VISARs employed
in the other techniques.

Although none of the Z-accelerator studies to date
experimentally diagnosed or explicitly documented any
pressure pulse generation uncertainties, e.g. systematic
misalignment of the anode-cathode (AK) or local fluc-
tuations of the loading pressure, we tested this possibil-
ity as well. To guide this analysis we referred to both
laser shock experiments, where 2% fluctuations in pres-
sure have been diagnosed under direct drive conditions

[19], and observations of inter-panel pressure variations
encountered in other low pressure experiments at Z [20].
We find for example that enhancing by 2% the pressure
pulse that compresses the 500µm sample (simulation S2)
alone appears to generate a large spread in the pairwise
results, although coincidentally leaving the average all-
sample stress/density curve unchanged, see Fig. 4a. Ap-
plying the same pressure scaling factor to another simu-
lation (S4) produces a similar scatter in the pairs analysis
and also a large deviation of the average inversion.

The alignment between the anode and cathode deter-
mines the characteristics of the compression pulse gener-
ated by the electromagnetic discharge. Non-parallelism
of the anode/cathode (A/K) assembly, even on a lo-
cal scale, is a complex, multi-dimensional magneto-
hydrodynamic problem which will affect the outcome of
the entire experiment, albeit at different levels. We con-
ducted a simplified, first order analysis of such an effect
by enhancing the applied pressure Pi(t) in S2-4 by 1%,
2% and 3% respectively. Since P ∼ 1/(x)2, where x is
the AK gap, this essentially corresponds to modifying the
AK gaps to 0.995mm in S2, 0.99mm in S3 and 0.985mm
in S4 from the nominal 1mm value. The inversion re-
sults in this case are consistently stiffer - no spreading
is observed in the pairwise or triplet results. An appar-
ent softening of the inversion results may be produced if
the pressure is correspondingly lowered, i.e. the AK gap
is progressively enlarged. Furthermore, increases of the
pressure scaling factor translate nearly-linearly into the
deviations of the inverted isentropes, see Fig. 5. Plac-
ing two samples of identical thickness at opposite ends of
the panel, where effects of such systematic angular devi-
ations are expected to be largest can provide the means
to quantify the magnitude of the condition and a basis
to develop corrections for it.

In conclusion, we analyzed both qualitatively and
quantitatively the major experimental factors that deter-
mine the accuracy of equations of state extracted from
ramp compression experiments. Since in actual experi-
ments essentially all the effects discussed here will com-
pound, factoring out individual signatures and magni-
tudes, as done in the present work, is especially impor-
tant. This study should provide some guidance for the
effective design and analysis of ramp compression exper-
iments, as well as for further improvements of ramp gen-
erators performance.

We thank N. Holmes, S. Rothman, J. Eggert, R. Smith
and J.P. Davis for useful discussions. This work was per-
formed under the auspices of the U.S. Department of En-
ergy by University of California Lawrence Livermore Na-
tional Laboratory under Contract No. W-7405-Eng-48.
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FIG. 1: Schematic cross-section (not to scale) of the simu-
lated geometry emulating a typical Z-accelerator experimen-
tal setup: 2mm thick tungsten cathode, 0.7mm copper anode
separated from the cathode by a 1mm vacuum gap, and Ta
samples of various thicknesses. Velocity of the Ta free surface
is measured during compression using VISAR. Also shown as
inset is a typical shockless loading curve P (t) generated by
the electromagnetic discharge at the left boundary of the an-
ode and a sample velocity curve u(t) measured in one of our
experiments.
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FIG. 2: Sensitivity of the inverted isentrope to anode (a),
and sample (b) thicknesses as described in text. Curves are
indexed by the simulations used in the inversion process. In-
set: error in the pairwise inverted isentrope (σij/σid − 1) as
a function of step size (thj-thi).
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FIG. 3: Sensitivity to timing accuracy - a 1 ns time error
was introduced in simulation S1, (400µm sample). A 4% er-
ror margin, dotted red, is shown around the average inverted
isentrope.
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FIG. 4: Effects of local pressure scaling - in each set of sim-
ulations one pressure drive was enhanced by 2% while the
other three were maintained unchanged. Results of pressure
scaling applied to simulations S2 and S4 are shown in (a)
and (b) respectively. The gray line is the ideal extracted isen-
trope - from samples with identical drive which coincides with
the material isentrope used in the hydrodynamic simulations.
The red line is the inversion result using all four simulations.
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