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Abstract

We have performed extensive ab initio and classical MD simulations of benzene in water in

order to examine the unique solvation structures that are formed. Qualitative differences between

classical and ab initio MD simulations are found and the importance of various technical simulation

parameters is examined. Our comparison indicates that non-polarizable classical models are not

capable of describing the solute-water interface correctly if local interactions become energetically

comparable to water hydrogen bonds. In addition, a comparison is made between a rigid water

model and fully flexible water within ab initio MD simulations which shows that both models

agree qualitatively for this challenging system.
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I. INTRODUCTION

The accurate description of the interaction between hydrophobic solutes and interfaces

with water play a key role in understanding many different processes, such as protein folding

and stability1. However, the description of these complex interfacial systems has proven to

be particularly difficult since properties cannot be simply extrapolated from the bulk and the

behavior at the interface strongly depends on subtle details of the solute-solvent interaction

and external conditions2.

For the different types of MD simulation techniques developed over the last decades the

hydrophobic hydration of benzene (B) represents a challenging test case. It can serve as a

model for many biological systems containing delocalized π-electron systems, it is a small

enough system for extensive ab initio simulations and it contains two distinct regions that

interact differently with water3. Solvated benzene also has significantly different properties

than comparable solvated aliphatic hydrocarbons (e.g. a much higher solubility) and has

been the subject of several computational studies using classical MD techniques4–14. Most

recently two studies of solvated benzene based on empirical potentials12,13 showed qualita-

tive differences for computed radial distribution functions, one of the basic properties that is

usually employed to compare empirical potentials with experimental results. These two sets

of classical simulations used different empirical models for water and for benzene leading

to a qualitatively different description of the weak π-hydrogen bond which is characteristic

for this system15. Since this important feature contributes significantly to the special sol-

vation properties of benzene13 and also occurs in many other biological systems, it deems

necessary to resolve these existing discrepancies between MD simulations and to obtain an

accurate description of this system by systematically investigating the different methods and

approximations used.

In a previous study dealing with the hydrophobic hydration of benzene, the structural

and electronic properties of solvated benzene were examined with a rigid water model in ab

initio MD simulations3. Figure 1 gives an overview of the hydrophobic solvation of benzene

by showing spatial distribution functions (SDF) of oxygen for two different isosurfaces (1

and 2.6). Clearly visible are the first and parts of the second solvation shell in the left

graph. At a higher level of the isosuface, cage-like solvation structures can be seen around

the equatorial region, which closely resembles other small hydrophobic solutes16. In contrast,
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due to the formation of weak π-hydrogen bonds, distinct disk-like distributions are found

near the axial regions of the solute.

These results for benzene have been compared with analogous data for solvated hex-

afluorobenzene (HFB) to highlight the different nature of the solvent interaction with the

π-electron systems. Due to a reversed quadrupole moment, it was found that solvated HFB

prefers a π-lone pair interaction with water in the axial region, whereas benzene displays a

weak π-hydrogen bond. In both cases, the equatorial regions around the aromatic molecules

behaves like an ordinary hydrophobic solute leading to the typical water tilt angle of about

120◦.

In this study we have continued to examine the solvation properties of benzene in water

by carrying out an ab initio MD simulation using fully flexible water molecules and extensive

classical MD simulations. The comparison and evaluation of these different types of simu-

lation methods and the approximations contained within are the main goal of the present

study.

The rest of the paper is structured as follows: First we compare the structural properties

obtained from two sets of ab initio simulations using rigid and flexible water models. In

section III.B we contrast these results with analogous data obtained from extensive classical

MD simulations. Finally, we investigate the role of several technical simulation parameters

which could be responsible, in part, for some of the observed differences between results

from different MD methods.

II. METHOD

A. Ab initio MD technique

Our ab initio MD simulations17,18 of solvated benzene are based on electronic structure

calculations within density functional theory (DFT)19,20 utilizing the PBE generalized gra-

dient approximation (GGA)21. Plane wave basis sets were used to represent the valence

wavefunctions and charge density and were truncated in reciprocal space at 85 and 340 Ry,

respectively. Valence-core interactions were described by Hamann type norm-conserving

pseudopotentials22,23. We note that binding energy calculations for the benzene-water dimer

at this level of theory yield good agreement compared with quantum chemical studies3.
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All of our ab initio simulations consisted of 73 water molecules surrounding a benzene

molecule in a cubic cell with a lateral dimension of 13.25 Å and periodic boundary conditions.

The system included the first and most of the second solvation cell at a density of 0.994

g/cc and ambient pressure and temperature conditions. A weakly coupled velocity scaling

thermostat was initially used as previously described3 before statistics were collected within

the NVE ensemble. The total simulation times and parameters of all MD simulations are

reported in Table I.

The propagation of electrons and ionic cores in the simulations was performed following

the Car-Parrinello (CP) technique, which is based on the use of a Lagrangian that couples

together the system’s electronic and ionic degrees of freedom24,25. A central parameter in

the CP scheme is the fictitious electron mass, µ, which has to be chosen very carefully to

avoid overlapping of ionic and electronic degrees of freedom and ensure adiabaticity26,27. If

water molecules in CP simulations are fully flexible it has been shown that µ can be safely

set to 340 a.u.26, whereas in the case of a fully constrained (rigid) water model larger values

for µ become feasible, allowing the use of a larger MD timesteps dt28.

Despite the rapidly increasing capability of modern supercomputers, it is still very difficult

for normal ab initio MD (which includes all intramolecular modes) to reach statistically

significant timescales for hydrophobic systems. In addition, we note that at a temperature

of 300 K, kBT ∼ 200 cm−1, whereas the high frequency intramolecular modes in water

range from ∼1000 to 3500 cm−1. In other words, the amount of thermal energy available to

excite vibrational modes is much smaller than the lowest possible intramolecular vibrational

excitations,

~ω ≫ kBT. (1)

As such, a real quantum system will essentially be restricted to its vibrational ground state

at 300 K. Therefore, one could argue that a rigid water model is a closer representation of

the quantum system than a classical flexible model. The use of a fully constrained (rigid)

water model28 also offers the advantage of using timesteps up to 10 a.u. This extension of

simulation timescales by a factor of three opens up the possibility to carry out ab initio

trajectories beyond 100 ps at reasonable computational costs.

Since the geometry of water molecules is not expected to be significantly different in the

vicinity of the solute at ambient conditions29 compared to its bulk values, we were able to

utilize the geometry of our recently developed rigid water model28 for some of our calculations
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presented in this study (simulation B in Table I). This model has been originally developed

for simulations of pure water28 and has been successfully applied to solvated Ca2+ 30. Despite

the success of the model and similar encouraging results from other authors31, we have

verified the results against data obtained from simulations using a fully flexible model for

water. It is important to note that despite the rigid geometry that is enforced, the electronic

wavefunctions are still computed from first principles and electronic charges can distribute

freely - in contrast to rigid classical water models like TIP4P.

Spectroscopic studies on benzene - water clusters have shown carbon-hydrogen stretch

fundamentals of benzene to be on the order of 3100cm−1 for a benzene − water8 cluster32.

To utilize the advantages of the rigid approximation, i.e. its possibility of longer timesteps,

we have also constrained the C-H bonds of benzene to their optimized gas phase values.

B. Classical MD technique

For our classical MD simulations we have used the GROMACS 3.2.1 program33 with the

OPLS-AA (optimized potential for liquid simulation - all atom) force field34,35 and the (rigid)

TIP4P model for water36,37. Non-bonded interactions in classical simulations are typically

composed of Lennard-Jones (LJ) and Coulomb potential contributions:
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representing the geometric mean of the atom type specific σi- and εi-parameters. The

empirical parameters for benzene in the classical simulations, taken from the OPLS-AA

force field, are listed in Table II. The non-bonded parameters for benzene were originally

developed by W.L. Jorgensen and D.L. Severance in Ref. 7. Among the five adjustable
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parameters for benzene (four Lennard-Jones and one Coulomb parameter) the two σ and ǫ

for O and H had to be chosen consistent with earlier force field parameters38. The remaining

charge parameter, qC = −qH , was fitted to results of Monte Carlo simulations for liquid

benzene primarily to the observed heat of vaporization and density. For comparison with

the existing literature dealing with solvated benzene11–13 we have also included one other

empirical force fields for benzene39,40 in Table II. Bonded interactions did not play a role for

the dynamics since all molecules were constrained to rigid geometries, i.e. TIP4P geometry

for water and experimental bond lengths for benzene as specified in Ref. 7.

The simulation box contained one benzene molecule surrounded by either 73 or 512 water

molecules using periodic boundary conditions. Both NPT and NVT ensembles were simu-

lated (T=300K; P=1atm) for up to 100 ns in the smaller simulation cell and 10 ns in the

larger cell at ambient conditions. An overview of all classical and ab initio simulations is

given in Table I.

For all systems an initial energy minimization was performed by running 500 steps of the

steepest descent (SD) energy minimization method followed by 100 ps of initial MD equili-

bration, which were discarded and not used to collect statistics. The timestep used for the

numerical integration of the equations of motion was 2 fs. Coordinates were recorded every

100 steps (0.2 ps). The list of neighboring non-bonded atoms, which is the basis for eval-

uating non-bonded interactions, was updated after every step using a simple search during

the energy minimization and every two steps using a grid search during the MD runs. Elec-

trostatic interactions were treated using the Particle Mesh Ewald (PME) summation41 with

cubic interpolation and van der Waals interactions were handled using twin range cut-offs33.

All cut-offs (Coulomb, van der Waals, short range neighbor list) were chosen to be as large

as possible, i.e. half of the cell size. Long range dispersion corrections were used for energy

and pressure.

The rigid intramolecular geometry of all molecules in the simulation box was enforced

by a SHAKE algorithm42 with a relative geometrical tolerance of 0.001. Different initial

temperature distributions were realized for classical MD simulations by randomly assigning

statistical velocity distributions to all particles in the box. Temperature control was

achieved with a Berendsen thermostat43 set to a target temperature of 300K and with a

time constant of 1 ps. Barostats used for isotropic pressure coupling for NPT ensembles

were also of the Berendsen type using the same time constant of 1 ps.
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III. RESULTS AND DISCUSSION

A. Comparison of rigid and flexible water models in ab initio MD simulations of

solvated benzene

The most commonly calculated quantities to investigate solvation structures are radial

distribution functions (RDF, or g(r))44. In the case of benzene the mirror plane symmetry

of the solute molecule can be exploited to improve statistics for the reported RDFs. To get

a clearer picture of the solvation structure we have divided the space around the solute into

an axial region, which is defined as the space within 20◦ of the axis perpendicular to the

plane of the solute (z-axis), and an equatorial region, which consists of the space within 20◦

on both sides of the symmetry plane.

In Figures 2 and 3 we compare the RDFs for benzene-oxygen (B-O) and benzene-hydrogen

(B-H) calculated for the equatorial and axial region around benzene using flexible and rigid

water models (simulations A and B). In the equatorial region (Figure 2) both models agree

very well with differences in peak heights around 0.2 units and in peak positions of about

0.1 Å. For both g(r)s in this region the flexible models shows slightly more structure than

obtained from the rigid approximation - an observation which is consistent with results for

pure water28.

In the axial region (see Figure 3) this trend is reversed and differences between both

models are far more pronounced. For gB−H(r) first peaks differ by 0.6 units, second peaks

by only 0.05 units but with a 0.2 Å outward shift. For the sharpest peak in the system,

gB−O(r), the rigid model gives a maximum of 3.58 whereas the flexible model yields a much

softer structure with a peak height of only 2.25. However, the overall agreement is still

satisfactory in the axial region since the same qualitative relation between gB−H(r) peaks has

been established and quantitative differences are within the estimated error bars considering

the relatively short simulation time (simulation A: 81 ps). A more detailed discussion of

simulation times and statistical errors can be found in Section III.C. It should be noted that

these differences in the axial region appear much smaller when a slightly larger definition of

the axial region is chosen.
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In Ref. 11 a similar comparison between structural properties of solvated benzene ob-

tained from classical models also includes results from a flexible empirical water model

(F3C/ENCAD)45. While this flexible model yields the softest structure among all tested

classical models in both regions, our ab initio results for flexible water show a different trend,

i.e. comparable structures in the equatorial but far less structure in the axial region. Despite

the uncertainty due to the large statistical error bars for data obtained for the axial region

(see Section III.C), this difference between the axial and equatorial g(r)s obtained from rigid

and flexible models is significant and, again, points at the very different type of interactions

in the two regions of this hydrophobic solute3.

Since geometric constraints can alter the dynamics of some molecular systems (e.g.

angular constraints in the case of macromolecules46), we have also calculated preferred

orientations of water molecules with and without intramolecular flexibility. Measurements

of such angular distribution functions are commonly performed by calculating tilt angles

of water molecules which are defined as the smaller angles between the bisecting vector

of the H2O molecule and the radial vector between oxygen and the center of the solute.

To resolve possible orientational effects in the equatorial and the axial region separately,

we have chosen to plot the cosine of the tilt angle against the cosine of the polar angle

(Θ) which is measured from the z-axis defined by the normal of the molecular plane.

As a consequence the upper region close to cosΘ = 1 in Figure 4 corresponds to the

axial region, while the lower end of the y-axis shows the equatorial region. Figure 4

shows the tilt angle distributions within the first solvation shell computed for the two

ab initio simulations A (left graph) and B (center graph). Both distributions display

two separate maxima, one in the axial region at a tilt angle of ∼ 46 ◦ and broader

distribution in the equatorial region around 120 ◦. The dominant axial peak is a result

of the π-H bond, whereas the orientational preference in the equatorial region is typical

for small hydrophobic solutes which do not interact strongly with water. Most notable

is the different relation between the two peaks in both graphs. While both tilt angle

distributions agree qualitatively, the flexible model yields orientational effects of similar

magnitude in both the equatorial and the axial region - an effect which can also be inferred

from g(r)s in Figures 2 and 3. In contrast to that the rigid model shows a significantly

stronger and sharper orientational preference for the π-H bond in the axial region while the

broad peak in its equatorial region around 120◦ is less pronounced than for the flexible model.
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B. Comparison of classical and ab initio MD results

Figure 5 shows the characteristic solvation structure of benzene from classical MD. Clearly

visible are the first solvation shell and the difference between oxygen and hydrogen SDFs in

the axial region coming from the weak π-H bond. If these classical SDFs are plotted using

the same representation as for the ab initio data in Figure 1, both distributions become

almost identical on the chosen scale. Despite these similarities in terms of SDFs, significant

differences occur when RDFs of classical and ab initio simulations are compared. In Figure

6 we have added the g(r) from a comparable classical simulation (simulation C) to the two

ab initio results. The large overstructuring in classical results is immediately obvious with

peak heights more than twice as high. Peak positions agree somewhat better but maxima

obtained from classical MD are shifted inward on average by about 0.2 Å. Even more notable

is the different relation between the two axial gB−H(r) peaks. Both ab initio simulations

shows a first gB−H(r) peak, coming from one hydrogen atom which is pointed towards the π-

system, which is about half of the second peak. In contrast, classical data yields the opposite

relation, where the first peak is twice as pronounced as the second one and at the same time

several times stronger in magnitude. In terms of solvent orientation this corresponds to a

more favorable benzene-water interaction (through a weak π-H bond) in classical MD. As

mentioned earlier, it should be noted that the differences between classical and ab initio MD

results are far less obvious if the axial region is defined as a 45◦ cone around the z-axis.

In the equatorial region differences between classical and ab initio g(r) are relatively small

with classical peak maxima about 0.15 units smaller than the corresponding values from the

rigid ab initio model and peak positions shifted outward by about 0.1 Å.

Analogous to the two ab initio simulations we have also computed tilt angle distributions

for a classical NVT simulation (Simulation C). The right graph in Figure 4 displays the

two characteristic peaks for the two regions of the system which have been found before

and shows good qualitative agreement with the ab initio data, in particular with the rigid

model. However, a close comparison reveals that classical MD gives a significantly stronger

axial peak (tilt angle ∼ 46 ◦ ) than the ab initio results but a slightly softer distribution in

the equatorial region around tilt angles of about 120 ◦ (as stated before from RDFs). The
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smoother distribution for the classical MD data shown in Figure 4 is due to better statistics

from a longer trajectory.

The similarities between the classical models and the ab initio simulations for the equato-

rial regions, and the significant differences near the axial regions is perhaps not too surpris-

ing. Typically, empirical parameters of classical water force fields are chosen to reproduce

bulk liquid properties. In the case of small hydrophobic solutes it has been shown that the

hydrogen bond network mostly persists - although in a rearranged form47,48. Because the

local hydrogen bonds are not broken, the water molecules near the solute see a environment

that looks similar to the bulk and the classical models work well. However, in cases such

as the axial regions around benzene where solute-water interactions become significant, the

local environment changes when the water-water hydrogen bonding is no longer preserved.

We note that a similar breakdown of simple classical water models should occur around large

hydrophobic solutes and surface as it is not possible to preserve the water-water hydrogen

bonding around an extended interface47,48.

In the case of solvated benzene, the interfacial water molecules in the axial region are

weakly bound to the π-electron system of benzene instead of forming water-water hydrogen

bonds, which leads to smaller water molecule dipole moments by about 0.15 Debye when

compared to the bulk as shown in Figure 8. A similar decrease in the dipole moment of the

interfacial waters near the equatorial region of the solute does not occur because water-water

hydrogen bonding persists in this region.

We therefore speculate that the classical water models do not properly describe the

interface when solute-water interactions become large enough to disrupt the local hydrogen

bond network around the solute. Similar conclusions were also inferred from studies of

solvated cations where classical water models were shown to coordinate stronger to the ion

and form a more rigid solvation cage49.

C. Convergence of simulation results

In this section we use a series of long time-scale classical MD simulations to investigate

the sensitivity of the computed structural properties to the choice of certain parameters and

approximations that are often used. This is done in an effort to understand the differences

between published results for the hydrophobic solvation of benzene, to increase the repro-

10



ducibility of results obtained from MD simulations and to estimate realistic error bars for

our relatively short ab initio MD simulations.

First, we have compared the influence of different bin sizes, ∆r, used for collecting statis-

tics on the obtained RDFs. By comparing the obtained peak heights for the axial g(r) for

B-O (which is the “sharpest” peak requiring the best sampling) from simulation C using bin

sizes of 0.03, 0.05, 0.07, 0.09, 0.11, 0.13 and 0.2 Å it can be shown that a bin size of 0.07

Å or smaller is required to resolve correct peak heights for this most sensitive peak of our

system.

Another factor which is often not reported but which quantitatively influences peak

heights is the normalization of the obtained “bined” data for the g(r). In many cases the

raw data is simply normalized with respect to the average particle density in the simulation

box. If one is interested in the g(r) of solvent atoms around a solute in a rather small sim-

ulation cell then this “relative” normalization leads to a cell size dependency which can be

misleading if comparisons are made with data from larger cells where the volume occupied

by the solute becomes less relevant. Instead, normalization with respect to the ambient

particle density of the pure solvent gives RDFs independent of the simulation size.

Despite ever more powerful supercomputers ab initio MD simulations are still limited to

relatively small system sizes containing 500 - 1000 atoms and total simulation times around

100 ps50. To obtain an estimate for possible finite size effects we have compared classical MD

simulations of solvated benzene containing 73 and 512 solvent molecules. Figure 9 shows

the most sensitive RDFs, gB−H(r) and gB−O(r) in the axial region of the solute, for the

NVT ensemble with 73 and 512 solvent molecules (simulations C, D). Peak heights for these

NVT simulations are in almost perfect agreement with differences below 0.1, demonstrating

no significant size effects on obtained RDFs despite the relatively small number of solvent

molecules. Size effects on RDFs obtained from the equatorial region around benzene are

not visible on the reported scale.

Another test examining finite size effects was performed for tilt angle distributions of

water around the hydrophobic solute. Both distributions obtained from simulations C and D

show the two preferred orientations (as in the right plot of Fig. 4) and agree quantitatively.

The only notable difference is a coarser resolution of the distribution obtained from the

shorter trajectory (simulation D).

Limited total simulation times constitute another serious limitation of ab initio MD.
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While a recent study26 has investigated the time scales required to obtain well converged

structural properties in simulations of pure water, we have obtained a similar estimate for the

error bars (of RDFs) in simulations of hydrophobic solutes. Since a rigorous determination

of the error bars for the ab initio MD simulations is out of reach we obtained an estimate

from our classical MD simulations. Again, we have used the g(r)s for benzene-oxygen and

benzene-hydrogen in the axial region since they are the most sensitive and characteristic

peaks stemming from the π-hydrogen bond in this system. Figure 10 shows ten uncorrelated

g(r)s obtained from 100 ps trajectories (NVT ensemble, 73 solvent molecules, 300 K), which

illustrates the magnitude of the expected variance for this structural property on a 100 ps

timescale. The maxima of the first peaks of gB−O(r) and gB−H(r) both vary by about 1.2

units, whereas the second peaks of gB−H(r) differ by 0.6 units. The same type of analysis

for ten 10 ns trajectories shows differences of 0.23 units for the first B-H peak and about

0.1 units for the second B-H peak.

A comparison of NVT vs. NPT ensembles with consistent average pressure and volume

(simulations D and F) is shown in Figure 11. The small difference of the gB−O(r) RDFs is

within the estimated statistical error bar for simulations of 10 ns.

D. Sensitivity with respect to empirical force field parameters

Recently two studies have investigated different aspects of the hydrophobic solvation of

benzene11,13. In Ref. 11 (which was reanalyzed in Ref. 12) the authors have used different

force fields and water models to investigate the hydration of benzene and compare it to cy-

clohexane. While shape and peak positions of comparable benzene RDFs are the same, peak

heights of the B-O and B-H peaks in the axial region differ quantitatively when compared to

our results. Results from simulation F, which are shown in Figure 11, display peak heights

of 6.10 and 4.12 Å whereas Ref. 11 reports 5.44 and 3.60 Å for axial gB−O(r) and gB−H(r),

as shown in Figure 12.

Schravendijk and van der Vegt (Ref. 13) have studied the effect of benzene-water hydrogen

bonding on hydrophobic hydration compared to a “van der Waals model” of benzene which

is not capable of forming such weak H-bonds. When comparing RDFs from different studies,

it should be noted that the obtained axial distributions are highly sensitive with respect to

the definition of this axial region. The definition of the axial region in Ref. 13 includes
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a 90◦ cone (45◦ around the z-axis) which leads to far less structured RDFs for both B-O

and B-H because it includes a significant amount of water molecules which do not bind to

the π-electron system through a weak H-bond. Results from simulations C-F are almost

indistinguishable if compared for this extended region (45◦ instead of 20◦) and on this

scale. After recalculating RDFs for this differently defined axial region we find differences

in benzene-hydrogen first peak heights of about 0.2 and a somewhat different shape of the

benzene-oxygen double peak (Figure 13). The first gB−O(r) peak consists of two maxima,

one from H2O molecules which take part in the weak hydrogen bond and one from ordinary

solvent molecules of the first solvation shell. Analogous to the results for benzene-hydrogen

our classical data shows a stronger first benzene-oxygen maximum corresponding to a more

favorable π-hydrogen bond compared to the results from Ref. 13.

The most likely cause for the differences in Figure 13 is the use of different force fields

(GROMOS43A1 vs. OPLS-AA, see Table II) and water models (SPC vs. TIP4P). In the

GROMOS43A1 parameter set atomic charges on carbon and hydrogen of benzene are slightly

smaller which could lead to the observed softer solvation structure around benzene.

From our extensive analysis of different classical simulation parameters for this system,

only part of which is shown in this paper, we are able to draw two main conclusions: Firstly,

the results from classical MD simulations vary quantitatively depending on the chosen force

field, water model and on subtle technical details of the simulation and statistical analysis of

the results. Secondly, despite those quantitative differences between classical results all of the

empirical-model based simulations examined here as well as in other work11 show systematic

qualitative differences when compared to ab initio results for the interfacial region where

solute-solvent interactions are significant, i.e. they yield a much stronger π-hydrogen bond

between water and benzene.

IV. CONCLUSION

Solvated benzene constitutes a unique test case for molecular simulations because it

presents two different interfaces to the solvent. The equatorial region resembles normal

hydrophobic solvation of aliphatic hydrocarbons, whereas the axial region displays a weak

π-hydrogen bond between solute and solvent molecules which alters the electronic structure

at the interface. Both flexible and rigid ab initio water models represent the hydration
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structure at both interfaces well and show good agreement. To make statistically meaningful

comparisons between simulations we have carefully investigated the role of several simulation

parameters such as finite size and time scale effects.

Commonly used (nonpolarizable) classical water models give a robust description of the

equatorial region where strong water hydrogen-bonds persist and no significant solute-solvent

interactions are present. In the axial region these simple water models cannot adapt to the

altered environment and there is a tendency to “overbind” the π-hydrogen bond, which

leads to qualitatively different solvation structures. We conclude that this limitation of

simple (yet commonly used) classical models occurs when solute-solvent interactions become

comparable in strength to regular water hydrogen-bonds, which in turn leads to a disruption

of the water-water hydrogen bond network near the solute. Although the exact magnitude

of the differences between ab initio and classical MD simulations for the axial region may

be influenced by subtle effects, such as possible inaccuracies in the description of dispersion

interactions, the overall trends due to the disruption of the hydrogen bond network should

persist. Based on these findings we expect that simple classical models should provide

a qualitatively correct description of small solvated aliphatic hydrocarbons, but may not

adequately represent small solutes that involve significant solute-solvent interactions, such

as the aromatic groups that are abundant in biochemistry.
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TABLE I: Overview of the MD simulations: Size refers to the number of water molecules included

in the simulation cell. In our rigid FP simulation a rigid water geometry was enforced and the

carbon-hydrogen bonds of benzene were constrained to eliminate fast vibrational modes in the

system.

Name Method Geometry size T (K) dt (fs) µ (a.u.) time (ns)

A FP Flexible 73 297.5 (NVE) 0.07 340 0.081

B FP Rigid 73 303.3 (NVE) 0.24 1100 0.152

C Classical Rigid 73 (NVT) 2 - 100

D Classical Rigid 512 (NVT) 2 - 10

E Classical Rigid 73 (NPT) 2 - 30

F Classical Rigid 512 (NPT) 2 - 10
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TABLE II: Empirical nonbonded interaction parameters for the benzene-water interactions used

in classical MD simulations.

Force Field qC(e) qH(e) σC (Å) ǫC (kcal/mol) σH(Å) ǫH (kcal/mol)

OPLS-AA a -0.115 0.115 3.5500 0.07 2.4200 0.03

GROMOS 43A1 -0.100 0.100 3.3611 0.09697 2.3734 0.02828

aOPLS-AA parameters for benzene were originally taken from Ref.7. The GROMOS43A1 force fields was

used in Ref.13, OPLS-AA was also used in Ref.11.
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