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Abstract 22 

Cloud properties have been simulated with a new double-moment microphysics scheme 23 

under the framework of the single column version of NCAR Community Atmospheric Model 24 

version 3 (CAM3). For comparison, the same simulation was made with the standard single-25 

moment microphysics scheme of CAM3. Results from both simulations compared favorably 26 

with observations during the Tropical Warm Pool – International Cloud Experiment (TWP-ICE) 27 

by the US Department of Energy Atmospheric Radiation Measurement (ARM) Program in terms 28 

of the temporal variation and vertical distribution of cloud fraction and cloud condensate. Major 29 

differences between the two simulations are in the magnitude and distribution of ice water 30 

content within the mixed-phase cloud during the monsoon period, though the total frozen water 31 

(snow plus ice) content is similar. The ice mass content in the mixed-phase cloud from the new 32 

scheme is larger than that from the standard scheme, and ice water content extends 2 km further 33 

downward, which are in better agreement with observations. The dependence of the frozen water 34 

mass fraction on temperature from the new scheme is also in better agreement with available 35 

observations. Outgoing longwave radiation (OLR) at the top of the atmosphere (TOA) from the 36 

simulation with the new scheme is in general larger than that with the standard scheme, while the 37 

surface downward longwave radiation is similar. Sensitivity tests suggest that different 38 

treatments of the ice crystal effective radius contribute significantly to the difference in the 39 

calculations of TOA OLR in addition to cloud water path. Numerical experiments show that 40 

cloud properties in the new scheme can respond reasonably to changes in the concentration of 41 

aerosols and emphasize the importance of correctly simulating aerosol effects in climate models 42 

for aerosol-cloud interactions. Further evaluation especially for ice cloud properties based on in-43 

situ data is needed. 44 
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1. Introduction 48 

The cloud system is an essential component of the global climate system. Accurately 49 

representing the interaction between clouds and radiation is critical for climate models to 50 

simulate the evolution of the global climate system, especially its responses to human activities. 51 

Physically, the cloud-radiation interaction depends largely on cloud microphysical properties 52 

such as cloud particle size, shape, and number concentration. However, the grid used in climate 53 

models is too coarse to fully represent small scale cloud processes. Representation of cloud 54 

microphysical processes is oversimplified in many climate models due to the restriction of 55 

computation speed and the insufficient understanding of the complex thermodynamical processes 56 

inside clouds. This will affect the accuracy of simulated cloud radiative properties in addition to 57 

cloud microphysical properties themselves. The formation and evolution of cloud droplets and 58 

ice crystals are especially important for mixed-phase clouds because they determine the fraction 59 

of  the cloud condensate being partitioned to liquid and ice, which significantly affects the cloud 60 

and radiation fields and predicted climate changes [Gregory and Morris, 1996]. 61 

Currently, many climate models are still using single-moment microphysical schemes in 62 

which only cloud condensate mass mixing ratios are simulated with prognostic equations. The 63 

inability to simulate the responses of important cloud properties such as cloud droplet and ice 64 

crystal number concentration to environmental fields has limited the accuracy of the climate 65 

simulation and the capability of the model to simulate climate changes in response to aerosols 66 

and other chemical components produced by human activities. To address this issue, efforts are 67 

being made to introduce prognostic equations for cloud particle number concentration into 68 

climate models [e.g., Liu et al., 2007a; Morrison and Gettelman, 2008]. 69 
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In the National Center for Atmospheric Research (NCAR) Community Atmospheric 70 

Model version 3 (CAM3), the effective radii of liquid droplets and ice crystals are prescribed or 71 

based on empirical relations, rather than calculated directly from prognostic cloud particle mass 72 

mixing ratio and number concentration [Boville et al., 2006]. Liu et al. [2007a] introduced a new 73 

ice microphysics parameterization to NCAR CAM3 by adding a prognostic equation for ice 74 

crystal number concentration. In this new scheme, the effective radius of ice crystals is 75 

calculated from their prognostic mass and number concentrations rather than diagnosed from 76 

temperature as in the standard CAM3. In addition, the new scheme abandons the assumption that 77 

the total cloud condensate is partitioned into liquid and ice parts based only on temperature. The 78 

CAM3 with the new parameterization scheme has been evaluated favorably against 79 

measurements from the Mixed-Phase Arctic Cloud Experiment [Liu et al., 2007b; Xie et al., 80 

2008]. In these evaluations, most clouds contained a mixture of liquid and ice and appeared 81 

within the boundary layer below 2 km. In the current study, the new scheme is applied to tropical 82 

clouds during the US DOE ARM (Department of Energy Atmospheric Radiation Measurement 83 

Program) Tropical Warm Pool – International Cloud Experiment (TWP-ICE) [May et al., 2008]. 84 

To illustrate how microphysical process treatments affect the simulations of cloud condensate of 85 

different phases and radiation fields, cloud properties are simulated using a single column model 86 

version of CAM3 (SCAM) with the standard cloud microphysics scheme and with the new cloud 87 

microphysics scheme, respectively. The TWP-ICE case was selected to evaluate both 88 

parameterization schemes for three main reasons. First, numerous observational studies and 89 

cloud-resolving simulations in the literature have suggested that tropical clouds play an 90 

important role in the global energy budget and water cycle [e.g., Ecuyer and Stephens, 2007; Wu 91 

and Moncrieff, 2001]. As a result, accurately representing tropical cloud microphysical processes 92 
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is critical. Second, tropical clouds are often multi-layered and complex, appearing from near the 93 

surface to the tropopause (about 20 km above the sea level). This provides an excellent scenario 94 

to test the new ice parameterization and to show its importance in simulating complex cloud 95 

systems. Third, there were intensive observations around the TWP-ICE site (Darwin, 131ºE, 96 

12ºS, northern Australia) through the US DOE ARM program [May et al., 2008]. A ground-97 

based network, aircraft measurements, and flux measurements provided valuable datasets on the 98 

scale of a global climate model grid both for forcing SCAM and for comparisons. Figure 1 99 

shows the observational site and summarizes instrument deployment. 100 

The rest of the manuscript is organized as follows. Section 2 briefly describes the data 101 

and standard and modified cloud microphysics schemes used in CAM3. Section 3 presents and 102 

discusses the model results. Sensitivity tests are given in Section 4. Section 5 presents a 103 

summary of findings from this study.  104 

 105 

2 Data and model 106 

2.1 Data 107 

(1) Forcing data 108 

The variational objective analysis approach described in Zhang and Lin [1997] and 109 

Zhang et al. [2001] was used to derive the required large-scale forcing data for SCAM. The basic 110 

idea of the analysis approach is to use domain-averaged surface and top of atmosphere (TOA) 111 

observations as the constraints to adjust the balloon soundings in order to satisfy the conservation 112 

of column integrals of mass, heat, moisture, and momentum. The resulting analyzed data are 113 

dynamically and thermodynamically consistent. Input data for the analysis include radiosondes 114 

from the 6 sounding stations in the 200 km × 200 km domain centered at the Darwin ARM site 115 
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(Figure 1), TOA radiation from Japan’s Multi-Functional Transport Satellite, precipitation data 116 

from the Australian Bureau of Meteorology’s C-band polarization radar, surface radiation from 117 

three land stations and one ocean site, surface turbulent fluxes from four land stations, cloud 118 

liquid water path (LWP) from microwave radiometer (MWR) and cloud radar, and surface 119 

meteorological fields from local stations. For the period when surface flux data are not available, 120 

European Centre for Medium-Range Weather Forecasts model (ECMWF) analysis data, which 121 

are adjusted using the linear regression equation derived during the times when both ECMWF 122 

and observations are available, are used. The analysis data cover the period from 03:00 UT 19 123 

January to 21:00 UT 12 February 2006. Details about the analysis can be found in the paper by 124 

Xie et al. [2009]. 125 

 126 

(2) Liquid and ice water data from ARM cloud radar 127 

Cloud microphysical information is retrieved primarily from the ARM 35 GHz 128 

micrometer cloud radar (MMCR) based on observed reflectivity, as described in Mather et al. 129 

[2007]. Based on aircraft in situ data that shows liquid water is rarely found in tropical clouds 130 

below -16 ºC except near core updraft regions [Stith et al., 2004], the retrieval process assumes 131 

that all cloud water is liquid for temperature above 0 ºC, ice for temperature below -16 ºC, and 132 

mixed phase at intermediate temperatures.  For the mixed phase regions, the fraction of radar 133 

reflectivity associated with ice increases as a linear function of decreasing temperature. For 134 

liquid clouds or liquid part of the mixed phase clouds, the regression equation by Liao and 135 

Sassen [1994] is employed to estimate liquid water content (LWC) from radar reflectivity, 136 

assuming a number concentration of 100 cm-3. The resulting LWC is scaled to match LWP 137 

measurements from MWR during non-precipitating conditions. For ice clouds or ice part of the 138 
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mixed-phase clouds, ice water content (IWC) is calculated with the empirical relation proposed 139 

by Liu and Illingworth [2000]. 140 

Uncertainties in the current retrieval are estimated to be from -50% to 100% in IWC and -141 

10% to 10% in LWC for non-precipitating clouds [Mather et al., 2007].  Comstock et al. [2007] 142 

compared about 10 different retrievals of mid-latitude, non-precipitating ice cloud properties in a 143 

case study and found factors of 2-3 differences in the ice water path (IWP) and optical depth. 144 

Uncertainties are higher for the mixed phase and precipitating periods because the relations used 145 

were not developed for these scenarios [Mather et al., 2007] and during precipitating periods the 146 

MMCR signal may be attenuated by the precipitation (i.e., IWC above precipitating clouds may 147 

be underestimated). The MMCR cannot detect all cirrus at tropical sites and usually miss thin 148 

cirrus with bases above 15 km due to a combination of decreased sensitivity with increasing 149 

range from the radar and the presence of small crystals in these thin cirrus [Comstock et al., 150 

2002]. Prior to the TWP-ICE experiment, the MMCR was damaged by a lightning strike, 151 

resulting in a loss of sensitivity of 10-15 dB relative to normal operations, further reducing the 152 

sensitivity to high cirrus. The LWC and IWC retrievals are performed every 5 minutes at 45-m 153 

vertical resolution and are averaged and regridded to match the time and vertical resolution of 154 

the variational forcing dataset.  155 

 156 

(3) ARSCL cloud fraction 157 

During TWP-ICE, hydrometeors (clouds) were observed by the ARM radars and other 158 

remote sensors including a micropulse lidar. The vertical distribution of the frequency of 159 

occurrence of hydrometeors (clouds) is estimated by combining those measurements using the 160 

active remotely sensed cloud locations (ARSCL) algorithm described by Clothiaux et al. [2000]. 161 
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Measurements from cloud radars have several limitations. First, the cloud base detected by the 162 

cloud radar can be contaminated by ice precipitation as the radar is more sensitive to large 163 

precipitation particles than to smaller cloud particles. To address this problem, the cloud base is 164 

estimated from measurements of the ARM laser ceilometer and micropulse lidar that can 165 

measure the cloud base more accurately. However, during very strong precipitation, even these 166 

instruments may underestimate cloud base. Second, the cloud radar tends to miss high-altitude 167 

clouds and underestimate the cloud top height due to the sensitivity of the radar decreasing with 168 

distance. Including the lidar in the ARSCL algorithm improves the detection of thin cirrus, 169 

although the lidar may be attenuated by thick clouds or precipitation underlying the cirrus. Third, 170 

the radar’s lower-altitude data are often contaminated with echoes from nonhydrometeor targets 171 

such as birds and insects, although the ARSCL processing removes much of this noise. Despite 172 

those limitations, radar observations still provide valuable information about the vertical 173 

distribution of clouds. 174 

 175 

(4) IWC retrieved from satellite observations 176 

Three-dimensional cloud ice water content distribution over the 10º×10º area centered 177 

near the Darwin site is retrieved by combining ground cloud radar and satellite high-frequency 178 

microwave measurements [Seo and Liu, 2005; 2006]. For the TWP-ICE case, measurements 179 

from 4 satellites (NOAA-15, -16, -17,-18) are used. We averaged the retrieved data over the 180 

200 km × 200 km area centered at the Darwin site for comparison with SCAM results. 181 

According to theoretical calculations, the first quartile, median, and third quartile values of the 182 

uncertainties in IWC retrievals are 37%, 60%, and 112%, respectively. 183 

 184 
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2.2 Standard CAM3 185 

The NCAR CAM3 is an atmospheric general circulation model [Collins et al., 2006]. The 186 

deep convection parameterization is based on the work by Zhang and McFarlane [1995]. The 187 

treatment of cloud microphysics and condensate is based on the formulation proposed by Rasch 188 

and Kristjánnson [1998] with modification by Zhang et al. [2003]. Although ice and liquid water 189 

mixing ratios are simulated by two separate prognostic equations, the total cloud condensate is 190 

repartitioned each time step after advection, convective detrainment, and sedimentation 191 

processes. The partition of the total condensate into liquid and ice phases is based on temperature. 192 

The fraction of ice water (fice) in the total condensate is estimated simply by, 193 
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where RHmin is a threshold depending on pressure, RH is calculated with respect to water 200 

saturation for T > 0 ºC and with respect to ice saturation for T < -20 ºC. For T between -20 ºC 201 

and 0 ºC, RH is calculated with respect to a value that is linearly interpolated between the ice 202 

saturation and the water saturation. Details for the standard CAM3 can be found in the paper by 203 

Collins et al. [2006]. 204 

 205 
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2.3 CAM3 with a double-moment ice microphysical scheme 206 

 Major changes to the standard CAM3 are highlighted here. Readers are referred to the 207 

manuscript by Liu et al. [2007a] for details. Two prognostic equations are introduced to CAM3, 208 

one for the droplet number concentration, and the other for the ice number concentration. The 209 

droplet number equation includes source terms of droplet nucleation, detrainment of convective 210 

condensates, and melting of ice crystals, and loss terms of evaporation of droplets, freezing of 211 

droplet to ice crystals, autoconversion of cloud droplets to rain droplets, and accretion of cloud 212 

droplets by rain and snow. Because Liu et al. [2007a]’s scheme and this study focus on ice 213 

microphysics, the aerosol effects on liquid water clouds are turned off and the cloud droplet 214 

effective radius (rel) and number concentration (Nd) are prescribed as in the standard CAM3 for 215 

liquid cloud microphysics and radiation calculations. rel is prescribed to be 14 μm over oceans, 216 

while it is a function of temperature and snow depth over land. For T > 0 °C, rel  is assumed to be 217 

8 μm over land in the absence of snow and ramps linearly toward the pristine value of 14 μm as 218 

water equivalent snow depth over land goes from 0 to 0.1 m [Boville et al., 2006]. Nd is 219 

prescribed to be 400 cm-3 over land near the surface, and 150 cm-3 over the ocean. 220 

The ice number concentration can be changed due to microphysical processes including 221 

the nucleation of ice crystals, cloud droplet freezing, the secondary production of ice crystals, the 222 

aggregation of ice crystals to form snow, accretion of ice crystals by snow, and melting of ice 223 

crystals in addition to advection, turbulent diffusion, and convective detrainment. The ice 224 

number concentration change rate due to detrainment is parameterized as )4/(3 3
virQ πρρ  225 

[Lohmann, 2002], where ρ is the air density, Q is the detrainment rate of cloud water mass from 226 

the deep convection parameterization, rv is the volume mean radius of ice crystals and is 227 

determined from a temperature-dependent lookup table as used in the standard CAM3 [Boville et 228 
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al., 2006]. Because ice nucleation requires supersaturation, the saturation adjustment [Rasch and 229 

Kristjánsson, 1998; Zhang et al., 2003] is only applied for liquid clouds and vapor deposition on 230 

ice is added for ice clouds. While Eq. (2) is still used to estimate cloud fraction except that ice 231 

surpersaturation is allowed in the upper troposphere, the repartitioning process based on Eq. (1) 232 

is abandoned by explicitly considering the liquid conversion to ice in the mixed-phase clouds 233 

through the Bergeron-Findeisen process [Liu et al., 2007a]. The liquid mass conversion to ice 234 

due to the deposition growth of cloud ice at the expense of liquid water is based on the scheme 235 

proposed by Rotstayn et al. [2000], which accounts for the dependence of vapor deposition on 236 

crystal size. Ice nucleation mechanisms in Liu et al. [2007a] include homogeneous ice nucleation 237 

on sulfate particles and heterogeneous immersion nucleation on soot and mineral dust particles in 238 

ice clouds with temperature less than -35 ºC [Liu and Penner, 2005], contact freezing of cloud 239 

droplets through Brownian coagulation with insoluble ice nuclei (assumed to be supermicron 240 

mineral dust) [Young, 1974], and deposition/condensation nucleation [Meyers et al., 1992] in 241 

mixed-phase clouds. Secondary ice production by ice splintering between -3 and -8 ºC is 242 

included using the Hallet-Mossop scheme. The Meyers et al. (1992)’s formula is scaled with a 243 

vertical decay function obtained for refractory aerosols in the aircraft campaigns for the project 244 

of interhemispheric differences in cirrus properties from anthropogenic emissions [Minikin et al., 245 

2003]. 246 

Another feature of the modified scheme is that the ice crystal effective radius is 247 

calculated as a function of the predicted ice crystal mass and number concentration, rather than 248 

as a function of temperature in the standard CAM3. This makes the model respond more 249 

sensitive to changes in cloud microphysical properties through radiation calculations. The 250 

aerosol climatology prescribed in the CAM3 is used for this study, which was derived from a 251 
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chemical transport model constrained by assimilation of satellite retrievals of aerosol optical 252 

depth for the period of 1995-2000 [Collins et al., 2001; Rasch et al., 2001]. Aerosol 253 

measurements from the TWP-ICE campaign are not available. We compared CAM3 aerosol with 254 

aircraft measurements below 4 km from the Aerosol and Chemical Transport in tropIcal 255 

conVEction (ACTIVE) aircraft campaign [Allen et al., 2008] in the same region during the time 256 

period of this study. Sulfate mass concentrations from the ACTIVE aircraft measurements are 257 

available below 4 km, which are averaged from surface to 4 km to be 1.71 and 0.42 μg m-3 for 258 

the monsoon and suppressed periods, respectively. The much higher sulfate concentration during 259 

the monsoon period is supposed to be due to sulfate aqueous phase production in clouds [Allen et 260 

al., 2008]. Sulfate concentrations from CAM3 monthly climatology range between 0.1 and 0.2 261 

μg m-3 from the surface up to 4 km during our simulation period. Sulfate influences the 262 

homogeneous nucleation below -35ºC, which is unlikely to play an important role for the mixed-263 

phase clouds during the monsoon period. However, sulfate particles can be important cloud 264 

condensational nuclei for droplet formation. Therefore, we have made sensitivity tests (Section 265 

4.4) to examine the effects of cloud droplet number and size on model results. Soot 266 

concentrations from the CAM3 aerosol climatology data range between 0.005 and 0.02 μg m-3 267 

from the surface to 4 km, which are close to the ACTIVE measurements (0.04 μg m-3 during the 268 

monsoon period and below the detection limit of 0.01 μg m-3 during the suppressed period). 269 

Mineral dust measurements are not available from the ACTIVE campaign. To address the effects 270 

of uncertainty in the dust concentration adopted from the CAM3 aerosol climatology data, 271 

additional sensitivity tests have been designed by varying the rate of contact ice nucleation in 272 

which dust particles act as ice nuclei in Section 4.4. 273  274 



 14

2.4 Model integration 275 

A series of 36-hour simulations with SCAM are initialized at 1200UT of every day for 276 

the entire TWP-ICE period from 19 January to 12 February, 2006 to avoid serious drift of SCM 277 

simulation. A composite of 12-36 hour forecasts from the series of 36-hour runs is analyzed to 278 

reduce model spin-up/spin down problem. Large-scale vertical motion field and horizontal 279 

advective tendencies of water vapor and temperature are specified by the derived forcing data as 280 

mentioned in section 2.1. It should be noted that large-scale advection of cloud condensate is not 281 

provided in the forcing data. As a result, all the model-calculated condensate is generated by 282 

cloud microphysical processes. 283 

 284 

3 Model Results and discussion 285 

In this section, we will briefly describe the meteorological conditions during the 286 

simulation period. Then, SCAM-generated cloud properties will be evaluated against TWP-ICE 287 

observations. 288 

 289 

3.1 Overview of weather conditions 290 

The synoptic conditions during TWP-ICE have been summarized in May et al. [2008]. 291 

The weather during TWP-ICE can be divided into three periods, i.e., the monsoon period (13 to 292 

25 January, 2006), suppressed period (26 January to 3 February), and break period (4 to 13 293 

February). During 19-25 January 2006, tropical cyclone Daryl formed off the western Australian 294 

coast, moved to the southwest, and weakened over the Indian Ocean. A Low pressure system 295 

formed in the Solomon Sea and moved west. This system reactivated monsoon weather on 24 296 

and 25 January. During 26-31 January, the monsoon low pressure system moved inland and 297 
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deepened, with strong westerly wind at the Darwin site. During the period of 3-13 February, the 298 

monsoon dissipated in the Australian region and an inland heat trough dominated across north 299 

Australia. Figure 2 shows the time series of the precipitation rate. Major precipitation occurred 300 

until 00:00 UT (=09:00 local time) on 25 January. Light precipitation was observed during other 301 

periods. Starting from 7 February, the Darwin site was affected by deep continental storms, with 302 

rainfall increasing until 13 February. This period is not included in the following analyses, which 303 

focus on the monsoon period and the subsequent suppressed period. Figure 2 also shows that the 304 

precipitation rates from the standard SCAM (SCAM_std) and SCAM with the new ice 305 

parameterization (SCAM_new) are in good agreement with MWR observations. This indicates 306 

that both models are capable to capture those precipitation events that occurred during the two 307 

periods. 308 

Figure 3a shows the time-height cross section of the ARSCL-derived frequency of the 309 

occurrence of clouds, indicating the evolution of deep and multilayer clouds in the Darwin area. 310 

Not surprisingly, the occurrence of clouds is closely correlated with synoptic scale weather 311 

conditions as described above. During the monsoon period, clouds are distributed from the 312 

boundary layer top up to 15 km due to strong convection and moisture advection by the westerly 313 

flow from the ocean. During the suppressed period of 25 to 30 January, extensive boundary layer 314 

clouds with the cloud top of about 2 km and persistent high-level cirrus are observed. After 30 315 

January, scattered boundary layer clouds, middle- and high-level clouds are observed. The 316 

ARSCL data also suggest that the moist deep convection occurs mostly during the monsoon 317 

period while only occasionally during the suppressed period. 318 

 319 

3.2 Cloud fraction 320 
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It is necessary to compare model simulations with observations for evaluation. Such 321 

comparisons, however, are difficult because meteorological variables output from SCAM 322 

represent their averages over a GCM grid size on the scale of 200 km, while radar and lidar 323 

measurements represent a single point. To improve the representation of point measurements 324 

over a large area, we averaged observations over three hours then compared them with SCAM 325 

results. The representativeness of such an average of point measurements depends on the wind 326 

conditions and the isotropy of the large-scale cloud field. Satellite retrievals provide area-327 

averaged cloud properties only when satellites pass the experimental site. Thus, the temporal 328 

resolution of satellite observations is lower than radar observations. The accuracies of both radar 329 

and satellite retrievals are dependent on the retrieval algorithms used as well as the sensitivities 330 

of the instruments. Despite the mismatches of temporal and spatial scales between model 331 

simulations and observations, it is still useful to qualitatively evaluate model results with these 332 

observations. 333 

Figure 3b and 3c show the time-height distributions of cloud fraction simulated by 334 

SCAM_std and SCAM_new, respectively. Compared to the ARSCL clouds, both runs reproduce 335 

deep and multilayered clouds during the monsoon period and high- and low-level clouds during 336 

the suppressed period. Cloud top for high-level clouds simulated by both SCAM runs tend to be 337 

higher than that from the ARSCL observations for the entire period; this is partially due to the 338 

fact that the cloud radar’s sensitivity is reduced with height and usually misses some high-level 339 

clouds. Another possibility is that both SCAM runs likely overestimate cloud fraction because 340 

early studies have showed that the NCAR CAM tended to overestimate high-level cloud fraction 341 

in its short-range weather forecast and climate simulations [Boyle et al., 2005; Xie et al., 2004; 342 

Zhang et al., 2005]. This overestimation is further degraded by the SCAM_new run in which ice 343 
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supersaturation is allowed and the same value for the parameter RHmin in Equation (2) is used 344 

[Liu et al., 2007a]. 345 

For the monsoon period of 20-25 January, cloud fraction simulated from each run is 346 

lower than that from ASRCL retrievals below 5 km but higher above 5 km. The difference in 347 

cloud fraction below 5 km may be due in part to difficulty in accurately determining cloud base 348 

from the remote sensors in heavily precipitating conditions. In these cases, retrieved cloud base 349 

may be too low. For levels above 5 km where the temperature is below the freezing point, cloud 350 

fraction from the SCAM_new run is larger than that from the SCAM_std run; this is in part 351 

because supersaturation with respect to ice is allowed in the new parameterization [Liu et al., 352 

2007a]. For the same reason, the SCAM_new run produces thicker high-level cirrus clouds and 353 

larger cloud fraction than the SCAM_std run during the suppressed period. It is noticed that the 354 

distributions of cloud fraction shown here and cloud condensate to be discussed later are not 355 

consistent; this is because CAM3 cloud fraction is estimated by the simulated large-scale relative 356 

humidity rather than cloud condensate. Addressing this issue is desirable in the future. 357 

Additionally, there is inconsistency in the observed fields since cloud condensate retrievals are 358 

performed only for radar detected clouds, while cloud fraction in the ARSCL product includes 359 

radar and lidar detected clouds. 360 

During the suppressed period, both runs generate extensive and thick low-level warm 361 

clouds (below 5 km) and middle-level clouds. This is somewhat inconsistent with radar and lidar 362 

retrievals showing that boundary layer clouds are located at about 2km and nearly no middle-363 

level clouds exist. The base height (~12 km) of high-level clouds simulated from each SCAM 364 

run is in good agreement with that indicated from ARSCL retrievals. High-level cloud fraction 365 

and depth, however, are larger than those suggested from ASCRL retrievals. Such inconsistency 366 
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is partially attributed to the limitation of radar measuring high-level clouds. In addition, we 367 

suggest that the overestimated cloud fraction might be partially due to simulated deep convection 368 

being too active. We examined the Zhang-McFarlane (ZM) deep convection [Zhang and 369 

McFarlane, 1995] output from each SCAM run and found that the ZM deep convection process 370 

in the model is activated (triggered) more frequently than that suggested from the ASCRL data. 371 

This is a well-known problem with the ZM scheme as illustrated in previous studies [Boyle et al., 372 

2005; Xie and Zhang, 2000]. 373 

 374 

3.3 Liquid water content (LWC) and Liquid water path 375 

Figure 4 shows the time-height cross-sections of LWC from both runs. During the 376 

monsoon period, liquid cloud water with LWC > 0.5 mg m-3 is distributed from near the surface 377 

to nearly 12 km, with most being found between 3 and 9 km (the layer with temperature 378 

approximately between -30 and 10 ºC). Differences in LWC from the two runs mostly appear 379 

during this period. On average, clouds simulated from SCAM_std contain more liquid water than 380 

those from SCAM_new above 6 km, while less between 3 and 6 km. During the suppressed 381 

period, LWC distributions simulated from both SCAM runs are in good agreement with radar 382 

observations in terms of height and magnitude. Since only minor precipitation occurs during this 383 

period, radar observations are more reliable than those during the monsoon period. Most of the 384 

cloud liquid water simulated from both SCAM runs appears below 2 km (Figure 4). Both SCAM 385 

runs produce liquid cloud water at middle levels (5 km), for example, during the periods of 26, 386 

29 January, and 1 February, similar to radar observations. It is noticed that the SCAM_std run 387 

produces a small amount (0.5-5 mg m -3) of liquid cloud water appearing near 12 km above the 388 

ground even during the suppressed period, which is unlikely to be realistic, while the 389 
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SCAM_new run does not. In situ aircraft observations indicate that most tropical clouds glaciate 390 

rapidly and supercooled cloud water is rarely seen in the tropics at temperatures below -16 °C 391 

except near the core regimes of updrafts [Stith et al., 2004]. 392 

Figure 5 shows the time series of the cloud LWP simulated from the SCAM_std and 393 

SCAM_new runs and LWP retrieved from MWR. Large LWP differences between the two runs 394 

appear during the monsoon period when ice water coexists with liquid water in the mixed phase 395 

clouds, with LWP simulated by SCAM_std being up to 30-100% larger than that by SCAM_new 396 

before 22 January. This is a result of different treatments of ice microphysics parameterization. 397 

In contrast, LWP differences are small during the suppressed period because most of liquid water 398 

is from low-level warm clouds, where the new ice scheme has little impact. Because radar and 399 

MWR retrievals are rather uncertain when precipitation occurs (during most hours of the 400 

monsoon period), we quantitatively compared LWP from models with those from MWR 401 

retrievals only during the non-precipitating (precipitation rate from the ground-based 402 

observations < 0.2 mm hr-1) hours (Table 1). The LWP values from both SCAM_new and 403 

SCAM_std runs are larger than the MWR result during the monsoon and suppressed periods, but 404 

the former tends to be closer during the monsoon period. 405 

 406 

3.4 IWC and IWP 407 

Figure 6 shows the time-height cross-section of the frozen water (FW, ice plus snow) 408 

mixing ratio. Inclusion of snow is for comparisons with observations because the satellite and 409 

radar retrieval algorithms are not able to separate snow from ice. FW distributions from both 410 

runs are in good agreement with those from satellite retrievals in terms of temporal variation, 411 

vertical distribution, and magnitude. During the monsoon period, the lowest height of the FW 412 

distribution from each SCAM run is at about 4.7 km, compared to 5.2 km from satellite retrievals 413 
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and 4.6 km from radar retrievals. FW distributions from both SCAM runs extend to higher levels 414 

than those from satellite retrievals. During the suppressed period, the base height of the FW 415 

distribution (with the mixing ratio ≥ 1 mg m-3) aloft from each run is in good agreement with that 416 

of radar retrievals, though the depth is thicker partially due to the fact that the radar may miss 417 

high-level thin clouds. The larger temporal variability and peak value of the radar-retrieved FW 418 

mixing ratio are likely because radar retrievals are from measurements at a single point while 419 

model results are averaged over a grid. Between the two simulations, FW from the SCAM_new 420 

run is generally larger than that from the SCAM_std run above 6 km during the monsoon period, 421 

and closer to satellite retrievals. During the suppressed period, both runs produce similar FW 422 

distributions at middle and high levels. 423 

Figure 7 compares the model-generated ice water path (IWP) values with satellite and 424 

radar retrievals. Note that the contribution of snow has been included into the IWP calculation 425 

for comparison with observations. Both SCAM runs generally capture the temporal variation of 426 

IWP (e.g., the maxima in 23 and 24 January), compared to satellite retrievals. During the non-427 

precipitating hours of the suppressed period, the model-calculated IWP values from both runs are 428 

larger than cloud radar and satellite retrievals, with IWP from SCAM_new being closer to the 429 

retrievals than that from SCAM_std (Table 1). During the monsoon period, the IWP values from 430 

both runs are similar to the satellite retrievals (within one standard deviation). For the non-431 

precipitating hours of the monsoon period, the IWP values from both runs are larger than the 432 

radar and satellite retrievals. 433 

While the magnitude and distribution of the FW mixing ratio between two SCAM runs 434 

are similar, the ice mass fraction out of the FW from the SCAM_std run is significantly smaller 435 

than that from the SCAM_new run during the monsoon period and slightly larger during the 436 
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suppressed period. This is a result of different ice microphysics for the mixed-phase clouds: the 437 

SCAM_std employs a temperature-dependent function to partition total cloud water into liquid 438 

and ice while the SCAM_new explicitly calculates the liquid conversion to ice through the 439 

Bergeron-Findeisen process. In light of the important role of ice cloud water in the radiation 440 

calculation (snow effects have been ignored in NCAR CAM3), Figure 8 shows the time-height 441 

distributions of cloud IWC simulated from both runs. Similar to LWC, significant differences in 442 

IWC are marked for the mixed-phase clouds during the monsoon period in two aspects as 443 

highlighted in Figure 9. First, the base level of the ice cloud water distribution simulated by 444 

SCAM_std is about 7 km which is the height at which the temperature is lower than -10 ºC and 445 

ice water can exist according to the temperature-dependent partitioning assumption (see Eq.1). In 446 

contrast, the IWC base height is 5 km from the SCAM_new run, 2 km lower than that from the 447 

SCAM_std run. Second, SCAM_new produces up to 100 mg m-3 more IWC than SCAM_std, 448 

especially between 5 and 12 km (see Figure 8). The vertical distribution and magnitude of 449 

frozen water from the new scheme are closer to satellite retrievals than those from the standard 450 

scheme (Figure 9), though differences still exist. Different distributions and magnitudes of ice 451 

water may affect the simulated radiation and atmospheric heating rate because the optical 452 

properties of ice and liquid water are different. 453 

 454 

3.5 Ice mass fraction inside mixed-phase clouds 455 

A major difference between the two SCAM runs is the treatment of partitioning of cloud 456 

condensate into liquid and ice water components as discussed in section 2. We constructed a 457 

joint frequency distribution of temperature and frozen water mass fraction (fice) in total cloud 458 

condensate during the monsoon period for each run (Figure 10). Snow mixing ratio has been 459 
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included in the ice phase for comparisons with observations. Ice mass fraction data, excluding 460 

those smaller than 0.01 or larger than 0.99, are binned starting from 0 to 1 with an increment of 461 

0.1. Temperature data are binned starting from -40 to 10 ºC with an increment of 2 ºC. The 462 

frequency distribution is constructed by counting the number of data points over each bin and 463 

then normalizing by the total number of data points. 464 

Results from both SCAM runs exhibit large variability of ice mass fraction for a given 465 

temperature. fice varies from 0 to 1 when temperature nears 0 ºC, and increases with decreasing 466 

temperature. Liquid water can be present down to -37 ºC and ice water up to a few degrees above 467 

0 ºC (which is precipitating snow). However, the ice mass fraction from the SCAM_std run is 468 

smaller than that from the SCAM_new run for a given temperature in most cases. The latter is 469 

closer to field observations from mid-latitude clouds by Field et al. [2005]. This suggests that the 470 

prescribed temperature-dependent partitioning relation in the standard CAM3 may underestimate 471 

the fraction of cloud condensate converted to ice; this is improved by applying the new ice 472 

parameterization assuming that ice mass fraction is similar in tropical and mid-latitude clouds. It 473 

is noted that the red curve shown in Figure 10a is not a straight line, while the ice mass fraction 474 

has been assumed to vary linearly with temperature ( Eq (1) ). This is because the snow has been 475 

included in the ice mass in Figure 10. 476 

 477 

3.6 Radiation fields 478 

Clouds impact the atmospheric radiation balance by absorbing and scattering shortwave 479 

radiation and absorbing and emitting longwave radiation. However, it is not easy to compare 480 

grid-mean results from models with point measurements, especially those observed by the coast 481 

stations used in TWP-ICE. As discussed in Xie et al. (2008), shortwave radiation can be 482 
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significantly affected by surface characteristics that may not be well represented in a CAM3 grid 483 

box. In contrast, the outgoing longwave radiation (OLR) at TOA and surface downward 484 

longwave radiation (SDLR) are less affected by surface characteristics. Therefore, they are 485 

selected for evaluation. The magnitude of TOA OLR is generally dependent on cloud 486 

macrophysical properties such as cloud amount and altitude (temperature), and on microphysical 487 

properties of clouds including optical depth and particle size. 488 

Figure 11(a) shows the time series of TOA OLR from both SCAM runs and from 489 

satellite retrievals. Both SCAM runs can reasonably capture the temporal variability of TOA 490 

OLR. However, the simulated TOA OLR tends to be consistently larger than satellite retrievals, 491 

especially during 25-30 January of the suppressed period. This can be partially explained by the 492 

following two reasons. First, the temperature around 100 hPa estimated from both simulations is 493 

found to be 3 ºC higher than that from the radiosonde data (figure not shown). Second, the 494 

inconsistency in TOA OLR between the model output and satellite retrieval may be partially due 495 

to uncertainty in satellite retrievals. We compared the cloud thickness derived from ARSCL and 496 

satellite retrievals, and found that the satellite retrieval is significantly larger than the ARSCL 497 

data during the suppressed period; this suggests that the satellite retrieval likely underestimates 498 

TOA OLR. 499 

It is interesting to find that TOA OLR from the SCAM_new run is larger than that from 500 

the SCAM_std run in many cases, though the cloud fraction is larger. This can be explained by 501 

different cloud top height and optical depths. For example, during 23-25 January of the monsoon 502 

period, the cloud top (cloud water mixing ratio is equal to 10 -3 g m-3) and cloud water path in the 503 

SCAM_new run are lower than those in the SCAM_std run, and the temperature of cloud top is 504 

higher, resulting in higher TOA OLR values from the SCAM_new run. During the suppressed 505 
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period, the optical depth of high-level clouds is slightly thinner in the SCAM_new run; this may 506 

partially contribute to its higher TOA OLR. Another possible reason is due to the different ice 507 

effective radius formulations adopted in the two simulations. Cirrus clouds in the SCAM_new 508 

run are found to have larger effective radius values than in the SCAM_std run during the 509 

suppressed period, suggesting that SCAM_new’s cirrus clouds are more transparent to the 510 

longwave radiation below them than SCAM_std’s. This can explain approximately 50% of the 511 

differences in TOA OLR between the two simulations according to an experiment described in 512 

section 4. 513 

Figure 11 (b) shows the time series of SDLR. Surface radiation measurements are made 514 

from 3 land stations and 1 ocean station. For comparison, they are averaged over the 200 km × 515 

200 km domain centered at the Darwin site with a weight of 0.57 for land and 0.43 for ocean 516 

data. It is found that both SCAM runs capture the temporal variability of SDLR, as for TOA 517 

OLR. Overall, SDLR from each SCAM run is larger than that from surface observations. This is 518 

consistent with the likely overestimation of low level cloud fraction and LWC as indicated from 519 

previous sections. The magnitude of SDLR is closely related to cloud base altitude (and hence 520 

temperature) and cloud water amount. Differences in these two variables can explain differences 521 

among model results and observations (see Figure 4). For example, for the one-day period from 522 

the midday of 25 January, both SCAM runs generate larger cloud fraction values than 523 

observations at 1-2 km and lower cloud base altitudes, resulting in larger SDLR values. The 524 

SCAM_new run generates a smaller LWC than SCAM_std, and hence a smaller SDLR, which is 525 

closer to observations. 526 

 527 

4. Sensitivity tests 528 
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Studies have shown that cirrus clouds, though they are optically thin and contain low 529 

water content, may not only affect shortwave radiation but also affect longwave radiation 530 

because of their high altitude [Delamere et al., 2000; Iacobellis et al., 2003; Kristjánsson and 531 

Kristiansen, 2000]. The effective radius (rei) of ice particles is an important parameter 532 

representing radiative properties of ice clouds and gravitational settling of ice particles in NCAR 533 

CAM3 as well as in many other climate models. Ice absorption in the longwave radiation 534 

decreases with increasing particle size. Delamere et al. [2000] showed in a case study that TOA 535 

OLR flux can increase by 20 W m-2 in response to changes in rei from 20 to 140 μm. 536 

Kristjánsson and Kristiansen [2000] showed that replacing an ice crystal effective radius scheme 537 

that assumes a constant value of 30 μm with a temperature-dependent ice effective radius scheme 538 

results in changes in longwave cloud forcing up to 12 W m-2 in the tropics. Given the impacts of 539 

rei on radiation, it is instructive to evaluate differences in radiation due to uncertainty in the 540 

estimation of rei. To this end, three experiments are conducted (Table 2 and Sections 4.1-4.3). In 541 

addition, aerosols can affect the number concentrations of cloud droplets and ice crystals and 542 

hence cloud macro- and microphysical properties. Given the large uncertainty in the CAM3 543 

aerosol climatology data, additional SCAM_new runs are conducted to examine how sensitive 544 

the simulations are to changes in the number concentrations of cloud droplets and ice crystals 545 

due to aerosol effects (Table 2, Section 4.4). 546 

 547 

4.1 Ice crystal effective radii in the new and standard schemes 548 

In the standard NCAR CAM3, rei is prescribed as a function of temperature, ranging from 549 

5 to 220 μm at temperature from 180 to 270K. A modification in the new microphysics 550 

parameterization is to calculate rei as a function of model-predicted ice mass and number 551 
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concentration. To illustrate the impacts of this modification on the estimation of TOA OLR, we 552 

reran the SCAM_new case and replaced rei by that used in the SCAM_std case. This simulation 553 

is called SCAM_exp hereafter (Table 2). The resulting cloud water mixing ratios are not 554 

significantly different from those of the control run (i.e., the SCAM_new case). This is, however, 555 

not the case for TOA OLR. The difference in TOA OLR between SCAM_exp and SCAM_std is 556 

reduced by 50% compared to that between SCAM_new and SCAM_std during the suppressed 557 

period (Figure 9a); this suggests that high-level cirrus clouds with low IWC are more transparent 558 

to the longwave radiation in the new microphysics scheme than the standard SCAM because of 559 

their larger particle sizes, and, therefore, trap less longwave radiation below them. For thicker 560 

clouds, as in the monsoon period, the difference in particle size between the two schemes is less 561 

important because the infrared emittance is already near 1 for these optically thick clouds. 562 

 563 

4.2 Sensitivity to ice crystal effective radius in the new scheme 564 

In the second group of the SCAM_new runs, we multiplied rei in the new microphysics 565 

scheme by a factor for each run. As in the first experiment, TOA OLR is significantly affected 566 

during the simulation period, though cloud water mixing ratios are not. Figure 12 (a) compares 567 

the TOA OLR values for different runs. Differences in SDLR among the runs are smaller than 568 

that in TOA OLR and, therefore, are not shown. Compared to the control run, TOA OLR 569 

generally increases with rei. This is expected because the longwave absorption coefficient of ice 570 

crystals is formulated as a function of 1/rei. Smaller crystals absorb more longwave radiation. A 571 

20% error in rei may result in a 5% impact on TOA OLR (by comparing SCAM_80% and 572 

SCAM_120% with the control run), which is about 10 W m-2 for these conditions. By reducing 573 

rei by 60%, the simulated TOA OLR is reduced by 20% (about 40 W m-2) (by comparing 574 
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SCAM_40% and the control run), which is in better agreement with observations. In addition, 575 

the effective radii are calculated in SCAM_new based on the assumption that all ice crystals are 576 

hexagonal columns [Liu et al., 2007a], which might be unrealistic in some cases. Therefore, 577 

these comparisons indirectly test how such an assumption affects simulations. 578 

 579 

4.3 Sensitivity to detrained ice particle radius 580 

Cloud water at low altitudes can be brought up to high altitudes through deep convection 581 

processes and contributes to ice clouds through the detrainment process. As mentioned in 582 

section 2, the contribution of the detrained water to the change rate in ice number concentration 583 

is parameterized as )4/(3 3
virQ πρρ . Determining the volume mean radius rv for the detrained ice 584 

is uncertain. It is taken as a function of temperature in the new scheme used in this study, ranging 585 

from 10 to 250 μm in the normal range of temperature (-90 to 0 ºC), while it is taken as a 586 

constant value of 32 μm in a recent study by Morrison and Gettelman [2008]. Given the 587 

uncertainty and importance of detrainment to cirrus clouds, we ran two tests to examine the 588 

responses of radiation fields to changes in rv. The first test run (SCAM_rv=32) is identical to the 589 

SCAM_new run except that rv is set to be 32 μm, which corresponds to the radius value at a 590 

temperature of -50 ºC from the temperature-dependent ice radius lookup table prescribed in the 591 

NCAR CAM3. The resulting TOA OLR is in general smaller than that from the control run 592 

(SCAM_new), especially during the monsoon period when moisture deep convection processes 593 

are strong and detrainment occurs mostly below 12 km (Figure 12b). rv in the control run is 594 

larger than 32 μm for detrainment below 12 km (where temperature is about -50 °C), and smaller 595 

above 12 km. For a given detrained water amount, the contribution of the detrained water to the 596 

rate of increases in ice number concentration increases with decreasing rv, resulting in larger 597 
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absorption of the longwave radiation below clouds. This can explain the majority of differences 598 

in TOA OLR between the SCAM_rv=32 run and the control run. The second test run 599 

(SCAM_80%rv) is identical to the SCAM_new run except that rv is reduced by a factor of 20%. 600 

The resulting TOA OLR is similar to that from the first test run. In the above two test runs, 601 

SDLR fluxes are not significantly different from those from the control run. 602 

 603 

4.4 Sensitivity to aerosol number concentrations 604 

Several SCAM_new test runs have been made with varying number concentrations of 605 

aerosol and cloud particles (the 4th experimental group in Table 2). In the first two runs, the 606 

number concentration of ice crystals due to deposition/condensation ice nucleation (Ndep) is 607 

increased and decreased by a factor of 10, respectively, due to changes in the number 608 

concentration of refractive aerosols (e.g., soot and dust). In runs 3 and 4, the ice crystal number 609 

concentration from the contact ice freezing of cloud droplets (Ncont) is increased and decreased 610 

by a factor of 10, respectively, due to changes in the dust number concentration. In runs 5 and 6, 611 

the number concentration of cloud droplets (Nd) in the autoconversion of cloud droplets to rain 612 

droplets (which is prescribed from the standard CAM3) is increased and decreased respectively 613 

by a factor of 2, examining how the new scheme responds to the second indirect effect of 614 

aerosols. In the last two runs, cloud droplet effective radius rel, which is used for the radiation 615 

calculation and is prescribed from the standard CAM3, is increased and decreased respectively 616 

by 20%, examining how the new scheme responds to the first indirect effect of aerosols. 617 

Compared with the SCAM_new control run, cloud fractions from the above 8 test runs 618 

are not significantly changed. Differences in other cloud properties and radiation fields between 619 

each test run and the control run appear mostly during the monsoon period. Differences in SDLR 620 
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in most hours are less than 5%, while differences in TOA OLR can reach 20% for optically thick 621 

clouds (e.g. 1800UT 23 Jan). No significant correlations between changes in TOA OLR and in 622 

rel and the number concentrations of cloud droplets and ice crystals are found. Differences in 623 

surface precipitation rate are less than 0.2 mm hr-1 in magnitude, with large impacts (percentage 624 

change can reach 50%) appearing during some periods of light precipitation. Similar to the 625 

radiation fields, changes in surface precipitation rate are not significantly correlated with those in 626 

rel and the number concentrations of cloud droplets and ice crystals. 627 

To illustrate changes in cloud microphysical properties due to varying number 628 

concentrations of cloud particles, Figure 13 shows the vertical profiles of the differences in LWC, 629 

IWC, and FWC between each test run and the control run averaged at the cloudy levels 630 

(LWC+IWC > 5 mg m-3) during the monsoon period.  For the first two runs (Figures 13a, b, and 631 

c), changes in cloud water mixing ratios (LWC, IWC, and FWC) appear at levels within the 632 

mixed-phase cloud. As the deposition/condensation ice nucleation increases, IWC and FWC 633 

increase but LWC decreases in the mixed-phase cloud, with the maximum changes appearing at 634 

7-8 km above the ground. The relative changes in LWC and IWC can reach 50% due to an 635 

increase in deposition/condensation nucleation by a factor of 10. In contrast, changes due to the 636 

decrease by the same factor are much smaller, suggesting highly nonlinear responses of LWC 637 

and IWC to the deposition/condensation nucleation. LWC, IWC, and FWC respond to changes in 638 

the contact freezing (Figure 13d, e and f) in a similar trend as the first two runs except that the 639 

decrease and increase in the contact freezing by the same factor result in similar magnitude 640 

changes in each of LWC, IWC, and FWC. LWC in the lower-level liquid cloud is also affected 641 

due to changes in the contact freezing (Figure 13d). This may be partially because ice particles 642 

aloft fall to lower levels with T > 0 °C and the melted ice water is added into the liquid cloud. 643 
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Changes in LWC within the mixed-phased cloud and lower-level liquid cloud are positively 644 

correlated with those in cloud droplet number concentration (Figure 13g), i.e., when cloud 645 

droplet number is reduced (increased), autoconversion of droplet to rain speeds up (slows down). 646 

Such changes in LWC responding to changes in droplet number concentration are the second 647 

indirect effect of aerosols. Figure 13h suggests that an increase (or decrease) in cloud drop 648 

number concentration may also result in a slightly increase (decrease) in IWC in the mixed-phase 649 

cloud. This is because the contact freezing through the Brownian coagulation increases with the 650 

cloud droplet number concentration. In test runs 7 and 8, changes in the droplet effective radius 651 

have small changes in cloud water mixing ratio but have similar changes in TOA OLR and 652 

SDLR in magnitude (figures not shown), compared with the other six runs. 653 

 654 

5. Summary 655 

We have compared cloud properties simulated by the single column version of NCAR 656 

CAM3 with a newly-introduced microphysics parameterization scheme and with the standard 657 

microphysics parameterization scheme during TWP-ICE. Compared to cloud radar and satellite 658 

retrievals, the simulation with either of the schemes can reasonably produce the temporal 659 

variations and spatial distributions of clouds. Differences are highlighted as follows. High-level 660 

cloud fraction from the simulation with the new scheme is larger than that with the standard 661 

scheme, due to the supersaturation with respect to ice being allowed in the new ice scheme. 662 

Future model development relating cloud fraction to model-predicted cloud condensate is 663 

desirable especially when ice supersaturation is introduced in the model. The magnitudes and 664 

vertical distributions of total frozen water (snow plus ice) contents simulated with the two 665 

schemes are similar. This is, however, not the case for the ice water content, especially for the 666 
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mixed-phase clouds. The ice mass fraction in the mixed-phase clouds from the new scheme is 667 

larger than that from the standard scheme. The level where ice begins to form in the clouds from 668 

the simulation with the new scheme is at 5 km during the monsoon period, which is 2 km lower 669 

than that from the simulation with the standard scheme. The ice mass fraction and ice cloud base 670 

and top heights simulated with the new scheme are closer to radar and satellite retrievals than 671 

those with the standard scheme. The dependence of the frozen water mass fraction on 672 

temperature from the new scheme is closer to available observations than that from the standard 673 

scheme. 674 

The temporal variations of TOA OLR and SDLR can be reasonably simulated by either 675 

of the schemes as well. SDLR values from the simulations with both schemes are similar and in 676 

good agreement with observations. In contrast, differences in TOA OLR between the two 677 

simulations are marked especially during the suppressed period, due to differences in cloud 678 

optical properties such as cloud water path and cloud particle effective radius. A numerical 679 

experiment suggests that the different treatments of the ice crystal effective radius can account 680 

for 50% of the differences during the suppressed period. Ice clouds simulated with the new 681 

scheme are more transparent in the longwave radiation than that with the standard scheme. For 682 

thicker clouds, as during the monsoon period, the difference in the ice crystal effective radius is 683 

less important for TOA OLR calculation because the infrared emittance is already near 1 for 684 

those optically thick clouds. Given the sensitivity of cloud optical properties to the effective 685 

radius, experiments are conducted to examine how the uncertainty in the estimation of the ice 686 

crystal effective radius affects the calculation of TOA OLR. A 20% uncertainty in rei may result 687 

in a 5% impact of TOA OLR. By reducing rei by 60%, the simulated TOA OLR is reduced by 688 

20%. SDLR is less affected by the uncertainty in rei. In addition, we made several sensitivity 689 
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tests varying the number concentrations of ice crystals due to deposition/condensation ice 690 

nucleation and due to the contact freezing of droplets on dust particles as well as droplet number 691 

concentration and effective size. Compared with the control run, spatial and temporal distribution 692 

patterns of cloud fraction and radiation fields are not significantly affected. Significant changes 693 

in LWC, IWC, and TOA OLR in magnitude, however, are found during the monsoon period. 694 

These tests show that the simulations with the new scheme can respond reasonably to aerosol 695 

effects and also emphasize the importance of correctly simulating aerosols in climate models for 696 

aerosol-cloud interactions. 697 

More comparisons are needed, including the following two aspects. First, given the 698 

limitations of SCAM that requires accurate large scale advection and tendency, testing the new 699 

scheme under the framework of the three-dimensional global CAM3 is desirable. Second, cloud 700 

microphysical variables such as ice water mass and ice crystal number concentration need to be 701 

compared with in-situ observations.  702 
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Caption: 893 

Figure 1  A sketch of TWP-ICE site and instrument deployment around the Darwin site (131ºE, 894 

12ºS, northern Australia). Source: http://www.arm.gov 895 

Figure 2  Time series of the precipitation rate from ground-based observations and from model 896 

outputs for the monsoon period (left of the dotted line) and suppressed period (right side of 897 

the dotted line). Universal time is used. 898 

Figure 3  (a) Time-height distribution of the frequency of occurrence of clouds from ARSCL, (b) 899 

cloud fraction from the SCAM_std run, (c) cloud fraction from the SCAM_new run. 900 

Figure 4  (a) Time-height distribution of the liquid water mixing ratio simulated from SCAM_std, 901 

(b) SCAM_new, and (c) all available cloud radar retrievals (data gaps are shaded by gray 902 

areas). Gray contours are temperature in °C. 903 

Figure 5  Time series of the liquid water path from the SCAM_std run and the SCAM_new run 904 

(lines), and from MWR (triangles). MWR retrievals are shown only during non-905 

precipitating periods. 906 

Figure 6  (a) time-height distribution of the frozen water (sum of snow and ice) mixing ratio 907 

from SCAM_std, (b) SCAM_new, (c) Satellite retrievals, and (d) all available cloud radar 908 

retrievals (data gaps are shaded by gray areas). Gray contours are temperature in °C. 909 

Figure 7  Time series of ice water path from SCAM_std, SCAM_new, and from satellite 910 

retrievals and cloud radar retrievals. Note that, snow mixing ratio has been included into the 911 

IWP calculation for comparisons with observations. 912 

Figure 8  (a) Time-height distribution of the ice water mixing ratio simulated from SCAM_std, 913 

and (b) SCAM_new. Gray contours are temperature in °C. 914 
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Figure 9  Vertical profiles of the median values of ice water mixing ratios from SCAM_std and 915 

SCAM_new.  Red lines are for frozen water (ice plus snow) mixing ratio. 916 

Figure 10  (a) Joint frequency distribution of temperature and fractional ice water content in the 917 

mixed phase cloud from SCAM_std, (b) from SCAM_new. Snow content has been included 918 

into ice content. Red diamonds denote the average fice for given a temperature interval. 919 

Black triangle and asterisk are derived from field observations [Field et al., 2005] by 920 

Gettelman et al. [2008]. 921 

Figure 11  (a) TOA OLR simulated from SCAM_std, SCAM_new, and retrieved from satellite 922 

observations. (b) Surface downward longwave radiation. The dashed green line denotes 923 

results from SCAM_exp, where the effective radius of ice crystals in SCAM_new is 924 

imposed to be equal to that used in SCAM_std. 925 

Figure 12  (a)  TOA OLR from the 2nd experimental group (Table 2), where the effective radius 926 

of ice crystals is equal to 40%, 80%, and 120% of that in the control run (SCAM_new). 927 

Black dotted line denotes TOA OLR from satellite retrievals. (b) The 3rd experiment group. 928 

SCAM_80%rv: ice volume mean rv in the detrained water is equal to 80% of that in the 929 

control run; SCAM_rv=32: rv is imposed to a constant value of 32 μm. 930 

Figure 13  Vertical profiles of mean differences in LWC, IWC, and FWC between each of 931 

SCAM_new runs in experimental group 4 (Table 2) and the control run during the monsoon 932 

period. (a), (b), and (c) are for SCAM_new runs of varying number concentrations of ice 933 

crystals due to deposition/condensation ice nucleation. (d), (e), and (f) are for the 934 

SCAM_new runs of varying number concentrations of ice crystals due to contact freezing. 935 

(g), (h), and (i) are for the SCAM_new runs of varying cloud droplet number concentrations.  936 

 937 

 938 
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Table 1 Comparisons of mean LWP and IWP, and their standard deviations (g m-2).   939 

Periods Variable SCAM_std SCAM_new MMCR 

or 

MWR 

Satellite 

Monsoon LWP a 319±62 202±42 56±8 NA 

IWP a 126±36 148±46 23±5 47±30 

IWP b 394±63 369±58 # 480±108 

suppressed LWP a 161±19 170±22 40±5 NA 

IWP a   13±2   7.5±1 5±1.5 1.5±1 

Note: a: only for non-precipitating hours (precipitation rate from the ground-based observations 940 

< 0.2mm hr-1); b: for all hours. NA: not available. # Retrievals are not reliable when precipitation 941 

occurs and, therefore, not shown. IWP is from MMCR. LWP is from MWR. 942 

943 
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 944 

Table 2 Summary of experiments.  945 

 946 

 947 
Experimental 

group 

run identity Description 

 

     I 

Control  Same as SCAM_new 

SCAM_exp Same as SCAM_new, but rei is replaced by 

that used in the standard SCAM. 

 

     II 

SCAM_40%  rei = 40% rei0 

SCAM_80%  rei = 80% rei0 

SCAM_120%  rei = 120% rei0 

     III SCAM_rv=32  Detrained ice particle radius rv = 32 um 

SCAM_80%rv  Detrained ice particle radius rv= 80% rv0 

 

 

 

 

    IV 

(1) SCAM_0.1Ndp0 Ndep=0.1Ndep0 

(2) SCAM_10Ndp0 Ndep=10Ndep0 

(3) SCAM_0.1Nct0 Ncont=0.1Ncont0 

(4) SCAM_10Nct0 Ncont=10Ncont0 

(5) SCAM_0.5Nd0 Nd=0.5Nd0 

(6) SCAM_2Nd0 Nd=2Nd0 

(7) SCAM_80%rel0 rel=80% rel0 

(8) SCAM_120%rel0 rel=120% rel0 

Note: rei0  and rel0 represent the ice crystal and droplet effective radii used in the control run, 948 
respectively. rv0 is the volume mean radius for the detrained water used in the control run. In 949 
group IV, Ndep is the number concentration of ice crystals due to deposition /condensation in the 950 
mixed-phase cloud, Ncont is the number concentration of ice crystals due to the contact freezing 951 
of cloud droplets, and Nd0 is the number concentration of cloud droplets. The subscript ‘0’ 952 
signifies the value used the control run. rel is the droplet effective radius.  953 
 954 

 955 

 956 

 957 

 958 
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