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Abstract. Low-velocity impact of explosives and propellants can, in some circumstances, 
lead to a more-or-less violent release of some of the chemical energy (HEVR) without 
developing into a detonation. Research test vehicles, such as the Steven and spigot tests, 
and results from other tests on explosives have been interpreted by expert judgment to 
assess the likelihood of a violent reaction in response to industrial or transportation acci-
dents. We are fielding tests and developing models to use in computer simulations of test 
vehicles and postulated accident scenarios. Combining the results of experiments and 
simulations helps inform expert judgment. 

 
 

Introduction 
Working with or transporting explosive as-

semblies safely requires procedures that account 
for the dangers posed by the specific explosive 
formulation, and the potential hazards associated 
with ordinary industrial processes, including 
drops, falls, and road accidents. In the past, safety 
tests were developed to serve as a guide to han-
dling procedures.1 The small-scale drop hammer 
test2,3 was used to screen new materials into cate-
gories familiar to explosive handlers: TATB-like, 
TNT-like, CompB-like, PETN-like, or NG-like. 
The oblique impact4,5 or skid test explored the in-
teraction of a large explosive billet skidding on an 
industrial floor. Such tests were used to evaluate 
both the hazard posed by the drop of a large quan-
tity of a specific explosive, and the relative desir-
ability of specific floor coverings. Somewhat 
higher impact velocities were used in the Susan 
test,6 Steven test,7-9 and spigot test,10 all of which 
subject an explosive to a locally crushing impact. 

For all of these tests, the velocity of impact is 
well below that required to run to detonation in the 
volume of material tested. For many of the tests, 

the pressure developed upon impact is not a shock, 
but rather an adiabatic pressure rise. In most of the 
tests, there is a substantial residue of unreacted 
explosive in the test area. Inferring the danger to 
people and structures by a postulated accident has 
required the results of a battery of tests as inter-
preted by expert judgment to assess the violence of 
the reaction. 

We are developing a model for use in com-
puter simulations. We simulate a battery of tests, 
in order to set the value of parameters in the 
model, and then also simulate postulated accidents. 
In this we help inform expert judgment of the 
similarities and differences in the insult experi-
enced by the explosive, so that the degree of vio-
lence of the reaction might be more accurately 
assessed. In addition we use the model to help de-
sign new tests, which may more accurately repro-
duce the insult caused by a postulated accident. 
 
Processes Leading to Violent Reaction 

If an energetic material is subjected to a me-
chanical insult, such as a drop or an impact that is 
well below the threshold for detonation, a volume 



of explosive near the impact area can be damaged. 
The damage is manifest as surface area, through 
the creation of cracks and fragments, and as poros-
ity, through the separation of crack faces and isola-
tion of the fragments. As the kinetic energy and 
power of the insult increases, the degree of dam-
age and the volume of damage both increase. 
Upon a localized ignition, the flame spreads to 
envelop the damaged volume. Open porosity per-
mits a flame to spread easily and so ignite the sur-
face area that was created. The locally increased 
surface area causes a local increase in the mass-
burning rate. The pressure rises at an accelerated 
rate until neither mechanical strength nor inertial 
confinement of the surrounding material success-
fully contains the pressure. The confining structure 
begins to expand. This reduces the pressure and 
may even extinguish the flame. Both the mass of 
explosive involved and the rate at which the gas is 
produced contribute to each of several different 
measures of violence. Such measures include 
damage to the confinement, the velocity and frag-
ment size distributions from what was the con-
finement, and air blast. Figure 1 illustrates the in-
teraction of the various processes described above. 

 
Fig. 1. Following a mechanical insult, interacting 
processes lead to disruption of the confinement, 
which is quantified by a violence metric. 
 

Our model of these interacting processes 
comprises several interacting elements. The consti-
tutive model describes the strength of the explo-
sive. In our simulations, the plastic strain and 
strain localization are strongly influenced by the 
constitutive model. The development of specific 
surface area and porosity are intimately connected 
with the constitutive model. An ignition criterion 
is used to assess the time and location of the start 
of burning, based on the local field variables. An 
ignition front then propagates through the dam-

aged material. The local mass rate of burning is 
based on the laminar burn speed (surface flame 
burning into the fragments), which is measured as 
a function of pressure, and the calculated specific 
surface area. Pressure is determined by the equa-
tions of state of the solid unburned explosive and 
the gas products, along with pressure equilibrium 
but not temperature equilibrium. The progressive 
failure of the confinement depends on the struc-
tural properties of the surrounding structure. The 
model is intended for implementation in a general-
purpose simulation program (hydrocode) that 
solves the partial differential equations for the 
conservation of mass, momentum, and energy in 
conjunction with equations of state and strength. 
Details of the model equations and algorithms not 
provided here are available in four LLNL re-
ports.11-14 
 
Constitutive Model 

In our early implementation of the model, we 
used constant vonMises strength for the explosive. 
The consequence of using constant strength was 
that strains localized to such an extent that the cri-
teria for specific surface area and ignition were 
inversely dependent on the computational mesh 
size. In principle, one can use a criterion that is the 
product of nominal (or actual, changing) computa-
tional mesh and the criterion. Rather than that, we 
decided to use a pressure and strain-rate dependent 
geomechanics model developed for concrete.15 We 
note that this sort of model is also used by Gruau 
et al.16 for their calculations of Steven tests. 

The explosive we are studying, in common 
with most materials with pressure-dependent flow 
stress, has tensile strength that is much lower than 
the compressive strength. Simulations of such ma-
terials that feature tensile failure are severely mesh 
sensitive. Our model has been implemented (and 
the examples described here simulated) with LS-
DYNA17. When simulating the frangibility test,18 
which is a Taylor impact on a relatively rigid steel 
plate, tensile stress does not develop normal to the 
impact interface, and extra tensile failure does not 
occur. In Eulerian implementations, the interface 
will in general be a mixed cell with non-zero ten-
sile strength, which can lead to mesh-sensitive 
failure unless special care is taken. 
 



Models for Porosity, Specific Surface Area, and 
Ignition 

When an associated flow rule, or a flow-rule 
normal to a surface with reduced pressure depend-
ence is used, the plastic strain rates include a 
volumetric component that we use to increase the 
local porosity of damaged material. 

We use a simplification of the model we de-
veloped for propellants,19 which was calibrated to 
frangibility test results, to calculate the specific 
surface area of the UK explosive we are studying. 
In the simplified model, the specific surface area is 
proportional to the plastic strain, reduced by a 
plastic strain threshold that is required to be 
achieved before any fracture happens. 

Ignition is critical to analyzing whether a spe-
cific mechanical insult leads to HEVR. Some have 
used modified shock-to-detonation models for 
HEVR response.20 There are theoretical objections 
to this approach for HEVR and pragmatic ones as 
well. The main theoretical objection is that HEVR 
is generally not a detonation. Substantial quantities 
of unreacted explosive are found scattered about 
the test area even when a violent event is recorded 
on blast gauges. The steel confinement is in much 
larger pieces than is found after a deliberate deto-
nation. In addition, the steel lacks the characteris-
tic appearance that results when it has been adja-
cent to a detonation. The main pragmatic objection 
is that the pressure or compressive stress calcu-
lated at the HEVR threshold is substantially differ-
ent in different test geometries. 

For our ignition model, we rely on the obser-
vation that in low-speed impacts, such as the Su-
san, Steven, skid, and spigot tests, ignition is ac-
companied by significant shear deformation. We 
do not identify whether the localization mecha-
nism is crystal twinning, continuum shear bands, 
friction, grain-to-grain interference, explosive-grit 
interaction, or other possibility. (In the Steven test, 
there is no grit.) Instead, we use properties of the 
stress tensor to identify where shear deformation is 
occurring. Specifically, if the principal stress de-
viators are ordered algebraically, the intermediate 
principal stress deviator is zero when the plastic 
strain rate corresponds to pure shear. Our ignition 
term is a weighted integral of the plastic strain rate 
with pure shear deformation and high normal 
stress on the plane of maximum shear receiving 
the most weight. 

Calculation of Pressure 
In most studies of the Deflagration to Detona-

tion Transition, DDT, the stress in the mixture is 
partitioned into the gas pressure, the solid pres-
sure, and the stress in the solid particles due to 
stress bridging in the skeleton.21,22 In the rock and 
soil mechanics literature, the matrix pressure in the 
solid skeleton that is greater than the pressure in 
the intervening fluid (water) is called the effective 
pressure. The shear resistance of the skeleton de-
pends on the effective stress. If the pressure in the 
fluid equals or exceeds the pressure in the skele-
ton, the particles lose contact, and the shear resis-
tance is nil. The overall resistance to consolidation 
offered by the matrix is a modest multiplier of the 
shear strength of the full density material until the 
last stages of densification, when the multiplier 
can reach 10 or more. 

Temperature is not equilibrated. The flame 
front, which is the gas and solid interface, is thin 
relative to the fragment dimension. As a result, 
most of the solid is at the initial temperature, not 
the temperature of the hot gas, which can reach 
3000K. To determine the energy partition between 
gas and solid, we use the method of isochoric 
burn.23 In that method, the solid is on its adiabat 
and the gas gets the energy that is left over. 

We use the JWL form24 for the solid equation 
of state, and a constant specific heat of the solid 
for calculating what is at best an advisory tempera-
ture.  

We developed an equation of state table for 
the gas products using Cheetah.25,26 The density 
range of the table is 10-4 to 3.5 g/cc, and the tem-
perature range is 270 to 40,000K. (At temperatures 
of about 10,000K and above, ionization effects in 
the gas begin to play a role.) Interpolation in the 
table is linear in the logarithm of density, linear in 
temperature and energy density, and logarithmic in 
pressure.  

An important feature of the resistance of the 
matrix is its irreversibility. The matrix is an as-
sembly of particles touching on some of their sur-
faces. Compression of that matrix is accompanied 
by a rearrangement of the particles that produces 
an irreversible compaction, and an increasing re-
sistance to further consolidation. An unloading-
reloading path that has a higher modulus than the 
consolidation limit provides irreversibility. We 
developed a model27 that describes this irreversible 



consolidation and includes explicitly the reference 
state porosity. If the burning process reduces the 
mass from the available surfaces of the particles, 
and they do not rearrange themselves, then the 
porosity (the fraction of the total volume not occu-
pied by solid material) increases with the extent of 
reaction, λ.  

€ 

ϕ =φg = λ
vg
v0

= 1−φs = 1− vs (1− λ)
v0

.      (1) 

where 

€ 

ϕ  is the porosity, φs,g the volume fractions 
of solid or gas, vs,g are the specific volumes of the 
solid or gas at the initial pressure, and v0 is the 
initial specific volume. 

At some porosity, on the order of 40%, (rela-
tive volume V ≈ 1.6) the matrix can no longer sup-
port any stress because the particles no longer 
touch, and the matrix pressure is considered zero. 
Since, in our view, the damaged material is bro-
ken, we do not permit the matrix stress to be ten-
sile. A history variable is set when the matrix over-
expands, so that recompression is not resisted until 
the previous density at zero pressure is re-
achieved. This is consistent with the view that the 
expanding assembly does not rearrange itself to 
maintain contact between the particles, but rather 
separates as isolated fragments. It should be noted 
that the pressure, calculated in this model27 is that 
appropriate for the macroscopic stress acting on a 
plane. This macroscopic matrix pressure, Pmm, is 
given by 

€ 

Pmm =φsPm          (2) 
where Pm is the matrix stress.  

The pressure of the mixture is given by 

€ 

P =φsPs + 1−φs( )Pg ,        (3) 
where Ps is the solid pressure, and Pg is the gas 
pressure. Pressure equilibrium requires that 

€ 

Ps = Pg + Pm .          (4) 
 

Calculation of Ignition Propagation and Burn-
ing 

Once ignition occurs, hot gas from the ignition 
site expands through the surrounding porous, dam-
aged, but unlit explosive. The speed of propaga-
tion cannot exceed the sound speed of the hot gas, 
which is about 1 km/s. The criterion for ignition 
will require the hot gas to be in contact with the 
solid for a long enough time that the surface can be 
raised to the ignition temperature. Since the prod-

uct species in the gas can react with the solid28 the 
actual ignition temperature may be less than the 
ignition temperature when heated by a hot but inert 
gas. For our initial calculations, we assume that 
both the tortuosity of the path and the delay time 
can be represented by an effective slow-down of 
the propagation velocity. Our baseline calculations 
use the value 300 m/s for the velocity of ignition 
spread. 

Although the velocity of ignition spread is 
subsonic, we have assumed for simplicity that the 
time of ignition can be calculated from the geome-
try at the time of ignition. If an element subse-
quently exceeds the ignition limit value, the ele-
ment ignites then, rather than waiting for the arri-
val of an ignition front. 

The use of a constant propagation velocity is 
an extreme simplification. Multi-phase, multi-
velocity simulations show that the propagation of 
an ignition front depends on the hot gas flow, 
which in turn depends on pressure, porosity, and 
channel size. Such simulations, coupled with ex-
periments (to be defined) would be useful in modi-
fying our simplification. 

The final step is to update the extent of reac-
tion at constant volume. The total energy remains 
the same, since, in our calculations, each constitu-
ent has its own energy of formation. The change in 
the extent of reaction for each computational ele-
ment is given by 
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dλ
dt

=
S
V
1− λ( )2/ 3v f

max(p, 0.1 MPa)
p0

 

 
 

 

 
 

n

         (5) 

where p0 = 1 GPa, vf = 1 m/s, and n = 1, as de-
scribed.11 S/V is the local surface-to-volume ratio. 

 
Applications to a UK Explosive 

The UK explosive we are studying is an HMX 
(1,3,5,7-tetranitro-1,3,5,7-tetraazacyclooctane) 
explosive, which is 91% by weight HMX and 9% 
binder-plasticizer, NC/DNEB/TNEB, which has a 
glass-transition temperature of 210° K. Tests per-
formed on this material include tests of mechanical 
strength, as well as tests to determine ignition. 
 
Constitutive Model Calibration 
 

We fit the constitutive model parameters to 
Split Hopkinson Pressure Bar (SHPB), modest rate 
uniaxial compression tests29,30 and also quasi-static 



triax tests31. The fit to the peak stress of the SHPB 
results uses the following functional form for the 
rate dependence, R 

€ 

R = 1+
˙ ε 
p

˙ ε 0 exp[α(T −T0)]

 

 
  

 

 
  

ep

       (6) 

where 0ε  is 5.6 sec-1, α is 0.184 and ep is 0.14. 
The correlation of the Cavendish Lab data for peak 
stress and this functional form is shown in Figure 
2. The fit to triax test data is shown in Figure 3. 
 
Experimental Test Vehicles and Results 
 

The AWE Steven test comprises of a 70 mm 
diameter by 12.7 mm thick explosive disc with a 
10 mm (radial) thick PTFE ring surrounding it. 
These are located inside a steel base unit, which 
provides a high level of confinement both radially 
and to the rear of the explosive.  A 3 mm thick 
steel cover plate is located on top of the target pro-
viding full confinement to the explosive sample. 
The cover plate is secured to the base unit by a 
steel strong ring which bolts to the target stand 
plate. A 1.6 kg round nosed 50 mm diameter cy-
lindrical steel projectile is fired at the centre of the 
cover plate of the target vehicle from a gas gun, 
Figure 4. The impact velocity of the projectile is 
varied in order to determine the threshold for reac-
tion of the explosive being tested. 
 

 
Fig. 2. Model fit (curve) to peak strength as a func-
tion of equivalent room-temperature strain-rate. 
The temperature shift is 12.5 K per decade. 
 

 
Fig. 3. Model fit (curves) to triax tests at various 
confining pressures (symbols) 
 

The impact reaction threshold speed for the 
HMX-based explosive under consideration is be-
tween 62 and 64 m/s when impacted by the round 
nosed projectile in the AWE Steven test. Impacts 
at speeds lower than the threshold value leave 
dents in the cover plate and HE, Figures 5, 6.  
 
 

 
Fig. 4. Schematic of AWE Steven Test vehicle and 
projectile. 
 

 



 
Fig. 5. Residual dent in the cover plate after an 
impact of 62.5 m/s that did not ignite. 
 

Impacts at speeds higher than the reaction 
threshold produce violent reactions that partially 
consume the explosive and cause failure of the 
bolts securing the cover plate over the explosive 
test sample, relieving confinement. Figure 7 shows 
the unburned explosive left over after an impact of 
74 m/s. 
 

 
Fig. 6. Residual dent in the HE after an impact of 
62.5 m/s that did not ignite. 
 

 
 
Fig. 7. HE remnants after an impact at 74 m/s that 
did ignite. Of the original 89-gram charge, 55 
grams were recovered. 
 
Simulations of the Dent in the AWE Steven Test 
 

We performed a series of simulations with LS 
DYNA that varied several experimental parame-
ters to determine the depth of the dent at 70 m/s. 
This velocity is the lowest experimental velocity 
for which reaction occurs. In these simulations, 
however, we suppressed ignition and subsequent 
burning. We estimated what the measured dent in 
the absence of ignition would be by extrapolation. 
We used the calculated increase of dent depth with 
velocity to extrapolate the dent measured in the 
test at the highest velocity for which no ignition 
was observed. In our simulations, the dent is taken 
as the difference between the displacement of the 
top of the cover plate under the strong ring and the 
top of the cover plate on the axis of symmetry. The 
coefficient of friction between explosive and steel, 
and explosive and PTFE has been measured32 to be 
about 0.4 for both LX-04, an HMX-based explo-
sive developed at LLNL, and for an explosive 
mock at room temperature. The coefficient drops 
to half that value at 100° C. We observe that the 
depth of dent decreases monotonically with the 
assumed friction coefficient, as shown in Table 1. 
The dent depth increases when the strengths of any 
of the components is reduced. For these axisym-
metric simulations, the elements in the steel and 
PTFE were approximately 1 mm square. The mesh 
in the HE was 0.33 mm in the radial direction and 



0.6 mm in the axial direction. As the deformation 
under the projectile becomes severe, the mesh de-
scribed more easily accommodates the resulting 
deformation without mesh tangling. The calcula-
tional results with nominal values after the projec-
tile begins to rebound are shown in Figure 8. 
 
Table 1. Calculated dent depth for AWE Steven 
test at 70 m/s. Dent with * used PTFE strength of 
0.001 GPa instead of 0.1 GPa. The extrapolated 
experimental dent at this velocity is 12 mm. 

Friction 
coeffi-
cient 

Steel 
strength, 

GPa 

HE max 
strength, 

GPa 

Dent, 
mm 

0.05 0.5 0.3 13.1 
0.2 0.5 0.3 11.4 
0.4 0.5 0.3 10.3 
0.6 0.5 0.3 9.8 
0.4 0.3 0.3 10.8 
0.4 0.5 0.3 12.1* 
0.4 0.5 0.15 11.0 

 
We performed additional simulations where 

the mesh in the HE was altered, with the mesh in 
the surrounding steel and PTFE remaining the 
same. With the same aspect ratio, we varied the 
radial mesh from 0.1 to 0.67 mm. The dent calcu-
lated with the nominal values was the same in all 
cases.  
 
Calculation of the Ignition Variable and Specific 
Surface Area 
 

The maximum calculated ignition variable is 
seen to vary dramatically with the assumed coeffi-
cient of friction and the strength of materials in the 
test fixture, as is displayed in Table 2. The location 
of the maximum ignition parameter is in the HE 
very near the thick backing plate at a radial dis-
tance of about half the projectile radius. The mesh 
refinement study showed that the ignition parame-
ter is dependent on mesh size, given by 

€ 

Ign = 340exp(-1.59Δr) .        (7) 
The calculated specific surface area is a 

maximum near the point of ignition, but is also 
large near the axis of symmetry, where the plastic 
strain is developed in triaxial compression rather 
than shear. The peak value is also exponentially 
dependent on mesh size. 

€ 

S
V

= 33exp(−1.11Δr)  mm-1       (8) 

A sphere with 180-µm diameter (or a cube of that 
dimension) has the specific surface area 33 mm-1. 

 

 
Fig. 8. Calculated dent in AWE Steven test at 70 
m/s for nominal properties. The central HE disk 
(yellow) is surrounded by a PTFE ring (white) 
enclosed in steel. 
 
 
Table 2. Calculated maximum ignition variable in 
AWE Steven test at 70 m/s. Value with * used 
PTFE strength of 0.001 GPa. 

Friction 
coeffi-
cient 

Steel 
strength, 

GPa 

HE max 
strength, 

GPa 

Ignition 
variable 

0.05 0.5 0.3 20 
0.2 0.5 0.3 90 
0.4 0.5 0.3 200 
0.6 0.5 0.3 230 
0.4 0.3 0.3 160 
0.4 0.5 0.3 370* 
0.4 0.5 0.15 220 

 
The LLNL Steven test vehicle is similar to the 

AWE version, but has several important differ-
ences. The explosive disk is 110 mm in diameter, 
and the PTFE ring is 23 mm wide. Perhaps of 
more importance is that the back plate is permitted 
to flex under the impact, rather than being stiffly 
supported. Tests at LLNL with the same explosive 
gave a no-go at 100 m/s and an HEVR event at 
110 m/s. Our simulations of the LLNL test at 110 
m/s, using the same mesh size in the HE and test 
fixture that we used for the AWE test fixture, gave 
the same maximum ignition parameter and maxi-
mum specific surface area as the AWE test at 70 
m/s. As illustrated in Figure 9, the peak pressure is 
a very poor choice for the ignition parameter. The 



peak pressure occurs in the middle of the HE on 
the axis of symmetry. Although both experiments 
ignited, the peak pressure in the LLNL Steven test 
is much less than that in the AWE version, even 
though it experiences a higher velocity projectile, 
principally due to the flexure permitted in the 
LLNL test. 

 
Fig. 9. Calculated pressure histories from AWE 
and LLNL Steven tests with ignition and subse-
quent burn suppressed. Green curve (peak value 
1.4 GPa) is from the AWE test at 70 m/s. Red 
curve (peak value 0.9) is from the LLNL test at 
110 m/s. 

 
Calculations of the Burn After Ignition 
 

We performed some initial calculations of the 
evolution of burn after ignition to examine the 
sensitivity of the results of porosity, ignition front 
velocity, confinement, and specific surface area.12 
For these calculations we assumed that a steel 
sphere (tensile strength 0.5 GPa) with 22 mm out-
side diameter and 20 mm inside diameter was uni-
formly filled with identical particles and ignited at 
the center. Due to the strong convergence of this 
idealized spherical geometry, the peak pressure at 
the ignition point is anomalously large and 
strongly dependent on the mesh size. Instead, we 
report the volume-averaged pressure for the entire 
sphere, which is not dependent on the mesh sizes 
we used. The nominal meshing used 30 elements 
across the diameter of the sphere. 

For the baseline case of 500µm diameter par-
ticles, the peak pressure, 0.2 GPa, was about twice 
the static failure pressure of the vessel. About 0.4 
g  of the 7 g of explosive fill burned. Increasing 

the initial porosity of the explosive fill from 17% 
to 35% delayed the appearance of the peak pres-
sure from 80 µs to 180 µs, and reduced the peak 
value although the mass burned was the same. 
Reducing the ignition front velocity from 300 m/s 
to 100 m/s delays the appearance of the peak pres-
sure by about 40 µs.  Increasing the confinement 
by doubling the steel strength doubled the peak 
pressure and doubled the mass burned. Decreasing 
the particle diameter from 500 µm to 50 µm dou-
bled the peak pressure and increased the mass 
burned by seven-fold. A test article 200 mm di-
ameter filled with 500 µm particles is a geometri-
cally scaled version of the original size test vehicle 
with 50 µm particles. As a result, the 7 kg explo-
sive assembly of 500 µm particles releases the 
energy of 2.8 kg of explosive. These results illus-
trate the increased hazard associated with large 
amounts of explosive damaged to the same degree.  
 
Calculations with the Combined Model 
 

We performed calculations of variants of the 
Steven test that included deformation, ignition, and 
burn. In our axisymmetric simulations without 
burn, the projectile rebounds from the test assem-
bly with a coefficient of restitution approximately 
equal to 0.2. For our simulations with burn, the 
cover plate drives the projectile back with a veloc-
ity approximately equal to the impact velocity. As 
a result, the inertia of the projectile provides sub-
stantial confinement. We demonstrated this by 
artificially removing the projectile at various times 
after ignition. The mass burned as a function of 
time is shown in Figure 10. The absolute value of 
the mass burned in that figure is probably too 
small, based on our assessment of the mass burned 
as inferred from the measured air blast overpres-
sure. The mass burned depends largely on the spe-
cific surface area, which has not been independ-
ently calibrated. We are confident, however, that 
our simulations illustrate the dependence of vio-
lence measured (for example the air blast) on cir-
cumstances of the experiment. 

To further assess the influence of confine-
ment, we designed a test vehicle that exaggerates 
the annular clearance between the projectile radius 
and the strong ring. The clearance in the AWE 
design is 20 mm; the clearance for the LLNL de-
sign is 45 mm. In our exaggerated design, the 



clearance is 70 mm. For that design, using a rigid 
backing, the ignition criterion is met with a projec-
tile velocity of 55 m/s. Despite having nearly 8 
times the explosive mass in the test vehicle com-
pared with the AWE design, the mass burned, and 
hence the violence is less than half. In contrast to 
the conditions of the 7 kg computational test de-
sign for burn after ignition as described above, the 
volume of damaged explosive is controlled by the 
projectile diameter, not the HE diameter, and the 
confinement is much reduced.  

 

 
Fig. 10. Mass burned as a function of time (from 
top to bottom)  when the projectile remains in con-
tact, when the projectile is removed 150 µs after 
ignition, and when the projectile is removed just 
after ignition. 
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