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Abstract13

GyPSuM is a tomographic model of mantle seismic shear wave (S) speeds, 14

compressional wave (P) speeds and detailed density anomalies that drive mantle flow.  The 15

model is developed through simultaneous inversion of seismic body wave travel times (P and S) 16

and geodynamic observations while considering realistic mineral physics parameters linking the 17

relative behavior of mantle properties (wave speeds and density).  Geodynamic observations 18

include the (up to degree 16) global free-air gravity field, divergence of the tectonic plates, 19

dynamic topography of the free surface, and the flow-induced excess ellipticity of the core-20

mantle boundary.  GyPSuM is built with the philosophy that heterogeneity that most closely 21

resembles thermal variations is the simplest possible solution.  Models of the density field from 22

Earth’s free oscillations have provided great insight into the density configuration of the mantle; 23

but are limited to very long-wavelength solutions.  Alternatively, simply scaling higher 24

resolution seismic images to density anomalies generates density fields that do not satisfy 25

geodynamic observations.  The current study provides detailed density structures in the mantle26

while directly satisfying geodynamic observations through a joint seismic-geodynamic inversion 27

process.  Notable density field observations include high-density piles at the base of superplume 28
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structures, supporting the fundamental results of past normal mode studies.  However, these 29

features are more localized and lower amplitude than past studies would suggest.  When we 30

consider all seismic anomalies in GyPSuM, we find that P and S-wave speeds are strongly31

correlated throughout the mantle.  However, correlations between the high-velocity S zones in 32

the deep mantle (~2000 km depth) and corresponding P-wave anomalies are very low suggesting 33

a systematic divergence from simplified thermal effects in ancient subducted slab anomalies. 34

Nevertheless, we argue that temperature variations are the primary cause of P-wave, S-wave, and 35

density anomalies in the mantle.36

37

1. Introduction38

Evaluating the relative behavior of various mantle properties is a powerful way to 39

identify compositional variations and processes occurring in the mantle [e.g., Robertson and 40

Woodhouse 1996; Su and Dziewonski 1997; Kennett et al. 1998; van der Hilst and Kárason 41

1999; Ishii and Tromp 1999, 2004; Masters et al. 2000; Saltzer et al. 2001; Kennett and 42

Gorbatov 2004; Trampert et al. 2004].  It has been well established that correlations of shear and 43

bulk sound speeds reduce in the deep mantle (lowest ~1000 km) and are in fact anti-correlated in 44

some regions [e.g. Su and Dziewonski 1997; Kennett et al. 1998; Masters et al. 2000].  45

Moreover, studies incorporating normal mode splitting functions have provided evidence that 46

high-density piles exist at the base of the mantle where ‘superplumes’ may originate thereby 47

contradicting the usual assumption that deep mantle heterogeneities are driven solely by 48

temperature variations [e.g., Ishii and Tromp 1999; Trampert et al. 2004]. Based upon very 49

long-wavelength images of the mantle, it has been argued that chemical variations dominate 50

thermal heterogeneity and, therefore, buoyancy forces in the deep mantle [Trampert et al. 2004].   51
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However, density and wave speed heterogeneities derived from normal-mode splitting data, that 52

are only sensitive to the longest length-scale heterogeneities, provide a limited understanding of 53

the structure and dynamics of Earth’s mantle.  These data appear to be subject to considerable 54

trade-offs and non-uniqueness [Kuo and Romanowicz 2002] and, moreover, the inferred density 55

anomalies provide poor fits to fundamental long-wavelength surface geodynamic constraints 56

[Soldati et al. 2009].57

In order to understand the dynamics of the mantle, we must first acquire detailed density 58

anomalies that drive mantle flow.  One way to estimate detailed density anomalies in the mantle 59

is through the translation of seismically derived models with mineral physics relationships.  Most 60

often, the resulting density models using this approach provide less than optimal fits to key61

geodynamic observations such as the global free-air gravity anomalies derived from satellite data62

[Forte 2007].  Thus, this approach requires the introduction of strong compositional effects 63

leading to potential overestimates of non-thermal contributions to mantle heterogeneity64

[Simmons et al. 2009].  Although geodynamic observations are sensitive to global integrals of 3-65

D anomalies throughout the mantle, these observations alone cannot adequately resolve local 66

density structure of the mantle.  Therefore, independent seismic information is required to help 67

define the local 3-D distribution of heterogeneity in the mantle.  In our previous studies 68

[Simmons et al. 2006, 2007, 2009], we combined geodynamic observations and S-wave travel 69

times in global-scale simultaneous inversions for shear wave speed and density.  In these 70

previous studies, both types of information directly aided in the resolution of the 3-D structures 71

as opposed to estimating density anomalies through the a posteriori scaling of a pure seismically 72

derived model.73
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The benefit of joint inversion of multiple types of data is multifold.  Firstly, joint 74

inversion directly accounts for the variable resolution of individual data sets that might produce 75

quite different distributions of mantle heterogeneities when considered alone.  In addition, 76

simultaneous inversion of different forms of information allows for the determination of multiple 77

mantle properties that are most consistent with one another given some underlying hypothesis 78

such as the dominance of thermal effects.  Moreover, we can more accurately evaluate the 79

relative behavior of mantle properties as determined through a direct joint inversion process 80

since the model parameterization and roughness levels are equivalent.  In other words, the joint 81

inversion process removes a number of biases that would potentially lead to unnecessarily large 82

degrees of compositional influence to explain multiple observations simultaneously.83

In this paper, we present the GyPSuM model (G=Geodynamic, P=Compressional waves, 84

S=Shear waves, M=Mineral physics) which represents the next step in the evolution of a detailed 85

multi-component mantle model presented in our previous studies [Simmons et al. 2006, 2007, 86

2009].  As in our previous work, GyPSuM is constructed through the simultaneous inversion of 87

seismic and geodynamic constraints using mineral physics relationships that relate the mantle 88

properties.  Also similar to our previous model developments, we simultaneously consider 89

globally distributed S-wave arrival times, the global free-air gravity field, divergence of the 90

tectonic plates, dynamic topography of Earth’s free surface, and the flow-driven excess ellipticity 91

of the core-mantle boundary (CMB).  The most important improvement from our previous 92

studies is the incorporation of globally distributed P-wave travel time measurements, thus 93

allowing the generation of a detailed, 3-component mantle model (density, P-wave velocity, S-94

wave velocity).  We also perform non-linear inversions to gradually adjust heterogeneities and 95
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mineral physics relationships rather than the pure linear approach employed in the 96

aforementioned previous studies.97

98

2. Seismic and Geodynamic Data99

The seismic data considered consist of globally distributed, teleseismic S-wave and P-100

wave travel time observations (Table 1) that are not restricted to common source-receiver pairs.  101

The S-wave observations consist of ~46,000 travel time residuals derived from waveform signals 102

filtered to 0.01-0.07 Hz.  The seismic phases include S, ScS, sS, sScS, SKS and SKKS phases 103

including surface-reflected multiples (e.g. sSS) and triplicated phases turning within the upper 104

mantle [Grand 1994, 2002; Grand et al. 1997; Simmons et al. 2006, 2007, 2009].  Travel time 105

residuals are relative to a 1-D model consisting of an average of the TNA/SNA models in the 106

upper mantle [Grand and Helmberger 1984] and PREM in the lower mantle [Dziewonski and 107

Anderson 1981].  Corrections for crustal structure and ellipticity are based upon the CRUST5.1108

model of Mooney et al. [1998] and the techniques developed by Dziewonski and Gilbert [1976], 109

respectively. Earthquake locations were determined through an iterative process whereby 110

portions of the model space were determined followed by relocation in several steps [Simmons et 111

al. 2006].  We view these data as highly reliable given that they are based upon detailed analyses 112

of synthetic waveform correlations and, when necessary, detailed event modeling.  Also, given 113

the diverse suite of phases reflecting and refracting through the mantle and our selection of 114

evaluated earthquakes, the coverage of the mantle is maximized. For more information regarding 115

these data (measurement procedures, coverage, etc.) see Grand [1994, 2002] and Simmons et al.116

[2006, 2007].117
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The P-wave observations consist of ~626,000 summary travel time residuals computed in118

Antolik et al. [2003]. The underlying data come from the recompilation and relocation of the 119

International Seismological Centre (ISC) direct P-wave arrivals performed by Engdahl et al.120

[1998] (EHB). The seismic events were relocated on the basis of the S&P12/WM13 3-D model 121

[Su and Dziewonski 1993] and subsequently summarized on a 2x2 degree global grid and 50-100 122

km event depth increments [Antolik et al. 2003].  The original ISC arrivals are not based on the 123

more reliable waveform correlation techniques employed in the generation of the S-wave data 124

set; however, the level of scrutiny involved in the grooming of the P-wave data by Engdahl et al.125

[1998], the summary-data analysis of Antolik et al. [2003], and the large amount of data yields a 126

valuable set of global P-wave observations.  Similar to the corrections applied to the shear wave 127

data, these data were corrected on the basis of CRUST5.1 as well as the ellipticity of Earth.128

The set of geodynamic constraints we employ consists of a suite of convection-related 129

observables sensitive to the viscosity of the mantle, the style of mantle flow, and 3-D density 130

variations.  These surface observables include the free-air gravity field from the EGM96 131

geopotential model derived through a compilation of land-, air-, and space-based observations 132

[Lemoine et al. 1998].  In addition, we employ constraints on the motion of the tectonic plates in 133

the form of plate divergence calculated from the NUVEL-1 plate velocity model [DeMets et al.134

1990].  The motion of tectonic plates are coupled to the underlying mantle flow driven by 135

density anomalies and are thus important constraints on 3-D density heterogeneity in the upper 136

and middle mantle.  We also consider the dynamic topography of Earth’s free surface estimated 137

by removal of the crustal isostatic topography signal [Forte and Perry 2000].  These data are the 138

least robust in the suite of geodynamic observations given the uncertainties of the global crustal 139

structure and rheologies; however, crust-corrected dynamic surface topography is a direct 140
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mapping of vertical stresses in the mantle and thus provides important constraints on the range of 141

upper-mantle density configurations needed to explain the other geodynamic observations 142

considered.  Large-scale mantle flow driven by density anomalies has a direct impact on the 143

overall shape of the CMB [see Forte et al. 1995].  Therefore, we also incorporate the excess 144

ellipticity of the CMB observed from Earth’s free-core nutation processes as an additional 145

constraint on mantle density [Herring et al. 2002; Mathews et al. 2002].  These studies have 146

found that there is ~400 m of excess bulge of the CMB along the equator and we presume that 147

this bulge is in response to mantle flow above the boundary.  See Table 1 for a summary of all of 148

the constraints employed in this study.149

150

3. Forward Model151

The forward model consists of a large and diverse set of linear equations to be solved 152

using inversion algorithms.  The first step in developing these sets of linear equations is defining 153

the model space.  We divided the mantle into blocks that are ~275x275 km in the lateral 154

dimension and 22 layers ranging from 75 to 240 km thick, providing a total 99,148 blocks 155

(model parameters).  The seismic sensitivities to the model space were computed through 1-D 156

ray tracing (infinite frequency approximation) and compiled into matrices to form a set of 157

sensitivity (Fréchet) kernels for both the S and P data sets.  The individual sets of kernels provide 158

the basis for the linear equations relating travel times and seismic slowness perturbations in the 159

typical way.160

Geodynamic sensitivity kernels were developed through the theoretical linear relationship 161

between mantle density anomalies and each of the surface observables (free-air gravity field, 162

plate divergences, dynamic surface topography, and excess CMB ellipticity).  This requires an163
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analytical description of the viscous flow response of the mantle to internal point sources of 164

density for each convection-related observation [Richards and Hager 1984; Ricard et al. 1984; 165

Forte and Peltier 1987].  We computed viscous flow responses for a compressible and 166

gravitationally consistent mantle whereby tectonic plate motions are dynamically coupled to the 167

underlying mantle flow [Forte and Peltier 1994; Forte 2007].  A combination of mixed free-slip 168

and no-slip surface boundary conditions were incorporated to calculate the responses assuming 169

the radially-symmetric viscosity profile derived from joint inversion of convection data and 170

glacial isostatic adjustment observations [Mitrovica and Forte 2004].  Based on the analysis of 171

Simmons et al. [2006], the responses were determined with the assumption that a whole-mantle 172

style of flow prevails.  Therefore, no strict boundaries to vertical mass transport are incorporated 173

into building the responses with exception of the CMB and free surface.  Each of the spherical 174

harmonic components of the geodynamic data fields has a unique sensitivity to the mantle 175

(Figure 1).  Thus, simultaneously considering the entire suite of geodynamic observations 176

provides significant constraints on the 3-D arrangement of density anomalies that may exist in 177

the mantle.178

Expressing the seismic and geodynamic observations as a single set of linear equations 179

yields a very large and complex system best described in the following matrix form:180
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where the notation is explained in Table 2. In Equation (1), the goal is to solve for a shear wave 182

slowness perturbation model ( Sm ). Therefore, the P-wave and geodynamic sensitivities are 183
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associated to shear wave slowness perturbations through relative heterogeneity ratios ( SR / and 184

SPR / ) obtained from mineral physics investigations.  Additionally, conversions relating velocity 185

perturbations ( V ) to slowness perturbations ( s ) must also be propagated through the 186

sensitivity kernel matrices using the approximation sVVV  00/ (where 0V is the starting 187

model velocity).  188

One of the major issues when attempting to simultaneously invert multiple forms of data 189

is determining the relative weights to each set of observations.  It might seem reasonable to 190

dramatically scale the P-wave data set down relative to the S-wave data set given the ~14-fold 191

increase in the number of data.  Simply defining P on the basis of number observations is not 192

appropriate since direct P-wave residual travel times are systematically smaller than the S-wave193

residuals.  This is especially true when considering S-wave phases that travel through the high-194

amplitude anomalies in the upper mantle multiple times (e.g. SSS) producing very large residual 195

travel times (signals).  Therefore, we chose these values on the basis of the relative data norms: 196

P

S
P r

r
 . (2)197

Equation (2) yields 7.0P and provides an even balance of influence between these 198

independent seismic data sets based on our extensive testing.  The weighting of the geodynamic 199

observations is more difficult since these data are represented as spherical harmonic coefficients 200

in constrast to travel time residuals.  Based on our previous joint investigations [Simmons et al.201

2006, 2007, 2009], the optimum weighting of the geodynamic observations relative to the shear 202

wave data ( G ) was found to be 1000 .  In the current study, we chose 200010002 G to 203

account for the addition of the P-wave observations providing an approximately equivalent 204
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influence of geodynamic and seismic observations.  CMB was chosen to be sufficiently large in 205

order to fully match the observed CMB excess ellipticity similar to the treatment of Simmons et 206

al. [2009]. The following sections describe our multi-step approach to solving this complicated 207

system of equations.208

209

4. Density-P-S Coupling in a Thermal Scenario210

Adopting the philosophy of the joint seismic-geodynamic modeling approach in Simmons 211

et al. [2009], we chose to initially attribute mantle heterogeneities to temperature variations in 212

the mantle and subsequently relax this requirement.  This approach involves first determining the 213

optimum scaling relationships ( SR / and SPR / ) that account for the relative behavior of mantle 214

properties when temperature variations are the dominant cause.  One of the major issues is the 215

large range of uncertainty of these parameters even when only considering the effects of 216

temperature (see Cammarano et al. [2003] and Karato and Karki [2001]).  To aid in the search217

for the optimum scaling relationships, it is useful to evaluate how these ratios are related.  Using 218

the representation of Karato and Karki [2001], the heterogeneity ratios linking 1) density to 219

shear speed variations, and 2) sound speed to shear speed variations can be written:220
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where   , S , and  correspond to density, shear wave speed, and sound wave speed 222

respectively.  The parameters  and S are the Anderson-Grüneisen parameters [e.g. Anderson 223

1989] relating differential changes of the elastic moduli to density variations, and thus represent 224
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the pure elastic effects to the ratios in Equation (3).  SQ is the shear wave quality factor225

and  CX  is a correction factor for anelasticity (see Karato and Karki [2001] for a thorough 226

description).  Therefore,   CXQS 12  represents the anelastic component to the relative 227

heterogeneity ratios.  If we also consider the relationship between the three types of seismic 228

wave speeds, we can readily derive a relationship between SR / and SPR / :229
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(4)230

Note that this simple formulation is identical to Karato and Karki [2001] with the assumption 231

that bulk attenuation is negligible, yielding PS QQ / .  Equation (4) shows that for simple 232

thermal variations in the mantle, SR / scales to SPR / in a predictable way.  Therefore, Equation 233

(4) represents full PS VV  coupling for thermally induced variations of iso-chemical mantle 234

material.  If we assume that S is a fixed value at any given depth, and velocity variations are 235

relatively small, we need to only determine one ratio ( SR / or SPR / ) and directly compute the 236

other, thereby simplifying the optimization problem.  237

Simmons et al. [2009] determined that a simple 1-D representation of SR / was not 238

adequate to account for the relative behavior of density and shear wave velocity variations in the 239

mantle.  This conclusion was based on the inability to simultaneously explain geodynamic and 240

seismic shear wave data with radially symmetric heterogeneity ratio profiles.  There are multiple241

reasons for this, including: 1) cratonic keels are compositionally distinct, and 2) SR / values in 242

the upper mantle are affected by the background temperature conditions due the temperature-243
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dependence of SQ .  In order to account for these 1st-order effects, Simmons et al. [2009] 244

introduced scaling model correction derivatives of the form:245

S

S

V
R
ln

/




  . (5)246

The search for the optimum  values yielded highly negative values in the cratonic roots and 247

slightly positive numbers in the non-cratonic (‘thermal’) upper mantle.  Therefore, SR / values 248

in fast, cratonic zones were systematically reduced yielding less negative and sometimes positive 249

buoyancies in accord with the iron depletion hypothesized in these mantle regions [e.g. Jordan250

1978].  Similarly, SR / values in the low-velocity, non-cratonic upper mantle were significantly 251

reduced in agreement with the expected behavior due to the temperature-dependence of SQ .  252

253

5. Modeling Procedures254

In our joint modeling approach, we initially performed inversions with simple scaling 255

relationships thereby forcing the geographic patterns of the heterogeneity fields (density and 256

wave speeds) to be spatially correlated, which is likely an oversimplification [e.g. Masters et al.257

2000].  These geographic patterns of the model property fields are thus allowed to deviate from 258

one another in a systematic manner thereby producing heterogeneity models most consistent in 259

pattern and relative amplitudes with some underlying hypothesis (e.g. thermal dominance).  260

Therefore, the scaling relationships between the model fields (velocities and density) evolve 261

from simplified 1-D profiles to fully three-dimensional relationships.  262

Before proceeding to the joint inversion, we tested the ability of simple seismic models 263

(derived entirely from seismic data alone) to match the other observations considered in this 264
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study. We selected the optimum 1D
SR / profile (Figure 2) as well as the TX2008s shear wave 265

model from the work of Simmons et al. [2009] for evaluation.  We note that, although a jointly 266

derived solution (TX2008j) was produced in Simmons et al. [2009], we chose to use the pure 267

seismically derived version to demonstrate the potential difficulties arising from the of shear 268

wave data alone.  Equation (4) was used to calculate 1D
SPR / assuming simple depth-dependent S269

and  computed from the starting 1-D shear and compressional models (described previously).  270

In the upper mantle, bulk S values were estimated by comparing the 1D
SR / profile from 271

Simmons et al. [2009] and the corresponding 1D
SPR / profile computed in Cammarano et al. [2003] 272

yielding S values between 2.2 and 3.8.  In the lower mantle, we estimated S to be linearly 273

decreasing from 2.7 (top of the lower mantle) to 1.3 (base of the mantle) based on the values for 274

MgSiO3 perovskite presented in Karato and Karki [2001].  275

Applying the 1-D scaling profiles to the TX2008s shear wave model, we calculated the 276

variance reduction fit to all of the considered data fields (Table 3).  The scaled TX2008s model is 277

incapable of satisfying the geodynamic constraints (with any 1-D scaling model) since it is 278

derived solely with shear wave constraints as pointed out in Simmons et al. [2009].  This scaled 279

shear wave model also provides a poor fit to the P-wave constraints employed in the current 280

study (~12% variance reduction).  To gain perspective on this measure of P-wave data fit, we 281

performed inversions considering only the P-wave data and with the same parameterization and 282

inversion techniques used to develop TX2008s.  The inversions were carried out using the 283

iterative LSQR algorithm [Paige and Saunders 1982] with a spectrum of smoothing weights.  284

The optimum P-wave model (henceforth referred to as P-only) provided ~32% variance 285

reduction fit to the P-wave data set.  This relatively low degree of potential fit (compared to the 286
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S-wave data set and model) is, in part, a product of the signal-to-noise ratio of the residual P-287

wave travel times and is comparable to studies using the same data (e.g. Antolik et al. [2003]).  288

The P-only model, when scaled to shear velocities and densities (with 1D
SR / and 1D

SPR / ), provides 289

a poor level of fit to the shear wave data (~56%) and remarkably low degrees of fit to the 290

geodynamic observations as well (Table 3).  Clearly, we could likely find a better set of 1-D 291

conversion factors to scale these independently produced models through a trial-and-error 292

process.  However, as shown in Simmons et al. [2009], selecting the best-fitting scaling model on 293

the basis of a heterogeneity model derived from a single type of data does not necessarily lead to 294

better models after a joint inversion is performed.  These tests mainly serve to provide some 295

insight into the potential fit that may be achieved with our model parameterization and they also 296

provide reference, baseline fits for subsequent comparisons.297

The initial step in the 3-component model construction is the joint inversion for density 298

and wave speeds assuming the set of simple 1-D scaling models ( 1D
SR / and 1D

SPR / ) previously 299

described.  The primary reasons for initially solving the system in Equation (1) assuming 1-D 300

scaling profiles are to: 1) develop an unbiased starting model for scaling model optimization, and 301

2) establish the appropriate level of model roughness when considering the combined data set.  302

The joint solution with 1-D scaling models (‘GyPSuM_1D’) provides a more balanced level of 303

fit to the seismic data sets than the independently produced models (variance reduction fit of 304

90% to the S-wave data and 28% to P-wave data set).  In addition, the fits to the geodynamic 305

observations are dramatically improved with the exception of the dynamic topography which is 306

still poorly matched (Table 3).  The problem of simultaneously reconciling the dynamic 307

topography and gravity fields has been recognized for quite some time (e.g. Forte et al. 1993; Le 308

Stunff and Ricard 1995).  In the context of joint seismic-geodynamic inversion, this problem 309
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persists when assuming simple 1-D scaling profiles that force the geographic pattern of wave 310

speeds and density to be identical.  However, when directly considering the impact of iron 311

depletion of the cratons and the temperature dependence of SQ through implementation of 312

scaling model corrections (i.e. Equation 5), the level of fit to the dynamic topography field can 313

be greatly improved while maintaining a good fit to the observed gravity field [Simmons et al.314

2009].  The search for these scaling model correction terms as well as other free parameters is 315

described in the following section.316

317

5.1 Scaling Model Optimization (1.5-D R values)318

One major limitation of the Simmons et al. [2009] investigation was that the 319

determination of the velocity-based correction derivatives ( terms) were based upon a fixed 320

(i.e. given) velocity model.  In reality, this is a non-linear problem since the determination of 321

shear velocity structure in a joint modeling process is a function of the corrected SR / values and 322

vice versa.  In the current study, we wish to find the optimum 1-D scaling models ( SR / ) and 323

correction derivatives (e.g. Equation 5) while considering the non-linearity of the problem.  We 324

are also incorporating P-wave constraints to yield a 3-component model of mantle heterogeneity.  325

Therefore, the selection of SR / impacts the calculated values of SPR / (via Equation 4) and our 326

ability to simultaneously fit the P-wave data set as well.   327

Given these additional complexities, we have formulated the scaling model optimization 328

problem by defining a parametric form of SR / in the following way:329

S
D-1
SS VbaRR ln//   (6)330
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where D-1
SR / is a starting 1-D scaling model and  is a velocity-based scaling correction 331

derivative defined in Equation (5).  The coefficients a and b represent the amplification and 332

shifting of the starting 1-D scaling model, respectively.  Therefore, a controls the overall shape 333

of the 1-D portion of scaling factor profile, b controls the mean value, and  adjusts the scaling 334

factor model according to the underlying shear wave velocity structure.  We will further refer to 335

the dimension of such a scaling model as 1.5-D.  Equation (6) presents the basic form of the 336

optimization problem; however, the coefficients are regionally dependent.  Specifically, we 337

define two sets of coefficients (  umum ba , and  lmlm ba , ) that adjust the upper (subscript ‘um’) and 338

lower mantle (subscript ‘lm’) scaling models independently.  Additionally, we must define 339

multiple  terms to account for the cratonic versus the non-cratonic upper mantle zones as well 340

as potential depth dependence of these values.  In total, we consider 9 free parameters described 341

in Table 4.342

To appropriately test the validity of a single set of these 9 free parameters, we must 343

perform a non-linear joint inversion involving the iterative updating of scaling models and global 344

heterogeneity models (i.e. solve Equation 1).  A grid search or Monte Carlo approach would be 345

computationally daunting and we have therefore adapted and modified a very fast simulated 346

annealing (VFSA) approach [Ingber 1989; Jackson et al. 2004] to identify the optimum set of 347

scaling model adjustment parameters described in Equation (6) and Table 4.  If we denote the ith348

scaling model adjustment parameter as im and the iteration number as k, an updated model349

parameter can be written:350

)( minmax
iii

k
i

new
i mmymm  .   (7)351
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The update parameter, iy , is drawn from a Cauchy distribution based on a randomly generated 352

number (  1,0iu ) and a value analogous to temperature in an annealing process, kT :353

 

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








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










1115.0
12 iu

k
kii T

Tusigny . (8)354

The broadness of the Cauchy distribution is controlled by the temperature in that, at high 355

temperatures, the potential for a high-amplitude value to be drawn is greater than at lower 356

temperatures.  After each iteration, the temperature drops according to a cooling schedule to 357

converge towards a solution.  For our purposes, we chose a relatively rapid cooling schedule to 358

limit the number of full joint inversions required:359

2/199.0
0

k
k eTT  . (9)360

We limited the range of possible 1-D components of the upper mantle scaling factors to the range 361

calculated from a recent mineral physics compliation along the 1300°C adiabat [Cammarano et 362

al. 2003] and the lower mantle profile was limited to the range defined by a suite of lower mantle 363

profiles [Karato and Karki 2001; Simmons et al. 2009]. If the set of adjustment parameters 364

produced 1-D scaling profiles beyond this defined range, new random selections were made 365

before proceeding.366

In order to determine whether to accept or reject a set of updated model parameters367

( newm ) we solved the joint system defined in Equation (1) in a non-linear sense by iteratively 368

updating the scaling model and global heterogeneity model using multiple applications of the369

LSQR algorithm.  The resulting data misfit was then calculated and compared to the misfit of the 370

previous model: 371
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(10)372

where j
predictedd and j

observedd are the predicted and observed data vectors for the jth data set listed 373

in Table 1.  If the normalized average data misfit was lower than the previous updated model374

( 0E ), the model was automatically accepted, the temperature was reduced, and the model 375

updating process was repeated.  If the misfit was higher than in the previous step ( 0E ), we 376

computed the probability function  kTEP /exp  and compared it to a uniformly distributed 377

random number (  1,0v ).  The model was accepted if vP  , otherwise the model was rejected 378

and the temperature remained constant for the next iteration.  The process was terminated after 379

61 model updates due to the small changes of model parameter and misfit variations at this stage 380

(Figure 3).  381

The 1-D component of the resulting D-1.5
S

R
/

relationship (Figure 2) in the upper mantle 382

converged to the lowest allowable values in the upper mantle similar to the results of Simmons et 383

al. [2009].  This bias towards the lowest acceptable values in the upper mantle (based on the 384

range for the 1300°C adiabat calculations in [Cammarano et al. 2003]) is most likely a product 385

of the combined effects of cratons and high-temperature zones that both require lowered scaling 386

values to account for iron depletion and the temperature-dependence of SQ , respectively.  The387

strongest upper mantle velocity signatures are ‘atypical’ in that they either deviate from a simple 388

pyrolitic composition or are very high-temperature, yet they occupy a large portion of the 389

shallow upper mantle and therefore greatly influence the 1-D scaling model solution.390
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In the lower mantle however, we find that the 1-D component differs from the results of 391

Simmons et al. [2009] who strictly tested a limited number of possible profiles.  In the current 392

case, the 1-D component of the lower mantle D1.5
S

R 
/

relationship is lower amplitude in the middle 393

of the mantle and higher amplitude near the base.  This ‘straightening’ of the scaling model 394

possibly reflects the lessening of the contributions of anelasticity relative to the starting solution 395

from Karato and Karki [2001].  The profiles in Karato and Karki [2001] might in fact 396

exaggerate the bulk contributions of anelasticity to mantle heterogeneity as recently reported in 397

some mineral physics studies [e.g. Brodholt et al. 2007; Matas and Bukowinski 2007] and our 398

results suggest a similar conclusion.  Since the D1.5
SP

R 
/

relationship is tied to the D-1.5
S

R
/

399

relationship for thermally induced variations according to Equation (4), the 1-D component of 400

the D1.5
SP

R 
/

relationship is nearly identical to the starting model in the upper mantle.  The only 401

notable change from the starting model is near the top of the lower mantle (Figure 2).  The very 402

minor divergence from the starting model in the deep mantle is due to the systematic decrease of 403

S with depth in the lower mantle, approaching a minimum of 1.3 assigned to the D’’ layer.  In 404

addition, the thermally induced 
S

R
/

values systematically decrease with depth, further 405

diminishing the influence of variations of 
S

R
/

on the resulting 
SP

R
/

values in the deepest parts of 406

the mantle (see Equation 4).407

We find velocity-based scaling model correction terms that are highly negative (Table 4) 408

in the cratonic roots reflecting the mass deficiency observed in numerous previous studies.  In 409

the non-cratonic upper mantle, we find positive  terms which is in general agreement with the 410

expected behavior due to the temperature dependence of the shear wave attenuation parameter 411
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(often denoted SQ ) in the upper mantle [Cammarano et al. 2003].  With these scaling model 412

improvements ( D1.5D1
SS

RR  
// 

and D1.5D1
SPSP

RR  
//

), we can increase the level of fit to all data sets 413

considered after joint inversion (‘GyPSuM_1.5D’; Table 3).  The most notable improvement is 414

to the dynamic surface topography field since we are directly accounting for the 1st-order effects 415

of cratons and other scaling model complexities in the upper mantle; thereby allowing for a 416

greater reconciliation of the free-air gravity and dynamic surface topography simultaneously.  417

418

5.2 Compositional Decoupling (3-D R values)419

As shown in the previous section, 1.5-D scaling models including the 1st-order effects of 420

compositional variability in the cratons and temperature dependence of SQ improves the level of 421

fit to the combined set of observations.  However, these corrected relationships ( D-1.5
S

R
/

and 422

D1.5
SP

R 
/

) do not completely describe the relative behavior of density and wave speeds since we 423

still are not able to satisfy the seismic observations to similar levels of fit obtainable by 424

independently produced models (e.g. TX2008s and P-only in Table 3).  The presence of lateral 425

compositional variations requires 3-D
S

R
/

and 
SP

R
/

values to fully relate mantle heterogeneity 426

fields.  Therefore, the scaling relationships must diverge from values representing thermal effects 427

in an iso-chemical mantle layer.  We have thus developed 3-D scaling models through a process 428

called ‘compositional decoupling’ since the scaling models are allowed to deviate from the 429

estimated purely thermal values.  430

In this iterative process, we allow for slow divergence of the scaling relationships from 431

the 1.5-D values and subsequently update the heterogeneity model through non-linear joint 432
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inversion.  We first update D3
S

R 
/

through inversion of the geodynamic constraints while 433

assuming a fixed shear wave slowness perturbation model determined in the previous step.  434

Similarly, we update D3
SP

R 
/

through inversion of P-wave information, disregarding the shear 435

wave and geodynamic constraints since our goal is to improve the level of fit to the P-wave data 436

given a shear wave model.  The linear systems to be inverted can be represented using the 437

variables defined in Table 2:438

439

(11)

440

441

442

where we have omitted regularization, weighting and slowness-velocity conversion terms for 443

simplicity.  At each cycle, k, we performed a limited number of LSQR iterations (we chose 4) to 444

restrict the divergence of scaling models from the previous model state.  There is no formal basis 445

for the selection of the number of LSQR iterations (4), but through trial-and-error testing we 446

found that 4 iterations did not allow the scaling models to move incredibly far from the previous 447

state.  To complete the kth inversion cycle, we inverted the full system of equations (consisting of448

all seismic and geodynamic information) for mantle structure assuming the updated D3
S

R 
/

and 449

D3
SP

R 
/

models, again with a limited number of LSQR iterations.  The kth shear wave slowness 450

model ( k
S

m ) then formed the basis for the subsequent cycle of 3-D scaling model inversions.  451

The process was repeated until we observed no significant improvement in the level of fit to all 452
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of the data fields considered.  Convergence occurred after 64 inversion cycles and the process 453

was thus terminated.454

The resulting 3-D scaling model distributions as a function of depth are illustrated in 455

Figure 4.  The distribution of D3
S

R 
/

values in the shallow upper mantle is broad and skewed 456

towards zero, with a substantial number of negative values.  This distribution demonstrates457

lowered scaling factors due to 1) iron depletion in the cold cratonic roots, producing positive 458

buoyancy in some cases, and 2) the temperature-dependence of SQ in the hot non-cratonic 459

regions such as the mid-ocean ridges and rift zones, reducing the apparent buoyancy.  A similar 460

distribution is found in the deepest mantle likely demonstrating significant compositional 461

variations, including within the ‘superplume’ structures as evidenced in numerous studies [e.g. 462

Ishii and Tromp 1999; Ritsema et al. 1999; van der Hilst and Kárason 1999; Masters et al. 2000; 463

Wen 2001; Ni et al. 2002; Ni and Helmberger 2003; Trampert et al. 2004; Simmons et al. 2007].  464

Specifically, the intrinsically high density material in the superplume structures competes with 465

the thermally induced density anomalies thereby reducing the overall 
S

R
/

values [Simmons et 466

al. 2007]. The basal portion of the superplume structures could also be intrinsically slow, further 467

lowering 
S

R
/

values. Aside from the shallow and very deep mantle, we find relatively compact 468

D3
S

R 
/

distributions with modes similar to the simple 1-D scaling relationship that assumes 469

thermal-dominance.  We note that, although we find anti-correlations (i.e. negative scaling) of 470

density and shear speed in the lower mantle, they are not the dominant signature even in the 471

deepest mantle.  Since density and shear wave variations are highly sensitive to temperature 472

variations, it may be argued that the non-cratonic mantle shear wave speeds and density 473
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variations are primarily products of temperature variations [Schuberth et al. 2009; Simmons et al.474

2009].475

The relative heterogeneity ratio (or correlation parameter) 
SP

R
/

is most often referred to by 476

the inverse (
PSSP

RR
//

1  ) in the literature and a wide range of values have been reported [Vasco et 477

al. 1994; Robertson and Woodhouse 1996; Su and Dziewonski 1997; Kennett et al. 1998; 478

Masters et al. 2000; Saltzer et al. 2001; Ritsema and van Heijst 2002; Antolik et al. 2003].  It has 479

been well established that there are numerous regions in the deep mantle with significant S-wave480

heterogeneities corresponding to very small P-wave anomalies.  This situation generates a large 481

quantity of nearly unbounded 
PS

R
/

values and may contribute to the large range of average 482

values reported in the literature.  This may in turn lead to discounting thermal variations as a 483

major contributor to seismic anomalies in the lower mantle since the average values often fall 484

well outside the expected thermal bounds [e.g. Karato 1993; Masters et al. 2000].  For these 485

reasons, we have solved for D3
SP

R 
/

in the current study.486

Our results show that modes of the distributions of D3
SP

R 
/

tend to follow the 1-D 487

component of the VFSA solution ( D1.5
SP

R 
/

) throughout most of the mantle (Figure 4).  If we 488

compare these distributions to those generated by models produced solely with the individual 489

seismic data sets (TX2008s and P-only), we find that the joint inversion procedure clearly 490

produces simultaneous P and S-wave models more consistent with pure thermal effects.  This 491

conclusion is based upon the ability to dramatically collapse the distributions of  D3
SP

R 
/

about the 492

1-D thermal profile with respect to the unconstrained, independent solutions (Figure 4).  493

However, there are still some broadly ranging values of scaling values even though attempts 494
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were made to produce an entirely thermally generated heterogeneity model in the previous 495

stages.  This is most obvious in the deepest mantle where the distributions of D3
SP

R 
/

become broad496

and skewed in some layers.  The broad distributions likely, in part, reflect compositional 497

anomalies in the deep mantle as concluded in numerous previous studies of the relative behavior 498

of mantle properties [e.g. Ishii and Tromp 1999; van der Hilst and Kárason 1999; Masters et al.499

2000; Saltzer et al. 2001; Trampert et al. 2004].  500

Relative seismic heterogeneity in the D’’ layer appears to be least consistent with thermal 501

variations since a nearly bimodal distribution of D3
SP

R 
/

is detected (Figure 4).  The primary mode 502

of the distribution (centered near 0.5) could potentially be explained by temperature variations;503

however the secondary mode in the distribution (centered near 0), clearly violates the expected 504

thermal behavior in an iso-chemical mantle [Karato and Karki 2001].  The decreased values of 505

SP
R

/
in the D’’ layer might be indicative of pressure-induced phase changes to post-perovskite (pPv)506

creating a partial de-correlation of P and S-wave heterogeneity [Murakami et al. 2004; Oganov and Ono507

2004; Iitaka et al. 2004; Tsuchiya et al. 2004; Wookey et al. 2005; Hirose 2006; Hernlund and Houser508

2008; Hutko et al. 2008].  This hypothesis is based upon mineral physics analyses that indicate that shear 509

modulus and density increase while bulk modulus is relatively unchanged due to the transition to the pPv 510

phase [e.g. Tsuchiya et al. 2004].  Moreover, the large spread of relative heterogeneity values near zero 511

may be due to patchy occurrences of pPv (and perhaps lens-like seams) modulated by the background 512

temperature [Hernlund et al. 2005; Lay et al. 2006; Hernlund and Houser 2008]. The discrepancy 513

between the distributions of P- and S-wave anomalies in the deep mantle is robust [Hernlund and Houser514

2008] and persists after performing a joint inversion.  However, we point out that the joint inversion 515

process performed in this study leads to seismic anomalies more consistent with thermal variations as 516

manifested through the distribution of 
SP

R
/

(Figure 4).517
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518

6. GyPSuM Model and Correlations519

The final model, GyPSuM, is illustrated in Figures 5-7.  The inversion procedures 520

described within this report allow for the estimation of what we refer to ‘thermal’ and ‘non-521

thermal’ contributions to mantle heterogeneity.  The ‘thermal’ contributions to each of the model 522

fields (velocities and density) are estimated from the joint inversion results obtained by 523

employing the temperature-induced part of the optimum 1.5-D scaling model.  The ‘non-thermal’ 524

contributions are computed by subtracting the thermal components from the final solution 525

developed in the previous section.  Therefore, the non-thermal heterogeneity field may be 526

thought of as a residual field required in addition to the thermal field in order to fit the data.  It 527

should be noted that there is a significant chance that some of the signatures we refer to as ‘non-528

thermal’ might actually be due to effects of laterally varying SQ since, in the development of the 529

1.5-D scaling model, we only considered 1st-order thermal scaling corrections in the upper 530

mantle and no corrections in the lower mantle (see Section 5.1).  531

In the upper mantle, we find relatively minor non-thermal contributions to the shear wave 532

heterogeneity field (Figure 5).  Some of the most prominent non-thermal contributions to the 533

shear wave heterogeneity field are found in the deep mantle within the superplume structures534

(most notably beneath Africa).  These structures are found to be intrinsically slow in terms of 535

shear wave speeds lending support to the idea that these features are partially produced by the 536

sweeping of compositionally distinct material into regions of large-scale upwelling mantle537

[McNamara and Zhong 2005].  However, we note that increased temperatures contribute greatly 538

to their overall observed low-velocity signatures (Figure 5).  Moreover, it is possible that some 539

of the estimated non-thermal signals within the superplume structures are products of laterally 540
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varying SQ due to a temperature increase.  Specifically, near 2280 km depth (Figure 5), we find 541

significant low-velocity shear wave signatures in the ‘non-thermal’ field with the African 542

superplume structure.  This apparent non-thermal signature manifests through the modeled 543

decrease of 
S

R
/

found through the 3-D scaling model inversion process relative to the 1-D 544

scaling profile (i.e. thermal profile).  However, based on the work of Karato and Karki [2001], a 545

similar effect may be expected due to increased temperatures and the impact to SQ .  546

Alternatively, our inferred non-thermal (or compositional) signature within these superplumes 547

(notably under Africa) may be explained in terms of iron-enrichment since this will produce an 548

reduction in shear wave speed in addition to the reductions expected for increased temperature 549

[e.g. Forte and Mitrovica 2001].550

Although there are apparent non-thermal influences on the shear velocity field, 551

temperature variations appear to be the dominant factor.  This is demonstrated more 552

quantitatively through the calculation of the root-mean-squared (RMS) amplitudes of the 553

individual thermal/non-thermal heterogeneity fields (Figure 8).  We find that the RMS amplitude 554

of the thermally induced shear wave heterogeneity is the largest contributor to the overall field 555

throughout the entire mantle.  This result is in direct agreement with Quéré and Forte [2006] and 556

Schuberth et al. [2009] who found that steep lateral temperature gradients could mostly account 557

for the large-scale, low-velocity superplume structures beneath Africa and the Pacific Ocean.558

Density heterogeneity in the shallow upper mantle is produced by both temperature and 559

compositional variations (Figure 7, 8).  As expected, the thermal signature in the cratonic regions 560

is high-density due to decreased temperatures while the compositional signature is low-density 561

due to depletion of basaltic components.  Due to the temperature-dependence of SQ , the thermal 562
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signatures are higher amplitude in seismically fast (cold) regions than in slow (hot) regions.  563

However, the competing thermal/compositional effects in the cratonic regions produce far lower 564

amplitude densities in the cratons overall, relative to the purely thermally induced density field 565

(Figure 7).  Compositional density anomalies are small relative to thermally driven density field 566

throughout most of the non-cratonic mantle based on the RMS amplitude calculations (Figure 8).  567

However, in the bottom ~400 km of the mantle, the compositional influence increases 568

dramatically.  The major contributions to the compositional density fields are within the African 569

and Pacific superplume structures.  The central cores of these features are found to be 570

intrinsically dense.  The positive intrinsic density of these structures severely offsets the 571

thermally driven density in portions of the superplume structures thereby reducing the overall 572

buoyancy.  These results are similar to the result of Simmons et al. [2007; 2009].  However, the 573

magnitude of the positive intrinsic density found in the current study generates slightly positive 574

density overall in localized portions of the African superplume structure, in particular in the D’’ 575

layer (Figure 7).  Studies utilizing normal mode splitting functions [e.g. Ishii and Tromp 1999; 576

Trampert et al. 2004] have found overall high-densities in these deep-mantle structures.  Our 577

results differ in that the high-density material observed in these features is far more localized and 578

much lower amplitude.  It is unclear whether the discrepancy is a product of 1) the differing 579

wavelengths of heterogeneity modeled in each case, 2) the different types of data used, 3) the 580

starting model and built-in assumptions, or 4) a combination of all of these factors.  We can say, 581

however, that the data considered in this study do not require large-scale zones of high-amplitude 582

positive density anomalies in the superplume structures to simultaneously explain all the 583

geodynamic and seismic constraints we have employed.584
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Compressional wave heterogeneity is shown to have significantly more influence from 585

compositional variations relative to shear wave velocity (Figures 6, 8).  These signatures are 586

most notable in the cratonic regions which are known to be compositionally heterogeneous.  We 587

also detect significant compositional anomalies throughout the lower mantle that are typically 588

half of the amplitude of the thermally induced anomalies.  One of the more notable non-thermal 589

P-wave velocity signatures in the deep mantle are negative values associated with the subducted 590

Farallon and Tethys slabs below ~1500 km depth (see Figure 6 at 1830 km depth).  These 591

negative non-thermal signatures oppose the thermal signatures (fast) and act to mask the overall 592

P-wave signatures of the deepest extent of the ancient subducted slabs.  It is therefore clear that 593

compositional variations contribute significantly to P-wave heterogeneity; yet, the RMS 594

amplitudes of the individual thermal/non-thermal structures suggest that temperature variations 595

are most often the largest contributor.  596

We have examined this result further by computing bulk sound speed variations from the 597

modeled P and S-wave anomalies, and similarly computed the RMS amplitudes as a function of 598

depth (Figure 8).  We find that the primary contributor to sound speed heterogeneity is variations 599

in composition, rather than temperature.  This finding provides strong support to the initial 600

results by Forte and Mitrovica [2001] that showed that bulk sound speed anomalies provide an 601

effective mapping of compositional heterogeneity in the deep mantle.  This is especially evident 602

in deep mantle where the sensitivity of sound speed to temperature is weak due to S values 603

approaching 1 (see Equation 3).  However, the considerable effect of temperature on the relative 604

behavior of shear modulus and density produces P-wave anomalies largely controlled by thermal 605

variations.  Thus, elucidating the reason for well-correlated S- and P-wave anomalies while 606



29

sound speed is often poorly correlated with S-wave speeds [Su and Dziewonski 1997; Masters et 607

al. 2000; Kennett and Gorbatov 2004].608

Based on the RMS amplitudes of wave speeds and density heterogeneities (Figure 8), we 609

may conclude that temperature variations are the primary cause of mantle heterogeneity.  We 610

also find that the correlation of shear wave velocity and the other modeled fields are highly 611

positive in the bulk of the mantle (Figure 9).  In particular, the correlation between density and 612

S-wave speeds approaches 1 in a large portion of the mantle.  This correlation drops off in the 613

deepest mantle owing to the compositional anomalies associated with the superplume structures.  614

Similarly, P- and S-wave heterogeneities are highly correlated when all anomalies (estimated 615

thermal and non-thermal contributions) are considered.  This result, along with the systematic 616

de-correlation of sound and shear speeds with depth, is generally consistent with past results [e.g. 617

Masters et al. 2000; Saltzer et al. 2001].  Moreover, sound and shear speeds become anti-618

correlated in the deep mantle with a negative peak just below ~2000 km depth; a result that is 619

very similar to the results presented in Saltzer et al. [2001].  However, just above the D’’ layer, 620

the correlation jumps to positive values and then quickly returns to negative within the D’’ layer 621

unlike the aforementioned study.  Both Saltzer et al. [2001] and Masters et al. [2000] show hints 622

of this cyclical correlation behavior, but the amplitude of the correlation jumps presented in the 623

current study are more dramatic.624

Although the modeled P/S-wave speeds and density are mostly correlated when all 625

anomalies are considered in the calculation, separating the fields according to fast and slow shear 626

wave anomalies reveals more complicated results (Figure 9).  In particular, the correlation 627

between the slow S-wave structures and density show much smaller (and sometimes negative) 628

correlations in the deep mantle.  The primary source of this de-correlation is easily recognized to 629
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be the effects of the opposing thermal/compositional density signatures associated with the 630

superplume structures (Figure 7).  The correlation between slow S-wave anomalies and the 631

corresponding P-wave anomalies is high, similar to the total correlation.  However, if we 632

compute the correlation of high shear velocity zones with the corresponding P-wave anomalies, 633

we find a dramatically different result (Figure 9).  Specifically, P-wave anomalies in regions with 634

high S-wave velocities systematically de-correlate with depth beginning at ~1500 km and 635

peaking to slightly negative values at ~2100 km depth.  Thus, the deep-mantle high shear 636

velocity zones, that may be attributed to ancient subducted slab remnants, have significantly 637

different geographic patterns than the P-wave anomalies due to strong anti-correlations of shear 638

and sound speeds.  In extreme cases, the high-velocity shear zones correspond to low-velocity P-639

wave anomalies.  Therefore, the thermal P-wave signatures are significantly countered by the 640

‘non-thermal’ component (see Figure 6; 1830 km depth) producing muted or absent total P-wave 641

structure where S-wave velocities are fast.  As pointed out in Boschi et al. [2007], deep lower 642

mantle anomalies are dominated by negative velocities at low spatial frequencies.  On the other 643

hand, high-velocity anomalies in the lower mantle are typically restricted to high spatial 644

frequencies that may not be well-resolved in some cases.  Correlation properties of fast 645

anomalies in the lower mantle, based on independently derived P- and S-wave models, would 646

therefore be dubious.  However, in the development of the GyPSuM model, both P- and S-wave 647

data were modeled simultaneously with the same parameterization and regularization mitigating 648

a number of issues including the varying resolution of each data set.649

Due to the relative temperature sensitivity of the bulk and shear moduli, it is possible to 650

have anti-correlated shear and sound speeds if sound speeds anomalies are small [Kennett and 651

Gorbatov 2004].  Similar to the study of Kennett and Gorbatov [2004], we find that inferred 652
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subducted slab features below North America and southern Asia follow this pattern down to 653

~1500 km depth.  However, we find strongly anti-correlated sound and shear speeds below 654

~1500 km depth with significant sound speed variations when we consider only structures with 655

fast shear speeds (Figure 9).  It is unclear if the deep-mantle high shear velocity blobs are 656

remnant slab materials.  But it is evident that these features have very different P-wave 657

signatures that do not adhere to the expected thermal behavior, differing from zones with low658

shear velocity in the lower half of the mantle.659

660

7. Conclusions and Discussion661

We have constructed a tomographic model of mantle shear wave speeds, compressional 662

wave speeds and detailed density anomalies through the simultaneous inversion of seismic and663

geodynamic observations.  The mantle model (labeled GyPSuM) was constructed with the 664

underlying hypothesis that temperature variations are the dominant cause of mantle 665

heterogeneity via the integration of mineral physics parameters that describe the relative 666

behavior of mantle properties due to thermal effects.  In a bulk sense, we find that P-wave, S-667

wave, and density anomalies in the non-cratonic mantle may be primarily attributed to variations 668

in temperature.  Thermal dominance of heterogeneity is best demonstrated through the calculated 669

RMS amplitudes of the estimated thermal and non-thermal contributions to the model fields 670

(wave speeds and density) shown in Figure 8.671

Wave speeds and density are highly correlated throughout most of the mantle when all672

anomalies are considered (Figure 9).  However, high shear velocity zones and the corresponding 673

P-wave anomalies systematically de-correlate in the ~1500-2500 km depth range suggesting 674

another mechanism besides simple thermal variations.  The combined thermal and other possible 675



32

mechanism(s) mute P-wave velocity signatures in zones commonly interpreted as subducted 676

slabs in the deep mantle on the basis of S-wave tomographic solutions that show persistent fast 677

anomalies at these depths (compare the ‘Total’ VS and VP fields in Figures 5- 6 at 1830 km 678

depth).  A possible explanation for the P- and S-wave discrepancies is the effects of electronic 679

spin transitions in iron-bearing minerals.  Studies of the elastic effects of spin transition suggest 680

that, at mid-mantle depths, the transition will generate negative seismic velocity anomalies over 681

a broad depth range [e.g. Crowhurst et al. 2009; Wentzcovitch et al. 2009].  The effects of this 682

mechanism would then oppose the thermally induced fast velocity signatures within the 683

subducted slab material.  Moreover, if the temperature decrease is small enough, the effects of 684

spin transitions could overwhelm the thermally induced high P-wave velocities thereby muting 685

out the structure entirely.  The S-wave signatures in the possible subducted slab remnants could 686

remain fast given the relatively increased sensitivity of S-wave velocity to thermal variations.  In 687

such a scenario, the high-temperature zones (producing low-velocity signatures) would remain 688

slow since the combined effects of increased temperature and spin transition would be 689

constructive.  Therefore the correlation of low shear velocity zones with the corresponding P-690

wave values would remain large and positive.  691

One potential problem with the hypothesis stated above is the fast, non-thermal shear 692

wave speeds we estimate in these zones (Figure 5; 1830 km depth).  If the previous scenario 693

were true, we would expect an opposite (slow) non-thermal VS signature.  A possible explanation 694

for this apparent fast non-thermal anomaly is the underestimation of the thermal contributions to 695

the shear wave velocity field in this depth range.  The joint inversion with thermal scaling 696

relationships (1-D in the lower mantle) incorporated both S- and P-wave data that conflict when 697

scaled in this simplified way as evidenced by our results.  Thus the thermal S-wave heterogeneity 698
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solution could have been corrupted by the P-wave data that require nearly no anomalies in these 699

subducted slab remnants.  Nonetheless, we find that zones with fast shear wave speeds (centered 700

at ~2000 km depth) correlate poorly with the corresponding P-wave anomalies in the total701

velocity fields (Figure 9) and are often muted and/or absent (Figures 5-6).  Spin transitions 702

potentially explain our observations, but the actual effects that electronic spin transitions have on 703

mantle materials is up for debate [see for example Badro et al. 2003, 2004; Hofmeister 2006; Lin 704

et al. 2007, 2008; Speziale et al. 2007; Stackhouse et al. 2007; McCammon et al. 2008; 705

Crowhurst et al. 2009; Wentzcovitch et al. 2009].706

Aside from the discrepancies of wave speeds in the ancient subducted slab remnants, the 707

superplume structures beneath Africa and the Pacific Ocean possess properties that cannot be 708

explained by temperature variations alone.  Most notably, portions of the superplume structures 709

have significant positive non-thermal density signatures that are relatively broad in the D’’ layer 710

and extend upward through the mid-mantle with a narrower lateral extent (Figure 7).  These 711

density signatures are interpreted as intrinsically dense material that is partially entrained within 712

the upwelling superplumes [Simmons et al. 2007].  The intrinsic density of this material counters713

the thermally induced density, thereby reducing the overall buoyancy of the upwellings [see 714

Simmons et al. 2007, 2009; Forte et al. 2010].  The amplitude of the non-thermal high-density 715

signatures in the superplumes are larger than our previous tomography results [Simmons et al.716

2007, 2009] owing to the addition of the P-wave constraints that help limit the range of possible 717

configurations of density heterogeneity in the joint inversion process.  718

Combining the thermal and non-thermal components of the density field, we find overall 719

positive density anomalies within the South Africa superplume structure.  Studies incorporating 720

normal mode splitting functions have similarly modeled high density signatures in the low-721
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velocity superplume structures [e.g. Ishii and Tromp 1999; Trampert et al. 2004] suggesting a 722

dominant compositional influence on the heterogeneity in these regions.  However, our results 723

dramatically differ in that the overall high-density zones appear to be far more localized and 724

lower amplitude.  Specifically, we find only slightly positive density anomalies beneath the 725

extreme southern tip of Africa that is mostly confined to the D’’ layer.  Beneath the Pacific 726

Ocean, we find no significant positive density anomalies in the low-velocity structures.  727

However, a localized portion of the Pacific superplume density structure is strongly affected by 728

the positive intrinsic density of the material, also severely muting the temperature-induced 729

buoyancy.  730

Even with these aforementioned complexities, we argue that temperature variations 731

dominate heterogeneity throughout the majority of the non-cratonic mantle.  The incorporation 732

of additional data types (not considered herein) in detailed joint tomographic studies may 733

disprove this argument in the near future.  Nonetheless, we believe that the initial assumption 734

that thermal variations dominate mantle heterogeneity should be applied in future investigations 735

to more accurately determine the necessary compositional influence.     736
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Figure Captions1010

Figure 1. Radially-symmetric viscosity profile and associated geodynamic sensitivity kernels. 1011

(a) Viscosity profile from Mitrovica and Forte [2004]. (b) Tectonic plate divergence kernels. (c) 1012

Free-air gravity kernels for the free-slip tectonic plate boundary condition. (d) Free-air gravity 1013

kernels for the no-slip boundary condition. See Forte and Peltier [1994] for further description 1014

of the dynamic coupling of the plate motions. (e) Dynamic surface topography sensitivity kernels 1015

for the free-slip boundary conditions (f) and no-slip boundary conditions.  The CMB topography 1016

kernels are similarly shown (g, h).1017

1018

Figure 2. Optimized relative heterogeneity ratios found through a very fast simulated annealing 1019

(VFSA) process.  Only the 1-D part of the 1.5-D scaling models are shown.  (Left) Density-shear 1020

scaling relationships where the blue line is the starting solution from Simmons et al. [2009], the 1021

red line is the solution found in the current study, and gray lines are the individual VFSA 1022

iterations.  The possible 1-D solutions were bounded based upon the work of Cammarano et al.1023

[2003] and Karato and Karki [2001].  (Right) Optimized 1-D compressional-shear velocity 1024

profile based on the fully coupled density-shear-compressional fields and joint inversions (see 1025

text).1026

1027

Figure 3. VFSA cooling schedule and misfits for 1.5-D scaling model optimization iterations 1028

shown in Figure 2.  (Top) We chose a rapid cooling schedule since, with each possible set of 1029

scaling model parameters, a full-scale non-linear joint inversion of all seismic and geodynamic 1030

data was performed.  (Bottom) Normalized average data misfit to all data fields using scaling 1031
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models at each VFSA iteration.  The process was stopped after 61 models were accepted due to 1032

the very minor misfit variations at this stage.  1033

1034

Figure 4. Modeled 3-D scaling model distributions (dark shaded regions) compared to the 1-D 1035

components (blue lines) found through optimization procedures.  (Left) Density-shear wave 1036

speed relationship distributions tend to have modes aligning with the inferred 1-D thermal 1037

values.  The major exception is in the shallow upper mantle where cratons reside.  Additionally, 1038

distributions skewing towards zero are present near the base of the upper mantle and the deepest 1039

mantle.  (Right) Compressional-shear speeds relative heterogeneity ratios also tend to have 1040

distribution modes falling along the inferred 1-D thermal values.  The distributions tend to be 1041

significantly broader than the density-shear values and are bi-modal in the D’’ layer.  For 1042

reference, the red and green lines correspond to 
PSSP

RR
//

1  values of 2.7 and 1.7, respectively. 1043

The distributions of 
SP

R
/

values were computed for the pure seismic models (TX2008s and P-1044

only) for comparison (light gray shaded areas) to demonstrate the impact of forcing the solution 1045

to be more consistent with thermal variations.  Note that there are a number of values near zero 1046

in the deep mantle.  Therefore, the inverse, 
PSSP

RR
//

1  , is unbounded.1047

1048

Figure 5.  GyPSuM model shear wave heterogeneity field.  The ‘non-thermal’ part of the field is 1049

computed through subtracting the result assuming the thermal scaling profile (left column) from 1050

the final result (right column) based on non-linear scaling and heterogeneity model inversions 1051

described in the text.  Note that the color scales change for each panel according to the amplitude 1052

(‘X’) printed in the lower left corner of each panel.  The old cratonic regions clearly show up as 1053
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fast anomalies and the mid-ocean ridges and rifts are slow.  Note that the ‘non-thermal’ 1054

heterogeneity levels are significantly smaller than the thermal signatures in the upper half of the 1055

mantle.1056

1057

Figure 5 (continued) Linear fast zones attributed to past subduction beneath North America and 1058

south Asia clearly persist beyond 1800 km depth.  Low-velocity zones dominate much of the 1059

deep mantle shear wave heterogeneity and are most evident in the African and Pacific 1060

superplume structures. High-velocity zones in the D’’ layer generally occur beneath regions 1061

where subduction has occurred since the past supercontinent cycle [Anderson 2002] suggesting 1062

that slabs eventually reach the base of the mantle.1063

1064

Figure 6.  GyPSuM model compressional wave heterogeneity field.  The depths and other details 1065

are the same as in Figure 5.  Compositional variations play a major role in the development of 1066

compressional wave heterogeneity in the shallow upper mantle.  This is most notable in cratonic 1067

regions, but other scattered non-thermal anomalies are present as well.  We note that the P-wave 1068

information in this study consists of direct teleseismic arrivals and thus the resolvability of the 1069

these features is in terms of P-wave heterogeneity is very limited.1070

1071

Figure 6 (continued) Non-thermal influences on P-wave heterogeneity are significant in the 1072

lower half of the mantle.  Most notably, the thermally-induced high-velocity zones in the deep 1073

mantle are generally offset by non-thermal low-velocity signatures that mute the total high-1074

velocity structures.  However, the patterns of the low-velocity regions in the total field generally 1075

match the thermally-induced field.1076
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1077

Figure 7.  GyPSuM model density heterogeneity field.  The depths and other details are the same 1078

as in Figures 5 and 6.  The thermally-induced high-density signatures in the cratonic roots are 1079

offset by the non-thermal contributions severely reducing the amplitude of the overall negative 1080

buoyancies.  Outside of the cratons, upper mantle density structure is dominated by the effects of 1081

temperature variations.1082

1083

Figure 7 (continued) The primary non-thermal contributions to the density field are within the 1084

superplume structures beneath Africa and the Pacific Ocean.  The central cores of these features 1085

are found to be intrinsically dense, offsetting the effects of temperature.  In some localized zones 1086

within the superplumes, we find near neutral buoyancies and mild negative buoyancies which 1087

may account for the stabilization of the deep part of these structures over long time scales.1088

1089

Figure 8. Root-mean-squared (RMS) amplitudes of wave speeds and density.  Each field is 1090

separated into thermal and non-thermal contributions and RMS amplitudes are subsequently 1091

computed.  Shear wave speeds are dominantly produced by variations in temperature throughout 1092

the mantle.  Compressional wave heterogeneity is also largely controlled by variations in 1093

temperature, but to a lesser extent than shear waves given the strong compositional influence on 1094

bulk sound speed.  Thermally induced density anomalies are typically larger than 1095

compositionally induced structures.  However, the mass depletion in the cratons and the intrinsic 1096

high density observed in parts of the superplume structures produces opposing compositional 1097

anomalies that rival the thermally induced structures.  Sound speed variations are dominated by 1098

compositional variations throughout most of the mantle.  Of particular interest is the 1099
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compositionally induced amplitudes that increase with depth from ~1500 km depth to the CMB.  1100

The low amplitude of the thermally-induced sound speed field in the deep mantle is a product of 1101

S values approaching 1.  Therefore, the relative behaviors of the bulk modulus and density are 1102

very similar in the presence of temperature variations in the lower mantle providing very small 1103

variations without compositional anomalies.1104

1105

Figure 9.  Depth-dependent correlation of shear wave heterogeneity with P-wave speeds, sound 1106

speeds and density.  (Left) Correlations considering all structure.  Shear waves are generally 1107

highly correlated with P-wave and density heterogeneities throughout the mantle.  However, 1108

sound speed is often de-correlated or mildly anti-correlated with shear wave heterogeneity.  1109

(Center)  Correlations based on low shear velocity regionalization. When we consider only the 1110

low shear velocity structures in the correlation measurement, we find that P-wave anomalies 1111

corresponding to these zones remain fairly well correlated.  However, density heterogeneity 1112

systematically de-correlates with shear speed in the deepest mantle primarily owing to the 1113

intrinsic high-density signatures of the superplume structures.  (Right) Correlations based on 1114

high shear velocity regionalization.  Fast shear velocity structure is highly correlated with density 1115

throughout the lower mantle.  P-wave heterogeneity in regions where shear velocity is fast 1116

systematically de-correlates with S beginning at ~1500 km depth demonstrating the distinctly 1117

different properties of the high shear velocity blobs relative to the low velocity structures that 1118

appear to be primarily products of temperature variations.1119

1120

1121

1122
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Table 1. Constraints on mantle heterogeneity employed in this study.
Constraint Description Quantity Source

S-waves

Residual travel times for globally 
distributed S, ScS, sS, sScS, SKS, SKKS
phases.  Data also includes surface 
reflected multiples (e.g. SSS, ScS3, etc.) 
and triplicated phases turning within the 
upper mantle.

~46,000
Grand [2002]

Simmons et al. [2007]

P-waves

Residual travel times for teleseismic P-
waves based on a recompilation of 
International Seismic Centre (ISC) data 
(EHB).  Arrivals are condensed using a 
summary ray approach over 2 x 2 degree 
bins.

~626,000
Engdahl et al. [1998] 

(EHB)
Antolik et al. [2003]

Gravity

Global free-air gravity field from the 
EGM96 geopotential model derived from 
a compilation of land-, air-, and space-
based observations.

spherical 
harmonic 

degrees 2-16
Lemoine et al. [1998]

Plate 
Motions

Divergence of all tectonic plates 
calculated from the NUVEL-1 plate 
velocity model.

spherical 
harmonic 

degrees 1-16
DeMets et al. [1990]

Dynamic 
Topography

Non-isostatic topography of Earth’s free 
surface.  Estimated from removal of the 
crustal isostatic topography signal on the 
basis of CRUST2.0.

spherical 
harmonic 

degrees 1-16

Bassin et al. [2000]
Forte and Perry [2000]

CMB 
Ellipticity

Excess ellipticity of the core-mantle 
boundary (CMB) relative to Earth’s 
surface.  The CMB is elevated by ~400 m 
along the equator according to studies of 
Earth’s free-core nutation processes.

zonal harmonic 
degree 2

Herring et al. [2002]
Mathews et al. [2002]

Mineral 
Physics 

Parameters

Bounds on the relative heterogeneity 
ratios ( SS VddR lnln //   and 

SPSP VdVdR lnln //  ) due to pure 

thermal variations.  Anharmonic and 
anelastic effects included.

N/A
Karato and Karki [2001]

Cammarano et al. [2003]
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Table 2. Forward model variables.
Variable Description Details

SL Shear wave sensitivity kernels
1-D ray path lengths

46,000 x 99,148 sparse elements

PL Compressional wave sensitivity kernels
1-D ray path lengths

620,000 x 99,148 sparse elements

G Geodynamic data viscous flow 
response kernels

Spatial sensitivities of spherical harmonic 
components up to degree 16; free-air gravity, 

plate divergences, dynamic topography
861 x 99,148 full elements

c CMB ellipticity kernel
Spatial sensitivity of the degree 2 zonal harmonic

1 x 99,148 full elements (row vector)

D Regularization operator 2nd-order digital smoothing filter

DCMBGP  ,,, Weights
Relative weighting between data sets 

( CMBGP  ,, ); regularization weight ( D )

SV , PV ,  Wave speeds and density
Starting model velocities and density from PREM 

and TNA/SNA models (see text)

SPR /
Compressional/shear wave relative 

heterogeneity ratio SPSP VdVdR ln/ln/ 

/SR
Density/shear wave relative 

heterogeneity ratio S/S VddR ln/ln  

Sr Shear wave travel time residual 
measurements

~46,000 residuals (column vector)

Pr Compressional wave travel time 
residual measurements

~626,000 residuals (column vector)

g Geodynamic data
Spherical harmonic coefficients up to degree 16 of 

the free-air gravity, plate divergences, dynamic 
topography; 861 elements (column vector)

e CMB ellipticity
Degree 2 zonal harmonic coefficient representing 

400m of excess ellipticity on the core-mantle 
boundary

Sm Shear wave slowness perturbation 
model

Heterogeneity model to be determined through 
inversion
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Table 3. Model fits to all data considered.

Model Name

Scaling Models

SR / , SPR /

S-wave
arrivals

(%)

P-wave
arrivals

(%)

Free-air 
gravity

(%)

Tectonic 
plate 

divergence
(%)

Dynamic 
surface 

topography
(%)

CMB
excess

ellipticity
(km)

TX2008sa 1-Db 94 12 1 48 -44 1.3
P-onlyc 1-Db 56 32 -57 30 -164 1.3

TX2008ja 3-Db 93 12 91 99 80 0.4 
GyPSuM_1Dd 1-Db 90 28 69 97 -70 0.4 

GyPSuM_1.5Dd 1.5Dd 90 29 73 97 32 0.4 
GyPSuMe 3-De 93 31 88 99 72 0.4 

Fits are expressed as variance reduction (in percent) except for excess CMB ellipticity expressed in km (0.4 km is 
the expected value).
aShear wave models produced with seismic data alone (TX2008s) and joint inversion of shear wave travel times 
and geodynamic information (TX2008j) from Simmons et al. [2009]. 

bOptimum 1-D and 3-D density-shear scaling models found on the basis of joint seismic-geodynamic inversion 
[Simmons et al. 2009] and computed compressional-shear scaling (see text).

cCompressional velocity model produced using only P-wave data described in the text.  TX2008s and P-only 
have similar model roughness.  Models are for fit comparison only.

dJoint P-S-geodynamic models developed using 1-D scaling (GyPSuM_1D) and a modified scaling model that 
accounts for 1st- order effects of cratonic mass depletion and the temperature dependence of Q 
(GyPSuM_1.5D).  Scaling model 1.5D was found through the simulated annealing process described in the text.

eFinal P-S-density and scaling models developed in this study. 



50

1135

1136

Table 4. Scaling model optimization parameters.
General form: S

D-1
SS VbaRR ln//  

Parameter Description VFSA solution
D-1
SR /

Starting density-shear velocity relative heterogeneity 
ratio from Simmons et al. [2009].

N/A

SVln Shear wave velocity heterogeneity N/A


Velocity-based scaling model correction derivatives of 
the form SS VR ln//  

N/A

uma Amplification factor applied to the starting 1-D upper 
mantle density-velocity scaling profile.

0.916

umb Additive term that adjusts the mean of the 1-D upper 
mantle scaling profile.

0.0157

lma Amplification factor applied to the starting 1-D lower 
mantle density-velocity scaling profile.

0.651

lmb Additive term that adjusts the mean of the 1-D lower 
mantle scaling profile.

0.0619

100
craton Scaling model correction derivative defined only in the 

cratonic roots in the upper 100 km.
-5.92

250
craton Scaling model correction derivative defined only in the

cratonic roots from 100 to 250 km depth.
-3.13

100
thermal Scaling model correction derivative in the non-cratonic 

upper 100 km.
1.26

250
thermal Scaling model correction derivative in the non-cratonic 

mantle in the 100-250 km depth range.
1.59

650
thermal Scaling model correction derivative in the non-cratonic 

mantle in the 250-650 km depth range.
0.341
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