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EPIGRAPH

Mallory O’Brian: And we went to the moon. Do we really have to go to Mars?

Sam Seaborn: Yes.

Mallory O’Brian: Why?

Sam Seaborn: ’Cause it’s next. ’Cause we came out of the cave,

and we looked over the hill and we saw fire;

and we crossed the ocean and we pioneered the West,

and we took to the sky.

The history of man is hung on a timeline

of exploration and this is what’s next.

– The West Wing

Season 2, Episode 9: Galileo

(29 November 2000)

v



TABLE OF CONTENTS

Signature Page . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Epigraph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . xvii

Vita and Publications . . . . . . . . . . . . . . . . . . . . . . . xix

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Basics of Inertial Confinement Fusion with High Powered

Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Motivation for Fast Ignition . . . . . . . . . . . . . . . . 8
1.3 Cone-Guided Fast Ignition and its Requirements . . . . . 11
1.4 Outline of the Dissertation . . . . . . . . . . . . . . . . . 16
1.5 Role of the author . . . . . . . . . . . . . . . . . . . . . . 18

Chapter 2 Physics of Intense Laser Plasma Interactions . . . . . . . . . . 20
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Ponderomotive Force . . . . . . . . . . . . . . . . . . . . 22
2.3 Laser Interaction with Underdense Plasma . . . . . . . . 24

2.3.1 Self-Focusing and Filamentation . . . . . . . . . . 24
2.3.2 Inverse Bremsstrahlung Absorption . . . . . . . . 26

2.4 Laser Interaction with Overdense Plasma . . . . . . . . . 27
2.4.1 Resonance Absorption . . . . . . . . . . . . . . . 27
2.4.2 Vacuum Heating . . . . . . . . . . . . . . . . . . 29
2.4.3 j × B Heating . . . . . . . . . . . . . . . . . . . . 31

2.5 Generation and Transport of Relativistic Electron Beams
in Solid Targets . . . . . . . . . . . . . . . . . . . . . . . 33
2.5.1 Hot Electron Conversion Efficiency . . . . . . . . 34
2.5.2 Hot Electron Temperature Scaling . . . . . . . . . 36
2.5.3 Collisional versus Collective Effects in Propagation 38

2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 40

vi



Chapter 3 The Titan and Vulcan Laser Facilities and Experimental Con-
figurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 The Technology behind Ultra-Short Pulse, Ultra-High In-

tensity Lasers . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Formation of Laser Prepulse . . . . . . . . . . . . . . . . 46
3.4 The Titan PW OPCPA Laser . . . . . . . . . . . . . . . 47
3.5 The Vulcan PW OPCPA Laser . . . . . . . . . . . . . . 49
3.6 Experimental Diagnostics . . . . . . . . . . . . . . . . . . 50

3.6.1 Characterizing the Laser . . . . . . . . . . . . . . 51
3.6.1.1 Laser Energy . . . . . . . . . . . . . . . 51
3.6.1.2 Laser Focal Spot . . . . . . . . . . . . . 51
3.6.1.3 Laser Pulselength . . . . . . . . . . . . . 52
3.6.1.4 Laser Prepulse . . . . . . . . . . . . . . 53

3.6.2 Target Self-Emission Diagnostics . . . . . . . . . . 54
3.6.2.1 XUV Imager . . . . . . . . . . . . . . . 54
3.6.2.2 XUV Flat Field Spectrometer . . . . . . 55
3.6.2.3 Cu Kα Imager . . . . . . . . . . . . . . 56
3.6.2.4 Highly Oriented Pyrolytic Graphite (HOPG)

Spectrometer . . . . . . . . . . . . . . . 62
3.6.2.5 Single Photon Counting CCD . . . . . . 65
3.6.2.6 Cross-Calibration of the Cu Kα Diag-

nostics . . . . . . . . . . . . . . . . . . . 66

Chapter 4 Measurement of Electron-Heated Target Temperatures using
Extreme Ultraviolet Imaging and Spectroscopy . . . . . . . . . 68
4.1 Theory of Extreme Ultraviolet Radiation . . . . . . . . . 68
4.2 The XUV Imaging Diagnostic . . . . . . . . . . . . . . . 71

4.2.1 Diagnostic Geometry . . . . . . . . . . . . . . . . 71
4.2.2 Calibration of Multilayer Mirrors . . . . . . . . . 74
4.2.3 Damage to Mirrors from Exploding Targets . . . 78

4.3 Experimental Results . . . . . . . . . . . . . . . . . . . . 79
4.4 LASNEX Calculations . . . . . . . . . . . . . . . . . . . 82
4.5 Discussion: The Use of the XUV Imagers . . . . . . . . . 87
4.6 Spectroscopy in the XUV . . . . . . . . . . . . . . . . . . 88

4.6.1 The XUV Flat-Field Spectrometer . . . . . . . . . 88
4.6.2 Spectroscopy Results . . . . . . . . . . . . . . . . 89

Chapter 5 Transport of Energy by Ultra-Intense Laser-Generated Elec-
trons in Nail-Wire Targets . . . . . . . . . . . . . . . . . . . . 94
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . 95
5.3 Experimental Results and Analysis . . . . . . . . . . . . 98

vii



5.3.1 Kα Emission and Bulk Heating . . . . . . . . . . 98
5.3.2 XUV Emission and Surface Heating . . . . . . . . 102

5.4 e-PLAS Simulations . . . . . . . . . . . . . . . . . . . . . 104
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Chapter 6 Effects of Preplasma on Hot Electron Coupling and Propaga-
tion in Cone-Attached Wire Targets . . . . . . . . . . . . . . . 113
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . 121
6.3 Experimental Results . . . . . . . . . . . . . . . . . . . . 125
6.4 HYDRA Modeling of Preplasma Formation in Cone . . . 129
6.5 Inferring the Generated Hot Electron Distribution and

Energy with Zuma . . . . . . . . . . . . . . . . . . . . . 132
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Chapter 7 Conclusions and Future Work . . . . . . . . . . . . . . . . . . 149
7.1 Summary of the Work . . . . . . . . . . . . . . . . . . . 149
7.2 Future Experiments and Modeling . . . . . . . . . . . . . 152
7.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . 153

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

viii



LIST OF FIGURES

Figure 1.1: The fusion cross sections versus center-of-mass energy for var-
ious fusion reactions. The DT reaction has the largest cross
section in the entire energy range below 400 keV. Figure taken
from Atzeni and Meyer-Ter-Vehn, The Physics of Inertial Fu-
sion: Beam Plasma Interaction, Hydrodynamics, Hot Dense
Matter (2004)[3]. . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Figure 1.2: ICF uses either (a) direct drive or (b) indirect drive to deliver
the laser energy to the fuel capsule. . . . . . . . . . . . . . . . . 4

Figure 1.3: In a fusion reaction, power deposited by alpha particles is in
competition with radiative losses by bremsstrahlung emission.
Here power deposited by alpha particles and power emitted by
bremsstrahlung in an equimolar DT plasma are plotted as a
function of temperature. For ignition to occur, the DT fusion
plasma must therefore exceed a temperature of 4.3 keV. Curves
taken from expressions in Atzeni, The Physics of Inertial Fusion
(2004)[3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Figure 1.4: (a) Energy fraction delivered to the plasma ions for different
values of the density. (b) Alpha particle stopping range versus
plasma temperature for different values of the density. Figure
taken from Fraley, Physics of Fluids (1974)[5]. . . . . . . . . . . 8

Figure 1.5: A schematic of the inertial confinement fast ignition fusion
concept. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Figure 1.6: In conventional ICF, the central hot spot ignites a high density
cold shell. In fast igntion, the fuel is first isochorically com-
pressed to a moderately high density with no hot spot. Fast
electrons generated from a separate high-intensity short pulse
laser create a hot spot. . . . . . . . . . . . . . . . . . . . . . . . 10

Figure 1.7: Pulse parameters for fast ignition, for particles with a range of
0.6 g/cm2, as determined from 2-D DUED simulations. (a) Ig-
nition windows in the power-energy plane, and (b) Ignition win-
dows in the intensity-energy plane. Figure taken from Atzeni,
Physics of Plasmas (1999)[8]. . . . . . . . . . . . . . . . . . . . 11

Figure 1.8: Fuel gain as a function of fuel energy. Squares : 2D numer-
ical simulations using DUED, solid line: isochoric model (i.e.,
fast ignition), broken line: isobaric model (i.e., central hot spot
ignition). Figure taken from Atzeni, Physics of Plasmas (1999)[8]. 12

Figure 1.9: Cartoon of the cone-focus geometry for fast ignition. The cone
provides an open path for the ignitor beam opposite the implosion. 13

ix



Figure 1.10: (a) The NIF ignition scale cone-guided FI baseline design. (b)
A simulation with a temporal radiation profile as shown (with
a TR,max of 250 eV), where the capsule absorbs ∼150 kJ of
x-ray energy results in (c) the imploded configuration with a
solid-angle-averaged fuel column density <ρR>DT = 2.2 g/cm2.
Figure taken from Hatchett, Fusion Science Technology (2006)[12]. 14

Figure 1.11: (a) The reentrant cone target used by Kodama et al. The gold
cone was attached to a CD shell of 500 µm diameter and 7 µm
wall thickness. (b) An x-ray image showing the imploded core
plasma at the cone tip. Figure taken from Kodama, Nature
2001[13]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 1.12: The key issues for electron cone-guided fast ignition include
tailoring the incident laser profile, understanding the effect of
preplasma, optimizing the electron conversion efficiency, charac-
terizing the electron transport, and determining the propagation
and stopping of the electrons in the fuel. . . . . . . . . . . . . . 16

Figure 2.1: The mechanism behind self-focusing and filamentation caused
by the ponderomotive force. . . . . . . . . . . . . . . . . . . . . 25

Figure 2.2: A schematic interpretation of resonance absorption. For p-
polarized light, the electric vector of the light wave lies in the
plane of incidence. The electric field can tunnel up the plasma
density gradient to launch electron-plasma waves at the critical
surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Figure 2.3: Simplified capacitor model of vacuum heating absorption. . . . 30
Figure 2.4: Conversion efficiency of laser energy into hot electron energy

plotted against intensity on target. The 20 and 5 ps points are
for laser energies of 200-400 J, and 450 fs data are with 15-20 J
energies. Figure taken from Key, Physics of Plasmas 1998[31]. . 35

Figure 2.5: Predicted electron energy spectrum Thot based on Ponderomo-
tive (solid, green), Beg (dashed, purple), and Haines (dotted,
red) scaling. Experimental evidence seems to show that be-
low laser intensities of 1019 W/cm2, Thot scales with Beg or
Haines[29, 32], and above that intensity, with Ponderomotive[33]. 37

Figure 3.1: A typical chirped-pulse amplification (CPA) configuration. Im-
age courtesy of LLNL S&TR of September 1995. . . . . . . . . 45

Figure 3.2: A typical intensity trace of a full system Titan short pulse laser
shot. The ASE pedestal beings approximately 3 ns before the
main pulse arrives at T=0 ns. The intensity of the main pulse
saturates the diode (evidenced by the flat top on the peak), and
the gradual drop in peak pulse intensity is due to the finite rise
and decay time of the diode. Image courtesy of P. Patel. . . . . 46

x



Figure 3.3: A 3-D model of the Titan laser at LLNL. Image courtesy of R.
Van Maren. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 3.4: A 3D model of the Vulcan Laser Facility at the Rutherford Ap-
pleton Laboratory. Image courtesy of the Central Laser Facility. 50

Figure 3.5: (a) The Titan OPCPA focal spot at TCC as imaged by the
Equivalent Plane Monitor. (b) The integrated power fraction
of the focal spot in (a). . . . . . . . . . . . . . . . . . . . . . . 51

Figure 3.6: The intensity of the overlap of the split pulse gives the pulse
width of the shot. . . . . . . . . . . . . . . . . . . . . . . . . . 52

Figure 3.7: Oscilloscope trace showing the prepulse profile of a high-power
laser pulse. The main pulse is saturated. Figure taken from
MacPhee, Review of Scientific Instruments 2008[58]. . . . . . . 53

Figure 3.8: The use of a concave aperiodic grating allows the spectrum
to be recorded on a flat plane, rather than on a curved sur-
face matching the Rowland circle when simply using a concave
grating. Image courtesy of M. Y. Shen. . . . . . . . . . . . . . . 55

Figure 3.9: The energy level diagram for copper (Z=29). Kα radiation
occurs through a n = 2 to n = 1 transition, while Kβ represents
n = 3 to n = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Figure 3.10: The K-shell ionization cross section for copper as a function of
overvoltage. The curve is a fit to empirical data as described
by Hombourger[64]. . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 3.11: Schematic of the experimental setup of a Cu Kα Imager. . . . 58
Figure 3.13: The collection efficiency of the Cu Kα decreases as a function of

temperature due to the shifting and broadening of the Kα line
out of the effective bandwidth of the imager diagnostic. Data
points are derived by evaluating the ratio of area under the Cu
Kα line emission bounded by the aperture energy bandwidth of
the diagnostic. Data courtesy of K. Akli. . . . . . . . . . . . . . 60

Figure 3.12: The shift of the Cu Kα line as a function of temperature. Spec-
tra as predicted from the 0-D collisional radiative code FLYCHK. 61

Figure 3.14: Schematic of the experimental setup of a HOPG crystal. . . . . 62
Figure 3.15: The intrinsic mosaicity of the HOPG crystal allows for rays

emitted by a point source to be focused onto a plane in the
image plane if the crystallites are lying on a Rowland circle.
This mosaic focusing occurs in the 1:1 magnification geometry,
when the focal length F between the source and the crystal,
and the crystal and the image plane are equal. When rays are
reflected off multiple crystallites at different depths, a focusing
error giving the x-ray line width ∆s will occur. . . . . . . . . . 63

Figure 3.16: Schematic of the experimental setup of a Single Photon Count-
ing CCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

xi



Figure 4.1: (a) A 256 eV image of a half sphere with a grid 228 µm behind
it. (b) A 68 eV image of a half sphere with a grid 804 µm behind
it. (c) A 68 eV image of a copper cone. (d) A 68 eV image of
a 10 µm CD / 5 µm Al / 10 µm CD sandwich. . . . . . . . . . 70

Figure 4.2: Schematic of XUV imaging diagnostic setup. . . . . . . . . . . 72
Figure 4.3: Schematic of multilayer reflector of n bilayer pairs. The pa-

rameters λ, θ, and d are chosen to satisfy the Bragg equation,
and the relative thicknesses of the high- and low-Z materials are
chosen to optimize reflectivity. . . . . . . . . . . . . . . . . . . 73

Figure 4.4: A schematic of the LBL Center for X-ray Optics Beamline 6.3.2
at the Advanced Light Source which was used for the calibration
of the XUV multilayer mirrors. Figure taken from Underwood,
Review of Scientific Instruments (1996)[80]. . . . . . . . . . . . 74

Figure 4.5: (a) Reflectivity as a function of energy at various grazing in-
cidence angles for the 256 eV spherical and turning mirrors.
Open purple squares: spherical mirror at 83◦ incidence angle;
open blue triangles: spherical mirror at 85◦ incidence angle;
solid orange circles: turning mirror at 43◦ incidence angle; yel-
low hatches: turning mirror at 45◦ angle. (b) Reflectivity as a
function of energy at various grazing incidence angles for the 68
eV spherical and turning mirrors. Open green diamonds: spher-
ical mirror at 75◦ incidence angle; open blue triangles: spherical
mirror at 85◦ incidence angle; solid orange circles: turning mir-
ror at 43◦ incidence angle; yellow hatches: turning mirror at 45◦

incidence angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Figure 4.6: Comparison of reflectivity for different orders on the 68 eV

spherical mirror. All measurements were taken at 85◦ grazing
angle incidence. Green crosses: first order; red dotted line:
second order; blue solid triangles: fourth order. . . . . . . . . . 77

Figure 4.7: Effect of accumulation of debris on the mirror surface due to
shot exposure, plotted as reflectivity as a function of number of
shots. Green dotted line with diamonds is for the 68 eV XUV
spherical multilayer mirror and the purple solid line with circles
is for the 256 eV XUV spherical multilayer mirror. Error bars
for the 256 eV mirror are too small to be seen over the data
marker itself. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Figure 4.8: A 10 µm Cu target. (a) The raw 256 eV image shown as CCD
counts and lineout of the image; (b) the raw 68 eV image shown
as CCD counts and lineout of the 68 eV image. The long time
scale of bright emission at the 68 eV energy allows the capture
of the whole interaction region. . . . . . . . . . . . . . . . . . . 80

xii



Figure 4.9: LASNEX simulation results: peak target pre-expansion tem-
perature vs absolute brightness for a selection of flat foil targets.
Solid pink diamonds: 25 µm Cu at 256 eV; solid orange squares:
25 µm Cu at 68 eV; open blue circles: 10 µm Cu at 256 eV;
open green triangles: 10 µm Cu at 68 eV; large dashed vertical
line: 256 eV detection threshold; small dashed vertical line: 68
eV detection threshold. . . . . . . . . . . . . . . . . . . . . . . 83

Figure 4.10: (a) Temperature map and lineout for the 10 µm Cu target
based on the 256 eV XUV imager. (b) Temperature map and
lineout for the 10 µm Cu target based on the 68 eV XUV imager. 84

Figure 4.11: Peak temperatures derived from the two different XUV imagers
plotted against each other. Squares: 25 µm Cu; circles: 10 µm
Cu; triangles: 10 µm Al / 30 µm Cu. The diagonal line indicates
equivalent temperatures from both imagers. . . . . . . . . . . . 85

Figure 4.12: Target backside peak temperatures as a function of target
equivalent Cu density thickness. Triangles: 25 µm Cu; circles:
10 µm Cu; squares: 10 µm Al / 30 µm Cu. . . . . . . . . . . . 86

Figure 4.13: Schematic of flat field spectrometer setup. . . . . . . . . . . . . 89
Figure 4.14: (a) The soft x-ray spectra for a CD planar target using a 1200

lines/mm diffraction grating. (b) Schematic illustration of the
spatial zone from which plasma emission was recorded. (c) The
lineouts for the front and rear surface spectra. . . . . . . . . . . 91

Figure 4.15: The comparison of measured experimental line ratios for spatial
zone marked in Fig. 4.14 with expected line pair ratios generated
using the FLYCHK spectroscopic code. . . . . . . . . . . . . . . 92

Figure 5.1: Layout of experimental setup showing diagnostic view angles
relative to the nail-wire target axis. . . . . . . . . . . . . . . . . 96

Figure 5.2: Cross-calibration of Single Photon Counting Camera Kα yield
vs. HOPG yield to determine absolute number of Cu Kα values
from Cu Kα 2-D images. Dotted line is the least squares fit
to the open circles (denoting Single Photon Counting Camera
yields plotted against HOPG yields). Solid line is least squares
fit to the solid circles (denoting improved Single Photon yields
plotted against Kα Imager yields. . . . . . . . . . . . . . . . . . 97

Figure 5.3: Cu Kα emission from the nail-wire target shown with enhanced
color scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Figure 5.4: Kα/sr/µm for the nail-wire: experimental (connected dotted
line), 1D numerical model fit to experimental data (dashed), 1D
numerical model inferred total Kα emission profile (before any
temperature reduction) (solid). The wire to nail head junction
is at 0 µm on the abcissa scale. . . . . . . . . . . . . . . . . . . 100

xiii



Figure 5.5: (a) Extreme ultraviolet image (at 68 eV) of the nail-wire. Emis-
sion can be seen all along the nail-wire, and even around the
bend. Inset: Schematic showing illumination geometry. (b) Ex-
treme ultraviolet image (at 256 eV emission) of the nail-wire.
Dotted line denotes position of lineout in (c) Transverse lineout
of wire in 256 eV XUV image which displays prominent limb
brightening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

Figure 5.6: (a) e-PLAS hot electron density plot at 2 ps. (b) Lineouts of
the transverse averages for nh (red), nc (blue), and Zni (brown).
The nh profile shows a near-exponential falloff along the full
length of the wire. The 1/e length from e-PLAS is ∼76 µm. . . 106

Figure 5.7: (a) e-PLAS thermal (cold) electron contours at 2 ps. Plot
displays enhanced surface heating along the edges of the target.
(b) Lineouts of the temperature profiles at 2 ps for hot electrons
(red), cold electrons (blue), and ions (brown). Beyond z=225
µm (125 µm along the wire), both the cold electrons and the
ions are at a similar temperature of 200 eV. (The target starts
out with an initial temperature of 100 eV.) (c) Transverse av-
erage density profiles across the wire at z = 120 µm. The hot
electron density is seen to extend to a larger radius than the
cold electron or ion densities. This correlates to the large flux
of hot electrons surfing along the outside edge of the wire. (d)
Transverse temperature profiles for the wire at z = 120 µm. Tc

is seen to peak just at the edge of the wire. . . . . . . . . . . . 108
Figure 5.8: (a) e-PLAS magnetic field contours at 2 ps. A strong ~B field

is seen all around the nail head, confining electrons. (b) Axial
profile of the magnetic field taken at r = 13 µm. Fields are
largest (∼50 MG) near the laser spot and along the wire surface

near the head-wire interface. ~B field sign is generally positive,
indicating that the dominant hot electron flow is away from the
head, while return current lies just inside the wire surface. . . . 109

Figure 6.1: Even under varied laser focusing conditions (ray tracing shown
here for the case of tight focus at the cone tip, and focusing
to a point 400 µm before the cone tip), the patterns of Cu Kα
fluorescence from the cone target are very similar. . . . . . . . . 114

Figure 6.2: Typical cone-attached target used in the experiment by Baton
et al. The Au cone has a 20 µm aperture and 30◦ total angle.
The cone tip is fixed to a square 300×300 µm2 planar target.
Figure taken from Baton et al., Physics of Plasmas (2008)[96]. . 116

xiv



Figure 6.3: Kα images of Al (20 µm) / Cu (20 µm) / Al (20 µm) targets
irradiated with a 1 ω0, 0.4 ps, 300 µm defocused, 5×1017 W/cm2

laser with a 2 ns ASE prepulse pedestal. In (a), the foil was
irradiated directly, while in (b), a Au cone of 30◦ opening angle,
40 µm wide tip was attached to the foil. Both images use the
same color scale. Figure taken from Baton et al., Physics of
Plasmas (2008)[96]. . . . . . . . . . . . . . . . . . . . . . . . . . 117

Figure 6.4: Kα images of targets irradiated by an essentially prepulse-free
2ω0, 0.4 ps laser pulse at best focus, 1×1017 W/cm2 intensity.
In (a) a Cu (20 µm) / Al (20 µm) target is irradiated directly,
while in (b), an Al (10 µm) / Cu (20 µm) / Al (20 µm) planar
target is attached to a 30◦, 20 µm wide tip cone. The laser was
focused directly on the target plane. Both images use the same
color scale. Note that the appearance of a slightly lower Kα
spot signal in part (b) is due to the presence of the additional
10 µm thick Al layer. Figure taken from Baton et al., Physics
of Plasmas (2008)[96]. . . . . . . . . . . . . . . . . . . . . . . . 118

Figure 6.5: Cu Kα emission from Cu cone targets irradiated with the Titan
150 J, 0.7 ps laser pulse that is preceded by (a) 7.5 mJ and (b)
100 mJ energy, nanosecond duration prepulse. . . . . . . . . . . 119

Figure 6.6: PIC simulation results for cone targets irradiated with two
different levels of prepulse: initial electron density [blue-green],
laser Poynting flux at time of peak fluence [red], and energy
density of above 1 MeV electrons at end of 3 ps simulation run
[green-white]. Dashed lines show the geometric focus of the f/3
laser beam. Figure taken from MacPhee et al., Physical Review
Letters (2010)[97]. . . . . . . . . . . . . . . . . . . . . . . . . . 120

Figure 6.7: The cone-wire target. The 30◦ full opening angle Au cone has
20 µm thick walls, and an inner tip diameter of 30 µm, and
thickness of 10 µm. A Cu wire of 40 µm diameter, 1.5 mm
length is glued to the end of the cone. . . . . . . . . . . . . . . 122

Figure 6.8: Images of the assembled cone-wire target, taken by General
Atomics. Each target was individually metrologized to ensure
dimensions were within specifications and the gluing of the wire
to the cone tip was done well. . . . . . . . . . . . . . . . . . . . 123

Figure 6.9: Experimental setup showing diagnostic view angles relative to
the cone-wire target axis, and representative pieces of data from
their respective diagnostic. . . . . . . . . . . . . . . . . . . . . . 124

Figure 6.10: Integrated Kα signal normalized to incident laser energy from
cone-wire targets as a function of prepulse energy. . . . . . . . . 126

Figure 6.11: Kα profiles taken along the wire (transversely integrated, cor-
rected for view angle and opacity) for varying levels of prepulse. 127

xv



Figure 6.12: A plot of the integrated Kα yields as derived from the HOPG
spectrometer versus the integrated Kα yields from the 2-D spa-
tially resolved Cu Kα Imager shows that the yields follow a
fairly linear trend, indicating that the loss in signal on the im-
ager due to shifting of the Kα line is minimal. . . . . . . . . . . 128

Figure 6.13: HYDRA simulation results of electron density at 3 ns in a
Au cone with (a) 8 mJ of prepulse and (b) 1 J of prepulse in
the nominal Titan ASE spot and pulselength. Electron density
contours of 1×1019, 5×1021, and 1×1022 are marked. . . . . . . 130

Figure 6.14: Electron density profiles along the axis of the cone. The rela-
tivistic and nonrelativistic critical density locations are marked. 131

Figure 6.15: Resistivity of copper as a function of temperature, as calculated
from the Lee-More-Desjarles (LMD) algorithm which is used in
the Zuma code. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Figure 6.16: The distribution of electron energy for a 1 MeV, 3-D juttner-
type relativistic Maxwellian distribution. . . . . . . . . . . . . . 134

Figure 6.17: The Kα generated along the wire as predicted by Zuma can be
transversely integrated over time to give Kα profiles that can
be directly compared against the experimental data. The color
bar shows the integrated Kα up to 8 ps for a 1.5 J, 500 keV
Thot electron distribution injected into the wire. . . . . . . . . . 135

Figure 6.18: Zuma runs of 500 keV and injected electron energies of 1.5,
7.5, and 15 J (corresponding to 1, 5, and 10% conversion of the
Titan laser energy). . . . . . . . . . . . . . . . . . . . . . . . . 136

Figure 6.19: The Kα profiles of Fig.6.18 normalized to a uniform point to
display the difference in initial drop off, and the point at which
we approach the purely collisional case. . . . . . . . . . . . . . 138

Figure 6.20: Experimental data for a shot with 17 mJ of prepulse (dotted
line) fit with several Zuma simulations (solid lines). . . . . . . . 139

Figure 6.21: Estimated conversion efficiencies from laser energy to hot elec-
tron energy as inferred from the best fit Zuma calculation to
the experimental data. . . . . . . . . . . . . . . . . . . . . . . . 140

Figure 6.22: Estimated Thot for each prepulse shot as inferred from the best
fit Zuma calculation to the experimental data. . . . . . . . . . . 141

Figure 6.23: Predicted Kα profiles when divergence angle, reflecting bound-
aries are changed, etc. . . . . . . . . . . . . . . . . . . . . . . . 144

Figure 6.24: Identical cone-wire targets shot using the 2ω laser at the Lab-
oratoire pour l’Utilisation des Lasers Intenses (LULI) showed
coupling into the wire of approximately a factor of two higher
than seen on Titan. This is likely due to the nearly zero prepulse
at LULI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

xvi



ACKNOWLEDGEMENTS

First and foremost, I want to express my deepest gratitude to my academic

advisor, Professor Farhat Beg. Not only did he give me the opportunity to do a

Ph.D. with him, he has provided me with unending encouragement, support, and

guidance the past several years. He has generously given me opportunities to grow

as an experimentalist, and to publish papers and attend conferences to learn to

communicate the science.

Thank you to my technical and “moral” advisor at Livermore, Dr. Andrew

MacPhee, who has always made my grad student years fun, taught me to think on

my feet, and trusted me to work independently.

I am hugely indebted to Dr. Mike Key, whose invaluable counsel has guided

me through numerous analyses, papers, and presentations.

I am especially grateful to Dr. Prav Patel, who not only fed my coffee addiction,

but has provided so much patience and assistance and advice and taught me what

it meant to do a good job.

Huge thanks are due to Scott Wilks and David Larson, who taught me / allowed

me to work with the HYDRA and Zuma codes, respectively. They were always

helpful and patient with me, and allowed me to ask hundreds of dumb questions.

I am appreciative of Andy Mackinnon, Richard Stephens, Harry McLean, and

Linn Van Woerkom for their guidance and support as PI’s and bosses.

Special thanks to Kramer Akli, Rod Mason, and Steve Hatchett for allowing

me to heckle them for simulations (and providing them to me)!

And thank yous all around to a multitude of people I had the privilege of do-

ing experiments with and learning from: Cliff Chen, Sebastien Le Pape, Daniel

Hey, Teresa Bartal, Sophie Baton, Sugreev Chawla, Hui Chen, Sophia Chen, Rob

Clarke, Becky Daskalova, Laurent Divol, Robert Fedosejevs, Richard Freeman,

Hal Friesen, James Green, Drew Higginson, Kerry Highbarger, Charlie Jarrott,

Andreas Kemp, Elijah Kemp, James King, Michel Koenig, Andy Krygier, Kate

Lancaster, Anthony Link, Derek Mariscal, Chris Murphy, Peter Norreys, Dustin

Offermann, Vladimir Ovchinnikov, John Pasley, Frederic Perez, Yuan Ping, Hi-

roshi Sawada, Riccardo Tommasini, David Turnbull, Ying Tsui, Brad Westover,

xvii



Mingsheng Wei, Linn Van Woerkom, Toshinori Yabuuchi, and Bingbing Zhang.

I am grateful for the generous financial support of the Lawrence Scholar Pro-

gram.

And finally, to all the professors, colleagues, and friends unmentioned. I thank

you for your love and encouragement. Thank you for teaching me and allowing me

to learn from you and work with you. Your role in allowing me to be granted a

Ph.D. is not overlooked.

This work was performed under the auspices of the U.S. Department of Energy by

Lawrence Livermore National Laboratory under contract DE-AC52-07NA27344.

Chapter 4 is a reprint of the material as it appears in T. Ma, Review of Scientific

Instruments 79, 093507 (2008); T. Ma, Review of Scientific Instruments 79, 10E312

(2008); and T. Ma, IEEE Transactions on Plasma Science, Vol. 36, No. 4 (2008).

The dissertation author was the primary investigator and author of these papers.

Chapter 5, in full, is a reprint of the material as it appears in T. Ma, Physics of

Plasmas 16, 112702 (2009). The dissertation author was the primary investigator

and author of this paper.

Chapter 6 is material currently being prepared for publication.

xviii



VITA

2005 B.S. in Engineering and Applied Science (with a con-
centration in Aeronautics), California Institute of Tech-
nology

2008 M.S. in Engineering Sciences (Aerospace Engineering),
University of California, San Diego

2010 Ph.D. in Aerospace Engineering, University of Cali-
fornia, San Diego

PUBLICATIONS

T. Ma, et al., “Transport of Energy by Ultra-Intense Laser-Generated Electrons
in Nail-Wire Targets,” Physics of Plasmas, 16, 112702 (2009).

T. Ma, et al., “Determination of Electron-Heated Temperatures of Petawatt Laser-
Irradiated Foil Targets with 256 eV and 68 eV Extreme Ultraviolet Imaging,”
Review of Scientific Instruments, 79, 093507 (2008).

T. Ma, et al., “Electron Heated Target Temperature Measurements in Petawatt
Laser Experiments based on Extreme Ultraviolet Imaging and Spectroscopy,” Re-
view of Scientific Instruments, 79, 10E312 (2008).

Tammy Ma, et al., “Extreme Ultraviolet Imaging of Electron-Heated Targets in
Petawatt Laser Experiments,” IEEE Transactions on Plasma Science, Vol. 36,
No. 4 (2008).

A. G. MacPhee, et al., “Limitation on Pre-pulse Level for Cone-Guided Fast-
Ignition ICF,” Physical Review Letters, 104, 0550002 (2010).

Sebastien Le Pape, et al., “Characterization of the Preformed Plasma for High-
Intensity Laser-Plasma Interaction,” Optics Letters, Vol 34, No. 19, 2997 (2009).

P.A. Norreys, et al., “Recent Fast Electron Energy Transport Experiments Rele-
vant to Fast Ignition Inertial Fusion,” Nuclear Fusion, 49, 104023 (2009).

C. D. Chen, et al., “Bremsstrahlung and Ka Fluorescence Measurements for Infer-
ring Conversion Efficiencies into Fast Ignition Relevant Hot Electrons,” Physics of
Plasmas, 16, 082705 (2009).

Tsuyoshi Tanimoto, et al., “Measurements of Fast Electron Scaling Generated by
Petawatt Laser Systems,” Physics of Plasmas, 16, 062703 (2009).

xix



J. A. King, et al., “Studies on the Transport of High Intensity Laser-Generated
Hot Electrons in Cone Coupled Wire Targets”, Physics of Plasmas, 16, 020701
(2009).

Sebastien Le Pape, et al., “Density Measurement of Shock Compressed Foam Using
2D X-ray Radiography”, Review of Scientific Instruments, 79, 106104 (2008).

A. G. MacPhee, et al., “Diagnostics for Fast Ignition Science”, Review of Scientific
Instruments, 79, 10F302 (2008).

R. Tommasini, et al., “Development of Backlighting Sources for a Compton Radio-
graphy Diagnostic of Inertial Confinement Fusion Targets”, Review of Scientific
Instruments, 79, 10E901 (2008).

J. Pasley, et al., “Nail-Like Targets for Laser-Plasma Interaction Experiments”,
IEEE Transactions on Plasma Science, Vol. 36, No. 4 (2008).

K. U. Akli, et al., “Laser Heating of Solid Matter by Light-Pressure-Driven Shocks
at Ultrarelativistic Intensities”, Physical Review Letters, 100, 165002 (2008).

L. Van Woerkom, et al., “Fast Electron Generation in Cones with Ultraintense
Laser Pulses”, Physics of Plasmas, 15, 056304 (2008).

J. S. Green, et al., “Effect of Laser Intensity on Fast-Electron-Beam Divergence in
Solid-Density Plasmas”, Physical Review Letters, 100, 015003 (2008).

J. Pasley, et al., “Experimental Observations of Transport of Picosecond Laser
Generated Electrons in a Nail-Like Target”, Physics of Plasmas, 14, 120701 (2007).

xx



ABSTRACT OF THE DISSERTATION

Electron Generation and Transport in Intense Relativistic

Laser-Plasma Interactions Relevant to Fast Ignition ICF

by

Tammy Yee Wing Ma

Doctor of Philosophy in Engineering Sciences (Aerospace Engineering)

University of California San Diego, 2010

Professor Farhat Beg, Chair

The reentrant cone approach to Fast Ignition, an advanced Inertial Confinement

Fusion scheme, remains one of the most attractive because of the potential to

efficiently collect and guide the laser light into the cone tip and direct energetic

electrons into the high density core of the fuel. However, in the presence of a

preformed plasma, the laser energy is largely absorbed before it can reach the cone

tip. Full scale fast ignition laser systems are envisioned to have prepulses ranging

between 100 mJ to 1 J. A few of the imperative issues facing fast ignition, then, are

the conversion efficiency with which the laser light is converted to hot electrons,

the subsequent transport characteristics of those electrons, and requirements for

maximum allowable prepulse this may put on the laser system.

This dissertation examines the laser-to-fast electron conversion efficiency scal-

ing with prepulse for cone-guided fast ignition. Work in developing an extreme

ultraviolet imager diagnostic for the temperature measurements of electron-heated

targets, as well as the validation of the use of a thin wire for simultaneous deter-

mination of electron number density and electron temperature will be discussed.
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Chapter 1

Introduction

Achieving ignition and propagating burn in the laboratory through Inertial

Confinement Fusion (ICF) would be a tremendous accomplishment that would

demonstrate the viability of inertial fusion as an energy option for the world. To-

wards this goal, the initial National Ignition Facility (NIF) experiments will focus

on central hot spot (CHS) ignition, in which a spherical fuel capsule is simulta-

neously compressed and ignited. This conventional approach, whether with direct

or indirect drive, places strict symmetry requirements on the fuel compression and

on the uniformity of the driver beams.

Fast Ignition (FI) relaxes these constraints by separating the fuel assembly and

heating phases of ICF. Following the compression of the deuterium-tritium fuel

by the traditional ICF drivers (with much lower energy than required for CHS

ignition), an ultra-intense short pulse laser is brought in to generate a beam of

relativistic electrons. These fast electrons propagate through the dense coronal

plasma to deposit their energy in the core of the fusion pellet, which creates the

hot spot and ignites the fuel. Because this scheme can significantly reduce the

energy requirements for compression, and allow for increased flexibility in target

smoothness and beam quality and symmetry, FI promises lower ignition thresholds,

and therefore higher gains.

The re-entrant cone geometry for fast ignition is a further evolution of the basic

FI scheme, in which a hollow cone is embedded in the fuel capsule. The cone would

provide an open evacuated path free of coronal plasma for the ignitor laser and

1
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guide the laser beam closer to the spot to be ignited. The cone may also help

concentrate the flow of energetic electrons.

This thesis concentrates on unraveling some of the complex physics involved in

the intense laser-plasma interactions relevant to electron cone-guided fast ignition.

Understanding and optimizing electron generation and transport are but a few of

the many challenges that must be confronted. But these are challenges that the

national and international community are more than willing to take on—because

while we work towards achieving controlled thermonuclear fusion, we’re also ex-

ploring new regimes of high energy and density science and pushing the envelope of

engineering and technology. Energy from fusion reactions is the most fundamental

source of energy in the universe, and if we can successfully harness it here on earth,

we will have a nearly limitless source of power.

1.1 Basics of Inertial Confinement Fusion with

High Powered Lasers

Inertial Confinement Fusion (ICF)[1] is an approach to fusion which relies on

the inertia of the target itself to provide confinement. The inertia must hold the

mass together for a period of time corresponding to the speed of a sound wave

traveling from the surface to the center of the ignited fuel capsule before hydro-

dynamic expansion quenches the burn. This “confinement time,” τ , is generally

on the order of a tenth of a nanosecond. This means that incredibly high plasma

densities must be achieved in order for a large amount of the fuel to be burned in

the short confinement time.

The DT reaction,

D + T→ α (3.52 MeV) + n (14.06 MeV) (1.1)

utilizing deuterium and tritium (isotopes of hydrogen) in an equimolar mixture,

has the largest fusion cross-section (σmax = 5 barns at ε ∼ 64 keV) and reactivity

(number of reactions per unit time per unit density) over other candidate reactions

up to a temperature of 400 keV[2], so is the primary fuel of interest for fusion energy
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purposes.

Figure 1.1: The fusion cross sections versus center-of-mass energy for various fusion
reactions. The DT reaction has the largest cross section in the entire energy range
below 400 keV. Figure taken from Atzeni and Meyer-Ter-Vehn, The Physics of
Inertial Fusion: Beam Plasma Interaction, Hydrodynamics, Hot Dense Matter
(2004)[3].

In ICF, a suitable driver must deliver energy to the DT fuel capsule in a short

powerful pulse so that the fuel is compressed to such high temperatures and densi-

ties that thermonuclear fusion between the D and T atoms become possible. The

high-gain DT fuel capsule will generally consist of a spherical shell filled with low

density gas (≤ 1.0 mg/cm3). The shell itself will have an outer region that forms

the ablator, and an inner region of frozen or liquid DT. The driver may potentially

be a high-powered laser or ion beam or Z-pinch. Currently, the most developed and

highly pursued method to achieve these conditions is to use an array of energetic
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laser beams, delivering enough energy to drive the compression and implosion.

There are two primary schemes through which the lasers can provide the nec-

essary energy: (1) direct drive, in which lasers are directly incident on the fuel

capsule, driving the implosion with their radiation pressure, and (2) indirect drive,

where the lasers are first incident on a hohlraum (a high-Z enclosure) which pro-

duces x-rays that irradiate the fuel capsule (see Fig. 1.2).

Figure 1.2: ICF uses either (a) direct drive or (b) indirect drive to deliver the laser
energy to the fuel capsule.

In both the direct and indirect drive approaches, the energy from the driver

would be rapidly delivered to the ablator. The ablator would then heat up and ex-

pand, and the outward momentum of the hot gas would then impart (an equal and
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opposite) inward momentum to the rest of the shell in a rocket-like reaction. The

spherical capsule then begins accelerating inwards toward the center, compressing

and heating the fuel via shocks and PdV work. At the end of the compression,

the compressed fuel will have a high temperature (Ti ' 8 keV) and a low density

(ρRhotspot ' 0.25 g/cm2) hot spot containing 2-5% of the fuel, surrounded by a low

temperature, high density region comprising the remaining mass.

In the direct drive configuration, typically ∼2-3.5 times more laser drive energy

can be imparted to the converging shell at peak kinetic energy over indirect drive.

Indirect drive is less efficient because the laser energy must first be converted into

x-rays first (which can be done with efficiencies of up to 90%), but the total laser to

capsule coupling is only on the order of 10-15%[1]. However, indirect drive allows

for a smoother deposition of energy to the target because the hohlraum fills almost

uniformly with x-rays. Also, x-rays provide a higher hydrodynamic efficiency since

they allow for ablation at a higher density and lower exhaust velocity.

The efficiency with which the fuel can be burned up can be approximated with

the formula[3],

Φ ≈ ρRf

HB + ρRf

(1.2)

where ρ is the initial mass density of the fuel, Rf is the initial radius of the fuel

capsule, and HB is the burn parameter,

HB =
8csmf

< σv >
, (1.3)

with cs the isothermal sound velocity (cs =
√

2kBT/mf ), mf being the average

mass of the fuel ions, and < σv > the averaged reactivity of the target nuclei.

For deuterium-tritium targets, HB takes on a minimum value of ∼6.0 g/cm2 for

optimal burn conditions of about 30 keV ion temperatures[4, 5].

This implies that if we were to burn 30% of the DT fuel (a reasonable burn up

fraction), from Eq. 1.2, we would require an areal density,

Hf = ρRf ' 3 g/cm2. (1.4)

The mass of the spherical fuel volume can be defined as,

Mf =
4π

3
ρR3

f =
4π

3

(ρRf )
3

ρ2
, (1.5)
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giving us the fuel density

ρ =

√√√√4π

3

H3
f

Mf

' 300

M
1/3
f

g/cm3, (1.6)

where Mf is in mg. This means that for a Mf = 1 mg, ρ = 300 g/cm3. So solid

DT with a density of ρDT = 0.225 g/cm3 would have to be compressed by a factor

ρ/ρDT = 300/0.225 ' 1500! (1.7)

The energy per gram produced by DT fusion is[4]

EDT = 17.6 MeV/5 AMU = 3.39× 1011 J/g, (1.8)

while the energy per gram required for heating of a DT plasma is a function of

temperature[1],

EDTheating = 0.1152× 109 T J/g, (1.9)

where T is the temperature in keV.

For DT, 80% of the 17.6 MeV of energy released in a reaction is associated

with the neutrons, which escape the plasma without interacting. The other 20%,

associated with the alpha particles (Eα = 3.52 MeV) is deposited within the plasma

and is responsible for the heating.

For thermonuclear ignition to occur, the internal heating by the alpha parti-

cles must exceed the losses due to radiation, thermal conduction, and expansion.

Of these loss mechanisms, radiative losses by bremsstrahlung emission dominate.

Fig. 1.3 plots the power deposited by alpha particles against the power lost by

bremsstrahlung emission in a 50-50 DT plasma as a function of plasma tempera-

ture. Alpha particle heating overtakes the radiative loss at a temperature of 4.3

keV. Therefore, temperatures of 5 keV or higher are generally characteristic of a

DT fusion plasma.

The 3.5 MeV alpha particles generated in the DT fusion reaction will move

along a nearly straight path, and deposit their energy along the path length by

Coulomb collisions with the electrons and ions. This range will depend on both

the DT plasma temperature and the plasma density, and is plotted out in Fig. 1.4.
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Figure 1.3: In a fusion reaction, power deposited by alpha particles is in compe-
tition with radiative losses by bremsstrahlung emission. Here power deposited by
alpha particles and power emitted by bremsstrahlung in an equimolar DT plasma
are plotted as a function of temperature. For ignition to occur, the DT fusion
plasma must therefore exceed a temperature of 4.3 keV. Curves taken from ex-
pressions in Atzeni, The Physics of Inertial Fusion (2004)[3].

Another important quantity is the fraction of the initial alpha particle energy

delivered to the ions and electrons during the entire process of slowing down, also

plotted in Fig. 1.4.

At densities between 10-100 g/cm3, the range of these DT alpha’s can be fitted

by

ρRα =
0.025 T 5/4

e

1 + 0.0082 T
5/4
e

, (1.10)

which gives a ρR ' 0.4 g/cm2 at 10 keV. Therefore, the goal is to raise the hot

spot (which constitutes ∼ 2% of the total fuel mass) to a temperature of 10 keV.

Deposition of the alpha particle energy then drives a burn wave that sets off an

outward propagating burn.
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Figure 1.4: (a) Energy fraction delivered to the plasma ions for different values
of the density. (b) Alpha particle stopping range versus plasma temperature for
different values of the density. Figure taken from Fraley, Physics of Fluids (1974)[5].

1.2 Motivation for Fast Ignition

Recent advances in laser technology have allowed for petawatt (1015 W) laser

pulses to be achieved, which opens up the possibility of externally delivering en-

ergy to ignite compressed fuel. The Fast Ignition (FI) scheme[6, 7] of inertial

confinement fusion (ICF) proposes to do just that – the fuel compression and ig-

nition processes would be separated. Similar to conventional ICF, lasers would

first rapidly heat the surface of the fusion target. Ablation of this material would

drive a rocket-like reaction to compress the DT fuel to a high-density configura-

tion with a hot spot. At the moment of maximum compression, a short (1-10 ps)

high intensity (1019 W/cm2) laser pulse would drive a small volume of the fuel to

ignition. Thermonuclear burn would then spread rapidly through the compressed

fuel. See Fig. 1.5. The FI approach therefore has potential advantages over con-

ventional central hot spot ICF of reduced driver energy and reduced hydrodynamic

instability.



9

Figure 1.5: A schematic of the inertial confinement fast ignition fusion concept.

As shown in Fig. 1.6, fast ignition involves main fuel assembly at isochoric

(constant density) rather than isobaric (constant pressure) conditions, which al-

lows for the advantage of a lower density, larger uniform fuel ball. Because fast

ignition has less stringent requirements for fuel density, hydro issues such as mix

and convergence do not play as large a role. Also, because ρ is lower, there is more

mass to burn (E ∝Mρ2/3) resulting in higher gain. Since target compression and

hot spot formation are completely uncoupled in FI, symmetry requirements on the

driver laser uniformity and target smoothness are greatly relaxed. In fact, even

non-spherical fuel configurations are possible, as long as the particle beam can

couple enough energy to the fuel core.

Modeling by Atzeni[8] using the 2-D code DUED, produced allowable windows

for ignition in the fast ignition approach, as in Fig.??. It was found that the

margins of energy, power, and intensity, as given by the lower left corners of the

hatched areas, could be approximated as

Eign = 140

(
ρ

100 g/cm3

)−1.85

kJ, (1.11)
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Figure 1.6: In conventional ICF, the central hot spot ignites a high density cold
shell. In fast igntion, the fuel is first isochorically compressed to a moderately high
density with no hot spot. Fast electrons generated from a separate high-intensity
short pulse laser create a hot spot.

Wign = 2.6× 1015

(
ρ

100 g/cm3

)−1

W, (1.12)

Iign = 2.4× 1019

(
ρ

100 g/cm3

)0.95

W/cm2. (1.13)

This implies that for full scale FI, the optimal set of parameters to ignite com-

pressed DT plasma at a density of 300 g/cm3 would be ∼ 6.8 × 1019 W/cm2, with

> 18 kJ of the laser energy coupled into particle energy within a 20 ps pulselength

injected in a < 40 µm diameter hot spot. To match the areal density (ρr) of the

hot spot of 1.2 g/cm2, we would require particles with a corresponding penetration

depth of 1.2 g/cm2. This range would be satisfied by fast electrons with an average

energy of ∼ 2 MeV[9]. For this reason, fast electrons generated by the igniter laser

with an energy of 1-3 MeV are of the most interest for fast ignition.

Isochoric fast ignition could lead to fuel gains 2-3 times higher than the standard
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Figure 1.7: Pulse parameters for fast ignition, for particles with a range of 0.6
g/cm2, as determined from 2-D DUED simulations. (a) Ignition windows in the
power-energy plane, and (b) Ignition windows in the intensity-energy plane. Figure
taken from Atzeni, Physics of Plasmas (1999)[8].

isobaric central hot spot ignition. Or, to think of it another way, for a given gain,

the energy required to be delivered to the fuel can be about an order of magnitude

less using fast ignition. This was also demonstrated by Atzeni[8] and is shown in

Fig. 1.8.

These attractive features of fast ignition make it a very appealing ICF concept.

In the meantime, the quest to demonstrate its viability opens up many other new

categories of research in short pulse physics, target design, energy transport, scaling

relations, and more.

1.3 Cone-Guided Fast Ignition and its Require-

ments

One of the major difficulties of fast ignition is exactly how to transport a large

amount of energy from the short pulse laser interaction position to the compressed

fuel core. During the fuel assembly, the ablative implosion would create a signif-
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Figure 1.8: Fuel gain as a function of fuel energy. Squares : 2D numerical sim-
ulations using DUED, solid line: isochoric model (i.e., fast ignition), broken line:
isobaric model (i.e., central hot spot ignition). Figure taken from Atzeni, Physics
of Plasmas (1999)[8].

icant coronal plasma separating the critical surface (ncrit, where the majority of

the laser light would be absorbed) from the compressed fuel. Hot electrons created

by the igniter laser would have to traverse a density gradient up to n/ncrit ≈ 105

before depositing their energy. The relativistic electron beam must be composed

of > 18 kJ of electrons with a mean energy of 2 MeV to match the necessary

deposition range, which then must travel over a distance of ∼ 100 µm. Obviously,

finding a way to bring the laser beam closer to the fuel core would assist with each

of these challenges.

One design to resolve this issue would be to use a cone embedded in the fuel

capsule to provide a path free of lower density peripheral plasma produced during

the implosion, as well as help guide the short pulse high-intensity laser toward

the core and allow electron generation closer to the core[10, 11]. Such a capsule

configuration is illustrated in Fig. 1.9. In most designs, the cone would be made

of gold to have the cone material be fairly dense. Also, the high x-ray opacity of
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Figure 1.9: Cartoon of the cone-focus geometry for fast ignition. The cone provides
an open path for the ignitor beam opposite the implosion.

gold would tend to allow the cone to be reflective of the diffuse x-rays impinging

on it in the indirect drive case.

Hydrodynamics calculations were done by Hatchett et al.[12], of a spherical fuel

capsule with a gold cone inserted. The fuel capsule was imploded by indirect drive

(Trad of 250 eV), and it was shown that near-spherical symmetry could be achieved,

with a < ρR > = 2.2 g/cm2, and a nearly unperturbed cone interior. Rayleigh-

Taylor instability was not found to be an issue at the interface between cold fuel and

ignition gas with this scheme. Simulations also showed that the distance between

the compressed core and the partially ablated cone tip was typically between 50

- 100 µm, with residual plasma in the gap. A few selected results are shown in

Fig. 1.10.

To test these theoretical predictions, Kodama et al.[13] used the Gekko XIII

laser at the University of Osaka to implode a deuterated-polystyrene (CD) shell of

500 µm diameter and 7 µm thickness with a gold cone attached. (See Fig. 1.11a).

Nine laser beams of 1 ns duration with a total of 1.2 kJ were used for the com-

pression, while a subpicosecond short-pulse laser of ∼60 J provided the heating

through the cone. A typical x-ray image of the compression without the injection
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Figure 1.10: (a) The NIF ignition scale cone-guided FI baseline design. (b) A
simulation with a temporal radiation profile as shown (with a TR,max of 250 eV),
where the capsule absorbs ∼150 kJ of x-ray energy results in (c) the imploded con-
figuration with a solid-angle-averaged fuel column density <ρR>DT = 2.2 g/cm2.
Figure taken from Hatchett, Fusion Science Technology (2006)[12].

of the short pulse laser is shown in Fig. 1.11b. The imploded core plasma, found

to be of a density 0.1-0.5 g/cm3 and a diameter of 40 - 45 µm, can be seen close

to the tip of the cone. Hot electrons created by the short-pulse were found to

have a kT of 2-3 MeV, and were created with a conversion efficiency of 30-40%.

Neutrons created by the thermonuclear D-D reaction were 10 times more plentiful

when the heating pulse was timed to coincide with maximum compression than

when no heating pulse was present. This corresponded to a total energy required

of about half what would have been necessary to achieve similar neutron yields

with no heating pulse and a spherically symmetric implosion.

While Kodama et al. was able to demonstrate efficient simultaneous compres-

sion and heating in a cone-guided FI geometry as a feasible approach to ICF, the

experiment still needs to be scaled up to temperatures and densities that would ac-

tually ignite a DT pellet. Actual conditions will be far more stressful, with greater

core densities, larger electron fluxes, and strict laser requirements. Many critical

physics issues confronting the fast ignition scheme still remain.

Some of these key issues are shown in Fig. 1.12. To optimize the implosion

to produce the cold dense fuel core, the fuel capsule and the laser drive must be

designed to minimize hot spot and meet the ρ and ρR requirements. In conjunction,
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Figure 1.11: (a) The reentrant cone target used by Kodama et al. The gold cone
was attached to a CD shell of 500 µm diameter and 7 µm wall thickness. (b) An
x-ray image showing the imploded core plasma at the cone tip. Figure taken from
Kodama, Nature 2001[13].

this fuel assembly must be achieved in a hydrodynamics configuration that allows

the cone to survive and not collapse on itself due to the high pressures.

A high conversion efficiency from laser to useful hot electrons to then ignite

the fuel is one of the most important criterion. This is partially dependent on

the incident profile of the short pulse laser, which must be selected carefully since

the intensity, focus, and pointing will affect the number and energy of electrons

produced. One concern is the contrast level of the laser, and how much preplasma

the laser pedestal will create in the cone which could hinder the main pulse from

reaching the cone tip. The preplasma may cause filamentation or self-focusing

of the laser beam and will push the critical surface away from the cone tip, in-
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herently changing the properties of the electrons produced. Once those electrons

are produced, how they transport through the cone (and whether they reflux or

get trapped or diverge) and their propagation and stopping in the fuel are major

questions.

Figure 1.12: The key issues for electron cone-guided fast ignition include tailoring
the incident laser profile, understanding the effect of preplasma, optimizing the
electron conversion efficiency, characterizing the electron transport, and determin-
ing the propagation and stopping of the electrons in the fuel.

The study of the generation and transport of fast electrons is fundamental

to understanding high-intensity laser-solid interactions because they are a major

factor in the absorption and transport of the laser energy. Therefore, in this thesis,

we attempt to address some of these issues.

1.4 Outline of the Dissertation

Chapter Two provides an introduction to some of the basics of ultra-intense

laser-plasma interactions and some of the absorption mechanisms that allow energy

to be transferred from the laser to the plasma. In addition, background will be

provided on the generation and transport of relativistic electron beams in solid

targets.

Chapter Three gives an overview of the Titan and Vulcan laser facilities where

the experiments described in this thesis were undertaken. A few of the basic tech-
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nologies that make short-pulse high-intensity lasers possible (such as Chirped Pulse

Amplification and mode-locking) are discussed, as well as some of the drawbacks

(such as prepulse). The emphasis, of course, is on the accurate diagnosis of the

laser-plasma interaction, so this chapter delves into both the methods of charac-

terizing the laser and the detection of target self-emission. A number of the key

diagnostic instruments such as the XUV imager, the Cu Kα imager, the HOPG

spectrometer, and the Single Photon Counting Camera are introduced.

Chapter Four describes a diagnostic technique involving extreme ultravio-

let (XUV) imaging at two different energies (256 eV and 68 eV) to measure the

plasma temperature at the rear surface of foil targets. Spatially resolved rear sur-

face temperature patterns were determined by comparing absolute intensities to

LASNEX radiation hydrodynamic modeling. Results from the calibration of the

multilayer XUV mirrors at the Advanced Light Source at the Lawrence Berke-

ley Laboratory are also presented. Temperatures derived from the imagers are

then also validated against temperatures measured using XUV spectroscopy with

a flat-field spectrometer.

Chapter Five discusses an experiment in which nail-wire targets were irradi-

ated using the Vulcan Petawatt Laser to investigate energy transport by relativistic

fast electrons. By using several Cu Kα diagnostics, it was shown that the energy

deposition was concentrated in the nail head, with an approximately exponential

fall-off along the wire with a short decay length due to resistive inhibition. Also,

XUV imaging indicated the heating of a thin surface layer of the wire. e-PLAS

implicit-moment/hybrid simulations completed in conjunction showed qualitative

agreement with the experimental data.

Chapter Six reports the results of a detailed study to measure conversion

efficiency and Thot of hot electrons generated in cone-wire targets irradiated with

the Titan short pulse laser at varying prepulse levels. Using the HYDRA radiation-

hydrodynamics code, the distribution of preformed plasma inside the cone was

modeled, and then the Zuma hybrid transport code was used to infer the initial

electron source distribution entering the wire from the observed Kα signal in the

wire. While coupling was found to decrease by approximately a factor of 8 in
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increasing the prepulse energy from 8 mJ to 1000 mJ, the temperature of the hot

electrons was not found to vary significantly.

Chapter Seven summarizes the conclusions and proposes future experiments

and modeling to expand upon the work discussed herein.

1.5 Role of the author

High-intensity short pulse laser experiments on a major facility necessarily in-

volve a large collaborative team effort. This section outlines the specific role of the

author in the work described in this thesis.

The experimental data in Chapter 4 were drawn from several experimental

campaigns on the Titan Laser at LLNL in April 2007, August 2007, and Septem-

ber 2007. The author was responsible for target area setup, beamline optimization

(laser alignment, focusing, and focal spot imaging), setting up and optimizing the

XUV imager and XUV flat field spectrometer diagnostics, and collecting the data

from them. The LASNEX simulations used to translate XUV images into tem-

peratures were completed by Steve Hatchett. The calibration of the XUV mirrors

was completed at the Lawrence Berkeley National Laboratory by the author and

Andrew MacPhee, with the assistance of Franklin Dollar and Eric Gullikson, who

provided us with beam time and ran the Optics beamline 6.3.2 at the Advanced

Light Source. The FLYCHK simulations to generate synthetic emission spectra for

comparison against the experimental spectra were completed solely by the author.

All analysis was performed by the author.

The nail-wire experiment described in Chapter 5 was performed on the Vulcan

Petawatt Laser in the U.K. in the summer of 2006 by the author. Setup of the

Cu Kα imager and HOPG diagnostics, and collection of the data from them was

done by the author. The analysis technique applied to that set of data was largely

developed by James King and Mike Key to analyze the cone-wires in the 2009 paper

by King et al.[14] The 1-D transport code used to fit the data in Chapter 5 was

developed and carried out by Kramer Akli. The e-PLAS simulations were kindly

completed by Rod Mason of Research Applications Corporation. All analysis of
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the experimental data and interpretation of the modeling was done by the author.

In Chapter 6, the experimental data was collected on the Titan Laser Facility

in August of 2009. The author was largely involved in the planning, setup, and

execution of the experiment. Target design and specifications, as well as laser shot

parameters were completely managed by the author. During the experiment, the

author was responsible for laser alignment, focusing, and pointing, and imaging of

the focal spot. All data analysis, HYDRA and Zuma modeling, and post-processing

were done solely by the author.



Chapter 2

Physics of Intense Laser Plasma

Interactions

2.1 Introduction

When an intense laser irradiates a solid target, a plasma rapidly forms on the

front surface. This plasma, itself still evolving, will thereafter have a large effect on

the propagation of the laser light. Within the plasma, the light wave will propagate

with the dispersion relation

k2c2 = w2
0 − w2

pe, (2.1)

where k is the wavenumber of the laser light, c is the speed of light, ω0 is the laser

frequency, and wpe =
√

4πnee2

me
is the plasma frequency.

As the laser continues traveling into the plasma, its wave vector becomes smaller

until it encounters the critical density of the plasma, and can no longer propagate.

The critical density is defined as

ncrit ≡
meω

2
0

4πe2
, (2.2)

or in more practical units,

ncrit ' 1.1× 1021

(
λ

µm

)
cm−3. (2.3)

For the case of a Nd:glass laser where λ ∼ 1054 nm, ncrit occurs at approximately

1× 1021 cm−3.

20
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Beyond the critical density, the wave vector becomes imaginary, and the wave

is exponentially attenuated within a skin depth, defined as

δ = [Im(k)]−1 =
c

(ω2
pe − ω2

0)1/2
. (2.4)

Because the laser light cannot propagate in densities beyond ncrit, nearly all

laser light absorption and reflection processes occur in the “underdense plasma,”

where ne < ncrit. While the light may be scattered or distorted as it propagates

through the underdense plasma, the majority of the light will be absorbed at or

near the critical density. The thermal energy deposited in the plasma by the

laser will then be conducted toward the colder, denser regions beyond the critical

density, or “overdense plasma,” by electron thermal conduction.

Energy is transferred to the electrons through the oscillating electric field of the

laser. The EM wave will oscillate the electrons transversely along the direction of

the electric field vector with a quiver velocity, vosc, which is more generally defined

by the normalized momentum,

a0 =
posc
mec

=
γvosc
c

=
eE0

mecω0

=

√
Iλ2

µm

1.37× 1018
, (2.5)

where posc is the transverse quiver momentum.

For values of a0 < 1, which occurs when Iλ2 < 1018 (W/cm2)·µm2 (for 1 µm

light), the ponderomotive force of the laser accelerates electrons in the perpendic-

ular direction over many microns. When a0 > 1, the laser magnetic field becomes

non-negligible, and electrons can be accelerated longitudinally by the longitudinal

component of the −ev×B (Lorentz force). An a0 > 4 corresponding to an Iλ2 of

roughly 2.2×1019 (W/cm2)·µm2 is considered the ultrarelativistic regime.

For the laser intensities we are concerned with in this thesis, the light is often

intense enough to accelerate the electrons to relativistic energies. The enhanced

mass of the electrons, γme, will allow the light to propagate to a relativistic critical

surface, γncrit, where γ is the relativistic factor, γ =
√

(1 + a2
0) for circularly

polarized light and γ =
√

1 + a2
0/2 for linearly polarized light.

As the laser pulse is incident on the target, a plasma is very rapidly formed

by the early part of the light pulse ionizing the target. This underdense plasma
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that is created will have some density gradient leading up to the critical surface.

The subsequent laser light is then initially incident on this lower density plasma

rather than the solid target. In cases where a laser may have a significant prepulse,

(some non-negligible pedestal of laser energy preceding the main pulse), a fairly

long scalelength of plasma can form. The plasma scalelength is defined as

L =

(
1

ne

dne
dx

)−1

(2.6)

or L = csτ , where cs is the sound speed

cs =

√
kB
ZTe + Ti
Mi

. (2.7)

The length of this plasma density scalelength will have a significant influence

on the laser absorption and fast electron temperature, as it will often determine

which absorption mechanisms dominate. The characteristics of the plasma density

profile when the main laser pulse is incident will have a significant influence on the

hot electron number and distribution that is generated. The steeper the density

profile, the smaller the skin depth, and the less penetrating the electromagnetic

fields of the laser will be, therefore leading to fewer and less energetic fast electrons.

The physics mechanisms of high intensity laser propagation in underdense

plasma, as well as absorption in the overdense plasma will be discussed in this

chapter.

2.2 Ponderomotive Force

The weak radiation pressure of light waves can become significant in the regime

of intense lasers, and when applied to a plasma can become a strong nonlinear force

known as the ponderomotive force.

A tightly focused short pulse laser will create strong radial light pressure inten-

sity gradients that will act to push electrons away from the regions of high laser

intensity. The ponderomotive force can thus be expressed as the gradient of the

energy of oscillation in the longitudinal and transverse fields [15].
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Begin with the non-relativistic case of a single electron oscillating near the

center of a focused beam. In the limit v/c << 1, the electron equation of motion

is

m
dv

dt
= −e

[
E(r) +

v ×B(r)

c

]
. (2.8)

Assume the wave has an electric field of the form

E = E0(r)cos(ω0t), (2.9)

where E0(r) has a spatial dependence. We will then write the electron velocity

as a sum of first and second order terms, v = v1 + v2. If we were to consider

just the instantaneous, equilibrium position of an electron, then the v × B term

would vanish. However, the nonlinearity comes into play when we evaluate the E

at the actual position of the particle, and in this case the v×B force will have a

non-negligible effect on the orbit of the electron.

Starting in first order at the initial position r0, the v×B can be neglected, and

m
dv1

dt
= −eE(r0) (2.10)

v1 = − e

mω
E0(r0)sin(ω0t) =

dr1

dt
(2.11)

r1 =
e

mω2
0

E0(r0)cos(ω0t). (2.12)

Now moving onto second order, Taylor expansion of the electric field around

the initial position of the electrons gives

E(r) = E(r0) + (r1 · ∇)E |r=r0 + · · · (2.13)

At this point, the v×B term reenters the equation, and the motion of the electrons

in second order is

m
dv2

dt
= −e

[
(r1 · ∇)E +

v1 ×B1
c

]
. (2.14)

Integrating Faraday’s law, ∂B/∂t = −c∇× E, gives the magnetic field, B1:

B1 = − c

ω0

∇× E0 |r=r0 sin(ω0t). (2.15)
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Substituting our expressions for v1, B1, and r1 into Eq. 2.14 and averaging

over the laser period, gives

Fp = m

〈
dv2

dt

〉
= −1

2

e2

mω2
0

[(E0 · ∇)E0 + E0 × (∇× E0)]

= −1

2

e2

mω2
0

∇< E0
2(r) >

= − e2

4mω2
0

∇E0
2. (2.16)

This is the nonlinear ponderomotive force that distorts the electron orbits.

The ponderomotive force can also be written as a force per unit volume by

multiplying by the electron density n0. Then,

Fp,vol = −
ω2
p

ω0

∇<ε0E
2>

2
, (2.17)

showing that the ponderomotive force is proportional to the plasma density and

the gradient of the laser intensity (I ∝ E2).

2.3 Laser Interaction with Underdense Plasma

Because high intensity lasers invariably have a pre-pedestal of energy that cre-

ates a preformed plasma, the main laser pulse will often have to propagate through

a region of underdense plasma (ne < ncrit) before reaching the critical surface where

its energy is primarily absorbed. Depending on the properties of the laser itself, the

beam can be distorted or modified, and even transfer some fraction of its energy

to the underdense plasma.

2.3.1 Self-Focusing and Filamentation

In reality, the wavefront of the laser beam will be nonuniform, with regions of

varying intensities. As this laser propagates through the plasma toward the critical

surface, the plasma can act to magnify those intensity modulations, giving rise to

self-focusing (if it occurs on the macro-scale of the full laser beam), or filamentation

(if it only involves a small portion of the beam).
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Figure 2.1: The mechanism behind self-focusing and filamentation caused by the
ponderomotive force.

In a region of higher intensity, the light pressure, proportional to E2/8π, will

be greater, and therefore push the plasma aside. The consequently lower plasma

density in that region means that the refractive index of the plasma,

n =
kLc

ωL
= (1− ne

ncrit
)1/2, (2.18)

will correspondingly increase. This causes a bending in the wavefront of the laser,

and since the energy flux of the laser travels normal to the wavefront, the curvature

produces a focusing effect which increases the intensity even further.

Relativistic self-focusing is a similar phenomenon, where at high enough laser

intensity, relativistic self-focusing of the laser beam can occur due to the change

of the refractive index of the plasma at relativistic quiver motion. The refractive

index is peaked at the center, so the phase velocity of wave fronts passing through

the focusing medium will travel more slowly at the center than at the edge.

These are all processes of positive feedback on any intensity fluctuation and are

thus unstable. Once it forms, a filament can be subject to bending perturbations,

scattering, diffraction, or refraction in the plasma, and can break up. In some cases,

the filament manages to remain intact long enough to propagate to the critical

density where it can generate hot electrons with a hot electron temperature T hot
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proportional to the local laser intensity. Hot electron production and T hot scaling

will be discussed in more detail in a later section in this chapter.

2.3.2 Inverse Bremsstrahlung Absorption

Inverse bremsstrahlung is the collisional absorption of energy when an elec-

tron passing through the field of an ion absorbs radiation, raising the energy and

temperature of the electron particle[16, 17]. The electron particles, which were

previously simply oscillating back and forth in the laser electric field, now experi-

ence momentum-changing collisions. Thus, the laser light effectively gets damped

as energy is transferred to these electrons, and the plasma proportionally heats up.

Because inverse bremsstrahlung is due to these electron-ion collisions, it will

scale as the electron-ion collision frequency, which can be estimated as such: The

collision frequency is νei ' niσvte, where vte is the thermal velocity of electrons

colliding with background ions of number density ni. The collision cross section is

σ ' πb2, where b is the distance of closest approach. At this distance, the potential

and kinetic energies will be balanced, i.e.,

Ze2

b
=

1

2
mev

2
te.

Solving for b and substituting into our equations above, we find

νei ' 4π
e4

m2
e

niZ
2

v3
te

∝ niZ
2

T
3/2
e

∝ neZ
2

T
3/2
e

(2.19)

(because for a Maxwellian distribution of electrons, vte is ∼ T em). Thus we find

that inverse bremsstrahlung is strongest for low temperatures, high densities, and

for high-Z materials.

In fact, many other factors also contribute to the efficiency of absorption

through inverse bremsstrahlung. Kruer [16] shows that a steep density profile

near the critical density surface can strongly diminish the absorption. Also, at

high laser intensities, the electron-ion collision frequency is altered by the oscilla-

tory motion of the electrons in the laser electromagnetic fields. Then, the simple

derivation done above, which scales as vte above is modified by a factor eEL

meω0
, which

results in decreasing the absorption. Finally, inverse bremsstrahlung absorption
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is most effective with electrons with a νei close to the laser frequency. When the

electron distribution is far from Maxwellian, as in cases when the the high laser

intensity transfers energy to the electrons far faster than the distribution can ther-

malize, then there will be a large number of electrons with vteνei >> ω0 which

are not strongly perturbed by collisions with the ions and which will not partici-

pate in the inverse bremsstrahlung transfer of energy. Therefore, we expect inverse

bremsstrahlung to be a dominant absorption means for long laser pulses impinging

on a sizable underdense plasma, but not in a short pulse interaction.

2.4 Laser Interaction with Overdense Plasma

In the neighborhood of the critical density, a number of laser absorption mech-

anisms transfer momentum from the laser electric field to the electrons. Here,

resonance absorption, vacuum heating, and j × B heating are described.

2.4.1 Resonance Absorption

Resonant plasma oscillations can be excited at the critical density surface when

p-polarized light is obliquely incident on a plasma density gradient[18, 19]. Fig-

ure 2.2 illustrates this process in detail. For laser light that is incident on the

plasma at some angle θ to the normal, by Snell’s law and the dispersion relation,

the light will propagate up the density ne(θ) = ncrit cos
2θ before it is specularly

reflected. This density is called the classical turning-point for the light wave. As

long as the light is p-polarized, a component of the electric field vector will point

in the direction of the density gradient at the turning-point, i.e. E · ∇ne 6= 0. The

electric field can then tunnel through to the critical density, where it will oscillate

electrons along that plane, resonantly driving Langmuir (electron-plasma) waves.

However, in the case of s-polarized light, when the electric field vector is per-

pendicular to the plane of incidence, (E ·∇ne = 0), at the turning point of the light

wave, there is no component of the electric field that will be capable of tunneling

in and driving Langmuir waves.

Ginzberg[18], Forslund[20], and Freidberg[19] determined that a maximum ab-
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Figure 2.2: A schematic interpretation of resonance absorption. For p-polarized
light, the electric vector of the light wave lies in the plane of incidence. The electric
field can tunnel up the plasma density gradient to launch electron-plasma waves
at the critical surface.

sorption of ∼50% could be obtained at an optimal angle of incidence given by

(k0L)2/3sin2(θopt) '
(

1

2

)2/3

, (2.20)

exciting a population of very energetic electrons that would form a Maxwellian

“tail” superimposed on the initial background temperature. Simulations[20, 21]

showed that the temperature, Thot, of these hot electrons would scale as

Thot ≈ 10[TkeV I15λ
2
µ]1/3 keV, (2.21)

where TkeV is the background electron temperature in keV, I15 is the laser intensity

in units of 1015 W/cm2, and λµ is the laser wavelength in microns.
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Because the energy is transferred from the laser electric field to the thermal

energy of the plasma through the damping of the oscillations (by either collisional

or collisionless processes), this absorption persists even when the classical collision

frequency, νei, is small. Since νei ∝ Te
−3/2, resonance absorption will dominate

over inverse bremsstrahlung at high laser intensities (high plasma temperatures),

as well as at long laser wavelengths (ncrit occurs at a lower density).

2.4.2 Vacuum Heating

In the case of a very steep density profile, the scalelength of the plasma, L,

can actually be less than the wavelength of the laser. This means that the average

pathlength of the electrons is longer than L, and so the plasma will be unable

to support the resonant oscillations of the electron-plasma waves near the critical

surface. However, because the vacuum-plasma interface is so sharp, electrons near

this boundary will be directly exposed to the laser field. An electron which is

dragged out into the vacuum by the oscillating field will be reversed and accelerated

back into the plasma when the field changes direction. Because the plasma is highly

overdense (i.e., many times ncrit), the electric field only penetrates to a skin depth

(∼ c/ωp), so the electron can continue on into the target until it is eventually

absorbed through collisions.

This process is called vacuum heating (also known as Brunel, or even “not-so-

resonant, resonance absorption”[22].) The laser light is nonresonantly coupled into

electrostatic plasma waves, and plasma electrons effectively acquire kinetic energy

directly from the laser field.

An analytical model developed by Brunel can be described in a simplified form

as the “capacitor approximation”:

If we assume an electric field is incident with some angle θ on an initially

smooth, mirror-like front surface of the target, a component of the laser electric

field, EL, will be normal to the surface. Call this Ed, or the driving electric field,

which will propel the electrons to oscillate across their equilibrium positions. Then,

Ed = 2ELsinθ. (2.22)
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Figure 2.3: Simplified capacitor model of vacuum heating absorption.

If a sheet of electrons is pulled out a distance ∆x from its initial position, then

the surface number density of the sheet is Σ = ne∆x. An electric field will be

created between x = -∆x and x = 0, as

∆E = −4πe
∫ 0

−∆x
ndx = 4πene∆x = 4πeΣ. (2.23)

Equating this to the driving electric field above, and solving for Σ, we get:

Σ =
ELsinθ

2πe
. (2.24)

The charge sheet will continue to accelerate until it returns to its original

position, by which it will have acquired a velocity, vd ' 2voscsinθ, where vosc

is again the electron quiver velocity. If all the electrons in the sheet are then

“absorbed” by the solid, where the energy density absorbed from laser light by the

electrons is simply

εabs =
1

2
Σm0v0

2, (2.25)

then the average energy density absorbed per laser cycle is

Pabs =
Σ

τ

mvd
2

2

≈ ω0
ELsinθ

4πe
mvd

2. (2.26)
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The incoming laser power was described as PL = cE2
Lcosθ/8π, so the fractional

absorption rate is:

ηvh ≡
Pabs
PL
∝ vosc

c

sin3θ

cosθ
, (2.27)

Absorption scales linearly with vosc/c, so more absorption would be expected at

higher Iλ2, and for larger angles of incidence. 1-D PIC simulations by Gibbon and

Bell [23] showed that vacuum heating began dominating over resonance absorption

for L/λ < 0.1. Across a range of irradiances, and L/λ, absorption was found to

peak at 75% for L/λ = 0.1, and Iλ2 = 1016 at a θ= 45◦. Absorbed energy was

carried away by a hot electron population with T hot∼ (Iλ2)1/3−1/2

2.4.3 j × B Heating

With very intense laser light incident on a sharp plasma slab, the relativistic

ponderomotive force can drive a significant oscillating electrostatic field. This j×B

force[24] is due to the penetration of the laser E and B fields a skin depth into the

overdense plasma. Physically, this can be interpreted as the laser light pushing on

the plasma with a force that varies at 2ω0. This will accelerate the electrons into

the plasma twice every laser cycle (i.e., at twice the laser frequency), giving the

electrons a nonadiabatic kick into the plasma slab resulting in heating.

The ponderomotive force, derived above as Eq. (2.16), was written as:

Fp = − e2

4mω2
0

∇E2(x).

For a linearly polarized light wave with an electric field amplitude E = EL(x)sin(ω0t),

the ponderomotive force expression becomes

Fp = −m
4

∂

∂x
vosc

2(x)(1− cos(2ω0t)), (2.28)

where vosc = eEL

mω0
. The first term is the static ponderomotive force, which produces

steepening of the density profile, while the second term describes the oscillating

electrostatic field that heats the electrons nonadiabatically.

Another way to interpret the j × B is to derive the potential for the electron

fluid momentum:
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Again, the equation of motion for an electron fluid element in the plasma is

∂p

∂t
+ v · ∇p = −e

[
E +

v ×B

c

]
(2.29)

where p = γmv in the relativistic regime.

Then, rewriting our equation of motion in terms of the vector potential, A

(where B = ∇×A) and the electrostatic potential, φ (where E = −1
c
∂A
∂t
−∇φ),

and substituting in the momentum vector for the velocity, we can rewrite Eq.

(2.29) as
∂p

∂t
+

p · ∇p

γm
= −e

[(
−∇φ− 1

c

∂A

∂t

)
+

p×∇×A

γmc

]
. (2.30)

Decomposing the momentum into transverse and longitudinal components, p =

pt + pL, and taking A to only have a transverse component that varies in the

longitudinal (ẑ) direction, we get

∂

∂t

(
pt −

e

c
A
)

+
pL

γm

∂

∂z

(
pt −

e

c
A
)

= 0 (2.31)

for the transverse direction, giving the transverse momentum a form,

pt =
e

c
A. (2.32)

The longitudinal portion of the fluid equation then looks like,

∂pL
∂t

+
p · ∇p

γm
= e∇φ− e

γmc

p×∇A

γmc
, (2.33)

which simplifies to
∂pL
∂t

= e∇φ−m0c
2∇(γ − 1). (2.34)

where (as defined above) γ =
√

(1 + a2
0) for circularly polarized light and γ =√

1 + a2
0/2 for linearly polarized light.

The first term on the right hand side is the standard electrostatic force, and

the second term is the relativistic ponderomotive force, with a potential,

Up = (γ − 1)m0c
2. (2.35)

The energy gained by the electrons due to this mechanism will scale accordingly,

giving a “temperature” to the hot electrons as[25, 26]

Thot ≈

√1 +
Iλ2

µm

2.8× 1018
− 1

 511 keV (2.36)
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for linear polarization. (The factor in the denominator becomes a 1.37 × 1018 in

the case of circular polarization.)

As the magnitude of the j × B force is proportional to the ratio of ncrit/ne, the

higher the electron density of the plasma slab, the less efficient the heating due to

j × B. Malka and Miquel[26] demonstrated experimental verification of the Thot

scaling for j × B, finding a hot temperature of 1 MeV for a 1019 W/cm2 and an

absorption efficiency from laser energy into hot electrons of 10 - 20%.

2.5 Generation and Transport of Relativistic Elec-

tron Beams in Solid Targets

As we have seen, impressive laser intensities can drive electrons very relativis-

tically, creating a population of “hot” or “fast” electrons with kinetic energies

significantly higher (hundreds of keV to several MeV) than the mean (bulk) elec-

tron energy (tens or hundreds of eV).

For standard ICF schemes, the generation of fast electrons is viewed as a dan-

gerous phenomenon, because these electrons can induce preheating in the target

and therefore reduce the degree of achievable fuel compression. However, in fast

ignition, the fast electrons are instead put to good use by delivering a large amount

of energy within a time negligible with respect to hydrodynamical time scales.

The mechanisms discussed above for generating hot electrons depend strongly

on parameters such as the temporal and spatial laser intensity profile, the pre-

plasma scalelength, and target material and geometry. Once produced, the prop-

agation of the hot electrons is governed not only by collisions with ions and other

electrons, but also by self-generated electric and magnetic fields, as well as the

return current that must arise. These parameters, as well as some of the experi-

mental results in studying them, are discussed here.
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2.5.1 Hot Electron Conversion Efficiency

Naturally, the efficiency with which laser energy can be converted to hot elec-

tron energy is one of the most important parameters governing the feasibility of

fast ignition. Over the years, numerous experiments have attempted to determine

the absolute conversion efficiency. Results vary depending on the laser facility at

which the experiment was carried out on, but in most cases, efficiencies tend to

range around 20 - 50% for intensities > 1019 W/cm2[27, 28, 29], with the efficiency

scaling roughly as 0.3 - 0.45 the power of the laser intensity[30, 28]. The large range

can likely be attributed to differing laser spot sizes, spot qualities, laser prepulse,

or target characteristics, and the definition used by the authors for each of those

parameters (i.e., how much energy is actually contained within a focal spot of a

certain size, etc.)

The other uncertainty in conversion efficiency measurements is the method

of interpretation used by the authors. In most hot electron conversion efficiency

experiments, the number of hot electrons is inferred from the number of Kα photons

recorded, with the assumption that the cross-section for Kα production is nearly

constant for a large range of electron energies. These Kα photons are generally

emitted from buried fluor layers which are then used to estimate the number of

electrons generated at the front surface of the target. A Monte Carlo (or similar-

type) model simulates the propagation of the electrons and approximates the initial

number of electrons that could reach the fluor layer. However, at best, these Monte

Carlo models are simplistic descriptions of the physics, where electron distributions

and divergence angle must be assumed, and collective effects (such as fields) are

ignored.

Using the Nova laser facility at LLNL (1.06 µm light, 12 - 30 J in 400 fs, 15 µm

FWHM focal spot for an incident laser intensity ∼ 2 - 4×1019 W/cm2), Wharton et

al.[27]’s experiment used layers of molybdenum buried at various depths under CH,

Al, or Cu. Using Monte Carlo modeling, Wharton et al. determined a coupling

of 20-30% from laser energy into forward propagating electrons that varied as a

function of laser intensity, but not on the target material.

Yasuike et al.[28] performed a similar experiment to measure coupling efficien-
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Figure 2.4: Conversion efficiency of laser energy into hot electron energy plotted
against intensity on target. The 20 and 5 ps points are for laser energies of 200-400
J, and 450 fs data are with 15-20 J energies. Figure taken from Key, Physics of
Plasmas 1998[31].

cies as a function of laser intensity, but in this case held the laser energy constant

(∼400 J) but varied the laser pulselength (0.5 - 20 ps) and found a coupling effi-

ciency that maxed at ∼50% at 3×1020 W/cm2. At 1×1019, coupling was ∼18%,

and ∼12% at 2× 1018 W/cm2.

A combination of bremsstrahlung and Kα measurements on planar targets were

made by Chen et al.[29] on the Titan laser in the range of 3×1018 - 8×1019 W/cm2.

From Monte Carlo modeling of the target emission, conversion efficiencies into 1 -

3 MeV electrons of 3% - 12%, representing 20% - 40% total conversion efficiencies

were inferred.

Key et al.[31] also describe an experiment in which Al targets irradiated over a

fairly large laser intensity range (1018 - 1020) give conversion efficiencies of 5 - 15%.

These results support the argument that conversion efficiency appears to depend

on laser intensity, and very weakly or none at all on laser pulselength when other

parameters are held constant.
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2.5.2 Hot Electron Temperature Scaling

A number of different expressions from the literature describe the hot electron

temperature as a scaling with laser intensity. The expression Thot ∝ (Iλ2)y has

been found, in general, to hold true across a number of laser experiments, with the

exponent y ≈ 1/3 for lower laser intensities and y ≈ 1/2 for higher intensities.

Beg et al.[32] empirically demonstrated a scaling of

Thot ≈ 100keV

(
Iλ2

1017

)1/3

, (2.37)

where λ is the laser wavelength in microns and I is the laser intensity in W/cm2.

This scaling applies for laser intensities up to 1019 W/cm2, and can be attributed

to resonance or vacuum heating.

At higher laser intensities (> 1019), j × B dominates to give a ponderomotive

scaling, described by Wilks et al.[25] and Malka et al.[26] as in equation 2.36.

Recent theoretical work by Haines et al.[34] provides a small relativistic correc-

tion to the (Iλ2)1/3 scaling for cases of when the precursor plasma density profile

is swept up, and therefore steepened by the main laser pulse. The Ponderomotive,

Beg, and Haines scalings are co-plotted in Fig. 2.5

However, it is an oversimplistic view to simply assign a Thot based on a single

Iλ2, since in reality, a laser pulse is rarely a flat-top, but is more generally some

type of gaussian with a peak energy, and wings of much lower energy. Further, the

laser pulse will often be incident on a preformed plasma which will continuously

evolve as it is interacting with the laser itself. In the case of a long density profile

(L >> c/wpe), the skin depth is longer than the electron excursion length, and

the electron can be “fully” accelerated by the laser field. If the plasma density

gradient is small, however, this means the electrons do not have the distance

to fully accelerate, leading to a reduction in their average energies. This small

density gradient could either be due to a very small initial prepulse, or, as shown

by Kemp et al.[35], at laser intensities around 1020 W/cm2, the ponderomotive

pressure of the beam could compress the plasma at > ncrit, steepening the interface.

Because skin depth is inversely proportional to the density at the critical surface,

the electron spectrum temperature drops by a factor of
√

(γncrit)/np, where np is
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Figure 2.5: Predicted electron energy spectrum Thot based on Ponderomotive (solid,
green), Beg (dashed, purple), and Haines (dotted, red) scaling. Experimental
evidence seems to show that below laser intensities of 1019 W/cm2, Thot scales
with Beg or Haines[29, 32], and above that intensity, with Ponderomotive[33].

the electron density in the steepened plasma slab. This was further illustrated in

PIC calculations by Chrisman et al.[36].

Another complication is that the definition of fast electron temperature used

in the various literature is not always the same, and depends on the choice of the

fast electron distribution. This issue was discussed by Key et al.[31], Davies [37],

and Batani[38]. A purely exponential distribution,

f(E) ≈ exp(−E/Thot) (2.38)

is often used, which is not a Maxwellian distribution, and what is called the Thot

is actually the fast electron mean energy < E >. A true Maxwellian has the form

f(E) ≈ E1/2exp(−E/Thot), (2.39)

which gives an mean electron energy of < E > = 3/2 Thot. A 3D relativistic
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Maxwellian looks like

f(E) ≈ E2exp(−E/Thot), (2.40)

with < E > = 3 Thot. Obviously, this shows that the type of electron distribution

assumed in inferring data can change the number of electrons at low energies,

and result in a wide range of possible mean electron energies for a given Thot.

However, the distribution has been shown to have a relatively small effect on the

absorption[37].

2.5.3 Collisional versus Collective Effects in Propagation

As the fast electrons propagate through the target material, the physics of the

penetration is determined by a combination of both collisional (i.e., stopping and

scattering of the electrons) and collective (i.e., electromagnetic) effects.

Collisional effects can be described in terms of stopping power, or the energy

loss of the electrons per unit path length, dE/dx, due to collisions with bound and

other free electrons[39]. Scattering can also occur through deflections with other

particles[40], altering the trajectory of the electron and therefore its penetration.

Collisional effects will dominate in cases where the total number of hot electrons

is relatively small and the average hot electron energy is very large (such that

the stopping distance is >> larger than the penetration depth due to collective

effects).

However, it is often the case in these ultra-intense laser-plasma interactions

that a large number of hot electrons is generated, and the total electron current is

quite large. The current of fast electrons flowing into the target will rapidly ionize

the material and create a plasma with resistivity η. Then, in order for this current

to propagate, charge neutrality becomes an issue, and must be satisfied as

jtotal = jfast + jreturn ∼= 0. (2.41)

jreturn will be directly affected by the resistivity, giving rise to a resistive electric

field, E = ηjreturn = −ηjfast. This electric field can also be defined as the gradient

of the Ohmic potential, whose direction is precisely that which transfers energy
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from the fast electrons to the background electrons. This will decelerate the fast

electrons and convert a portion of their energy into Ohmic heating, ηj2
return[41].

A “back-of-the-envelope,” numeric explanation for why a jreturn must exist is

provided in the paper by Bell et al.[42]. The paper starts with a 1 ps, 30 µm focal

spot laser pulse and an absorbed laser intensity of 1018 W/cm2. This puts ∼ 7 J

incident on an aluminum target, producing 1014 fast electrons with a temperature

T0 = 200 keV. Assuming the electrons enter the target collimated to the focal spot,

the current will be on the order of 24 MA, generating a cylindrical magnetic field

of 3200 MG. The collisional stopping range for a 200 keV electron in aluminum is

215 µm, giving a root-mean-square (RMS) range of 215µm/
√
Z = 60 µm. Then if

the current penetrated this RMS range into the target, the energy in the magnetic

field would be ∼ 5 kJ!

This is a huge energy that is physically impossible, implying that a such a large

current cannot be maintained, and therefore must be opposed by a jreturn that

fulfills Eqn. 2.41. Because jreturn is composed of background thermal electrons,

with much slower speeds than the hots, they must significantly outnumber the

number of fast electrons. For this to be true at all spatial locations, either the

fast electron current must be confined near the surface of the target by inductively

or electrostatically generated electric fields, or return currents must be generated

from the background plasma.

The penetration of the fast electrons is regulated by a diffusion coefficient that

dictates how well the background plasma can provide a balancing return current.

The continuity equation for fast electrons is

∂n

∂t
= ∇ ·

(
jfast
e

)
= −∇ ·

(
σ

e
E
)
, (2.42)

where we have substituted jfast = jthermal = σE, with σ being the conductivity

of the plasma. Assuming the electron distribution is Maxwellian and confined by

an electric field E = −∇φ, the fast electron number density is n ≈ constant ×
exp(φ/Thot), then

E = −Thot
n
∇n, (2.43)
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and substituting into Eqn. 2.42, we get

∂n

∂t
= ∇ ·

(
σThot
en
∇n

)
. (2.44)

This gives us a diffusion constant of D = σThot

en
showing that the coefficient is

inversely proportional to the fast-electron density and that as the laser pulse pro-

gresses, the fast electrons that come later in time are inhibited from propagation

by the build up of electron density at early times.

To quantify the inhibition of the fast electron penetration, Bell et al. further

provides expressions for the hot electron density and penetration distance as a

function of laser intensity and hot electron temperature. While these equations are

highly simplified, and do not take into account the temporal and spatial evolution

of the fast electron pulse, they do provide a useful gauge of the strength of the

Ohmic stopping when compared to the collisional stopping range.

The hot electron density follows a form:

n0 =
2I2
absτlaser

9eT 3
hotσ

, (2.45)

and the Ohmic stopping scalelength, z0 is defined to be

z0 =
3T 2

hotσ

Iabs
, (2.46)

where τlaser is in seconds, Thot is in eV and Iabs is the absorbed laser intensity

in units of W/m2 to give z0 in meters. The Ohmic stopping scalelength is the

distance over which the potential change is equal to the mean energy of the fast

electrons. n0 is proportional to the laser intensity squared, while z0 is inversely

proportional to the laser intensity. This tells us that as laser intensity increases,

so does conversion efficiency, but penetration depth goes down. In other words, if

the flux of hot electrons goes up, so does the potential that arises to stop them.

Collisional stopping power increases with Z and ρ, while electric inhibition

decreases when σ increases.

2.6 Conclusions

This chapter has introduced a few of the basic principles of how laser energy

is absorbed and carried away by hot electrons in a plasma. Relativistic electrons
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can be generated and accelerated via a number of physical processes including res-

onance absorption, vacuum heating, and/or ponderomotive j×B acceleration. In

the high intensity regime (Iλ2 ≥ 1015 W µm2 cm−2), the hot electron temperature

generally follows a scaling of Thot∝(Iλ2)y, where y typically varies between 1
2

- 1
3
.

The number of fast electrons generated will then have an influence on the space

charge that is set up, and as they propagate they will draw return current through

resistive electric fields.

This thesis will focus on a number of these processes, namely the effect of

large underdense plasmas on the absorption of the laser pulse and subsequent hot

electron characteristics. Both experimental and modeling work was undertaken to

try to understand some of the complex physics involved.



Chapter 3

The Titan and Vulcan Laser

Facilities and Experimental

Configurations

3.1 Introduction

The advent of the ultra-high intensity, short-pulse laser has opened up new

fields of research in the regimes of high energy and high density physics. In the

interaction of such a laser with a solid target, the laser energy is absorbed within the

laser skin depth and creates a rapidly evolving plasma with a lifetime comparable

to the pulse duration of the laser and whose spatial scale is on the order of tens

of microns. The plasma varies from zero to thousands of eV temperature, and

approaches solid density.

The sharp spatial and temporal gradients of the rapidly evolving plasma pose

unique challenges for diagnosis. In order to begin to understand the wealth of

physics within a single laser shot on a solid target, a large array of diagnostic

instruments are necessary to carefully diagnose both the laser and the interaction.

The experiments comprising this thesis were completed using the Titan laser at

the Jupiter Laser Facility at the Lawrence Livermore National Laboratory (LLNL)

and the Vulcan Petawatt laser at the Central Laser Facility (CLF) at the Ruther-

42
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ford Appleton Laboratory (RAL) in the U.K. Both are state-of-the-art, petawatt-

class lasers.

This chapter is organized as follows: first, a brief overview of some of the

advanced technology that makes short pulse, ultra-high intensity lasers possible,

followed by descriptions of the Titan and Vulcan laser systems. Then, laser di-

agnostics and target diagnostics used in the research of laser-plasma interactions,

and consequently electron transport, are presented.

3.2 The Technology behind Ultra-Short Pulse,

Ultra-High Intensity Lasers

The high laser intensities necessary for the types of experiments described

in this thesis can be attributed to several key advancements in laser technol-

ogy, namely, mode-locking[43], Optical Parametric Amplification (OPA)[44], and

Chirped Pulse Amplification (CPA)[45].

Mode-locking[43], developed in the early 1970s, allows for the generation of

extremely short pulses of light, on the order of pico- or femtoseconds. The length

of a single pulse of laser light is set by two factors: the gain bandwidth (the

range of frequencies the laser can operate over, dependent on the gain medium of

the laser), and the resonant cavity of the laser. Within the resonant cavity, the

light waves will bounce around, constructively and destructively interfering with

themselves to form standing waves. These standing waves, or modes of the cavity,

are the only frequencies allowed to oscillate within the cavity, while all others are

suppressed by destructive interference. Each mode will oscillate independently,

occasionally interfering, leading to random fluctuations in intensity. However, if

the laser is mode-locked, all the modes will periodically interfere constructively,

producing an intense burst of light within a time duration equivalent to the time it

takes for the light to make one round trip of the laser cavity. Mode-locking can be

achieved by using an electrical modulator in the cavity that produces a sinusoidal

phase modulation of the light in the cavity, or by using a saturable absorber that

preferentially absorbs low intensity light while transmitting light of sufficiently
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high intensities.

Optical Parametric Amplification (OPA)[46, 44] uses a high gain non-linear

crystal in the pre-amplification stage. The initially weak incident signal beam is

amplified by an intense, fixed frequency pump beam that is simultaneously incident

on the nonlinear crystal. Photons from the energetic pump beam are converted

into lower energy signal photons, and an equal number of idler photons (photons

with conjugate polarization). Since the pump energy is completely converted into

either signal or idler photons, the crystal is not heated in the process. The amplified

signal beam will then preserve the original spectral phase and spatial wavefront

characteristics of the seed pulse. In order for OPA to be efficient, however, very

high intensities on the order of tens of GW/cm2 are required[47]. Therefore, the

front end of femtosecond laser systems with nano or microjoules of energy are well

suited for this process. A single pass through one or several pumped non-linear

crystal replaces a multiple pass or regenerative amplification stage. This type of

amplifier is more compact, can yield significantly higher gains than glass amplifiers,

and produce a smoother beam profile.

The concept of Chirped Pulse Amplification (CPA)[45] permits the amplifi-

cation of short pulses to petawatt power with no need to increase the spatial

diameter of the beam. By expanding the beam in both time and space, the over-

all intensity can be reduced, and damage to optical components can be avoided

(see Fig. 3.1). A seed laser pulse (generally of <1 ps in duration and >1 nm in

bandwidth, with a few nJ of energy) is stretched in time by a factor of 1000 to

10000× through a diffraction grating. This grating spectrally disperses the beam

so that the low-frequency (red) component of the pulse travels a shorter path

than the high-frequency (blue) component. The pulse is now positively chirped,

in that the high-frequency component lags behind the low-frequency component.

The spectrum of the pulse is unchanged, while the duration of the pulse increases

by several orders of magnitude, and the intensity therefore decreases by that same

factor. This stretched laser pulse can now be amplified, which in the case of many

current high intensity lasers is done with a combination of regenerative preampli-

fiers and multipass power amplifiers. The regenerative amplifier provides much of
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the gain of the system (∼ 107), which can bring the laser energy up to the mJ level,

and then the power amplifiers amplify the pulse further to the 1 J level. This long,

amplified pulse is then finally recompressed back to close to its original duration

through a negative dispersion delay set of parallel diffraction gratings. Due to

nonlinear dispersion effects and gain-narrowing, the final pulse will be somewhat

lengthened from its original duration. The peak power increase achieved with CPA

is directly related to the ratio to which the pulse was stretched and recompressed.

Figure 3.1: A typical chirped-pulse amplification (CPA) configuration. Image
courtesy of LLNL S&TR of September 1995.

When OPA is used in conjunction with CPA, it is called OPCPA, and can

deliver high energy and intensity pulses with high contrast[48, 49]. A nanosecond

OPCPA making a single pass through just several centimeters of gain material can

obtain high gain with broad-bandwidth[50], resulting in 10-20 × shorter pulses

than just CPA alone. Further, because the gain material is so short, the B integral

(distortion of the wavefront due to nonlinear phase) is reduced.
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3.3 Formation of Laser Prepulse

One of the drawbacks of the CPA technique is the presence of a temporal

pedestal primarily due to amplified spontaneous emission (ASE) on the nanosec-

ond timescale and main short pulse leakage on a subpicosecond timescale due to

imperfect matching of optical elements in the laser chain.

Figure 3.2: A typical intensity trace of a full system Titan short pulse laser shot.
The ASE pedestal beings approximately 3 ns before the main pulse arrives at T=0
ns. The intensity of the main pulse saturates the diode (evidenced by the flat top
on the peak), and the gradual drop in peak pulse intensity is due to the finite rise
and decay time of the diode. Image courtesy of P. Patel.

ASE, also known as superluminescence, occurs when the stored energy in the

laser rod is greater than the saturated energy density of the rod material. All

stages of the laser amplification contribute to ASE, but it is primarily dominated

by pulses leaking from previous round trips in the regenerative amplifier. ASE

is exactly as its name implies: it is spontaneous light, which means that it is

isotropic and incoherent because it is seeded by many spontaneous photons that

are randomly emitted in every direction. Those photons propagating in a direction

close to the major dimension of the gain medium will be preferentially amplified

by the various amplifying stages, and thus will compete for gain with the useful



47

signal. Fast Pockels cells[51] and polarizers can be used as optical gates to remove

ASE up to the leading edge of the pulse, but there will be some component of

ASE that travels with the laser pulse that cannot be removed, which will manifest

itself as a several nanosecond pedestal (equal to the switching time of a standard

Pockels cell) in front of the short pulse.

The leakage of the short pulse, on the other hand, will generally have a pulse

duration similar to the main pulse (< ps), but will contain ∼30-40% of that of the

ns pedestal.

As the peak intensity of these ultra-intense lasers routinely exceeds 1018, even

in a system with fairly good intensity contrast of 105 - 107, the pedestal is sufficient

to create a preplasma that expands in front of the original surface of the target.

The presence of such a preformed plasma means that the main laser pulse

interacts with an expanding and evolving plasma, rather than a clean solid target.

Absorption of the laser is thereby affected, and this can modify the hot electron

generation and its energy spectrum and divergence.

3.4 The Titan PW OPCPA Laser

The Titan laser at LLNL[52, 53] is a 1053 nm Nd:glass laser which makes use of

both OPA and CPA to deliver laser pulses of up to 150 J in 500 fs with an on-target

intensity of 1020 Wcm−2. A commercial Time Bandwidth Products, Inc. GLX-200

master oscillator first generates the seed pulse of 200 fs and 1053 nm. An Offner

style pulse-stretcher then increases the pulse duration to 1.6 ns by spreading the

different spectral components of the laser pulse (by giving one end of the spectrum

a longer optical path than the other) using a 390 ps/nm chirp-parameter.

A two stage Optical Parametric Chirped Pulse Amplifier (OPCPA) serves as

a front-end preamplifier which boosts the pulse energy from 1 nJ to 40 mJ. The

pump pulse for the OPCPA begins as a modulation of a CW oscillator, followed by

regenerative amplification in a 3 mm Nd:YLF rod, and a 4-pass amplifier with two

12.7 mm Nd:YLF rods up to 1.5 J of 1.05 µm output at 5 Hz. A BBO (β-barium

borate, or β-BaB2O4) crystal is the gain medium which produces 0.8 J of 0.53 µm
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Figure 3.3: A 3-D model of the Titan laser at LLNL. Image courtesy of R. Van
Maren.

light to pump the OPAs.

The 40 mJ OPCPA output is injected into flashlamp-pumped Nd:glass ampli-

fiers including a 25 mm rod, two 50 mm rods, a set of double-pass 9.4 cm disks, a

set of single pass 9.4 cm disks, and a 15 cm disk amplifer. Faraday rotators and

pockels cells are used to prevent back reflections from propagating up the amplifi-

cation chain and damaging the optics. A magnifying telescope then increases the

beam size to 25 cm. At this point, an adaptive optic system checks and adjusts

the wavefront to match a preset optimal wavefront before transporting it to the

vacuum compressor diffraction grating system. The deformable mirror has a set

of actuators in a two-dimensional array to correct wavefront errors due to static

aberrations of optics in the beamline and distortions caused by thermal gradients

set up in the amplifiers during laser shots.

The compressor is a two-pass, two-grating system. The diffraction gratings are

1780 lines/mm, 40 x 80 cm Multi-Layer Dielectric (MLD) gratings with ∼95% effi-

ciency and which provide up to a 5× higher damage threshold than gold gratings.

These gratings are operated at a 75◦ angle of incidence, and give the beam its

S-polarization.
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After compression, the beam is directed into the 2.5 m target chamber using

two 45◦ turning mirrors. There, an f/3 off-axis parabola focuses it down at target

chamber center (TCC). At this point, the Titan short pulse laser has a nominal

power of 300 TW, in a 500 fs full width at half maximum (FWHM) pulselength

for a peak on target intensity of approximately 2×1020 Wcm−2.

The target chamber design is such that a high-energy (up to 1 kJ) long-pulse

(0.2 to 20 ns) 2ω beam can also be focused into the chamber. The angle between

the long pulse and short pulse beams can be varied in discreet positions between

35◦ and 180◦, or the long pulse can be injected collinear to the short pulse beam.

The timing of the long pulse can be varied to come before, after, or overlapped

with the short pulse beam.

3.5 The Vulcan PW OPCPA Laser

The Vulcan Petawatt Laser[54, 55] is a Nd:glass laser system capable of deliver-

ing up to 350 J on target in a pulse duration of 0.5 ps. Typically, 30% of the laser

energy is contained within a 7 µm diameter focal spot, giving a focused intensity

in the mid 1020 Wcm−2. The p-polarized laser has a wavelength of 1054 nm.

A seed pulse of 1053 nm and 150 fs duration is initiated by a commercial Kerr

lens mode-locked Ti:sapphire oscillator. The pulses enter an Offner stretcher where

they are lengthened to 4.8 ns before proceeding to to the OPCPA for preamplifi-

cation to approximately the 10 mJ level over a wide bandwidth (∼1 mJ/nm). The

three-stages of the OPA are pumped by a 200-300 mJ, 4.5 ns, frequency doubled

pump pulse (generated by a 2 J, 1053 nm, 10 Hz YAG laser). The nonlinear gain

medium used for the OPA stages is BBO crystal.

The pulse is then injected into the Vulcan rod and disk amplifier chain which

uses Nd:phosphate and Nd:silicate media. First, a combination of 16, 25, and 45

mm rods amplify the pulses, while vacuum spatial filters clean the beam. The

pulse is then amplified further using a double pass through a 108 mm diameter

disk amplifier, and then single passes through a 150 mm, then 3250 mm phosphate

disks. An adaptive optic system is utilized to improve wavefront quality, employing
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Figure 3.4: A 3D model of the Vulcan Laser Facility at the Rutherford Appleton
Laboratory. Image courtesy of the Central Laser Facility.

a deformable mirror after the rod amplifiers, and a wave-front sensor behind the

final disk amplifier before the petawatt spatial filter.

Finally, the pulse is recompressed by a factor of >1000 with a 1480 lines/mm

gold-coated holographic grating. The beam is 60 cm upon entering the chamber,

and is incident on an f/3.1, off-axis parabola of 620 mm diameter. The 1.8 m focal

length parabola then focuses the beam down at the center of the 4 m × 2 m × 2

m rectangular target chamber.

3.6 Experimental Diagnostics

This research focuses on the necessity to understand the transport and energy

deposition characteristics of fast electrons within solid material. However, the

physics behind these phenomena is closely related to the characteristics of the laser,

and so it is crucial to not only optimize each of those parameters, but to quantify
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and qualify them on each shot. Beyond the laser itself, the rapid interaction

physics of the laser requires a unique diagnostic capability designed to extract the

maximum amount of information from every shot. The following are some of the

laser and target-interaction diagnostics used to address these needs.

3.6.1 Characterizing the Laser

3.6.1.1 Laser Energy

Laser energy is monitored on-shot using a calibrated calorimeter which mea-

sures the leakage (< a few percent) of the full-energy beam through a turning

mirror immediately following the second compressor grating.

3.6.1.2 Laser Focal Spot

Figure 3.5: (a) The Titan OPCPA focal spot at TCC as imaged by the Equivalent
Plane Monitor. (b) The integrated power fraction of the focal spot in (a).

On Titan, the on-shot laser focal spot intensity distribution is inferred through

the use of an equivalent plane monitor (EPM). The EPM characterizes the effects

of non-linear aberrations in the propagation optics and distortions induced by the
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pumping. The EPM takes the leakage (∼10−5) of the main laser through the final

turning mirror before it reaches the focusing parabola and propagates the leakage

beam through a series of optics designed to emulate the ones experienced by the

full energy beam. A 30 cm diameter, 630 cm f/25 focal length lens images the

leakage onto a 16-bit CCD camera.

For the majority of shots, the full energy focal spot matched closely with direct

measurements of the vacuum focal spot at TCC made at low power (using the

unamplified, pulsed OPCPA beam).

3.6.1.3 Laser Pulselength

The pulse duration of the laser is generally referred to as the full width at

half-maximum (FWHM) of the optical power versus time. The true minimum

pulselength of the laser is governed not only by a combination of the gain media

and resonant cavity size as referred to above, but also by how well the stretch and

compression gratings are aligned.

Figure 3.6: The intensity of the overlap of the split pulse gives the pulse width of
the shot.

The pulse duration is monitored on a shot-to-shot basis with a second-order
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autocorrelator[56, 57]. First, a beam splitter splits the incoming laser pulse into

two separate pulses. One of the pulses goes through a variable line delay, or

stretcher grating, which can be moved to change the propagation distance, while

the second pulse travels some static length. The two pulses are then recombined

in a second-harmonic-generation crystal. The power of the mixed output is varied

by adjusting the position of the stretcher grating, with maximum power indicating

optimum compression. With a time delay that is too small or too large, the overlap

of the two beams in the crystal will be reduced, and intensity will be weaker. By

correlating the power with the path length difference, the pulse duration of the

laser can be backed out.

3.6.1.4 Laser Prepulse

Figure 3.7: Oscilloscope trace showing the prepulse profile of a high-power laser
pulse. The main pulse is saturated. Figure taken from MacPhee, Review of Scien-
tific Instruments 2008[58].

To measure the laser prepulse, the leakage of the full aperture beam through
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a turning mirror directly following the compression grating is focused on a water

cell[59]. This water cell acts as a filter for the high intensity light. The absorption of

water becomes non-linear above a certain threshold (∼1013 Wcm−2), thus breaking

down if the prepulse intensity is too high and therefore protecting the fast diode.

The diode is calibrated using the main pulse beam with appropriately calibrated

neutral density filters. Laser prepulse is measured using a water-cell protected fast

diode.

3.6.2 Target Self-Emission Diagnostics

3.6.2.1 XUV Imager

The Extreme Ultraviolet, or XUV, imager was developed to image the fast

electron Planckian heating profiles of the rear surface of irradiated targets [60, 61].

As the fast electrons pass through the target, they collisionally and Ohmically

heat the target. The heated material quickly cools but provides a short burst of

blackbody radiation. Typical target temperatures range from 10-300 eV, emitting

blackbody radiation peaking in the soft x-ray to extreme ultraviolet range. This

emission, which decreases exponentially as the plasma rapidly cools, is thus short-

lived. Because radiation intensity varies so rapidly with temperature and the very

short absorption length in the XUV, the time-integrated imaging of this radiation

offers an excellent tool to measure the maximum surface temperature of dense

plasma targets.

The XUV imaging diagnostic collects light within a solid angle determined by

an aperture and relays this to a charge-coupled device (CCD) via two multilayer

XUV mirrors that dictate the energy bandwidth. Two channels of the XUV di-

agnostic were employed: one optimized for 68 eV light, and the other for 256 eV

light. By using two different channels imaging at slightly different energies, in-

sights could be gained about the heating, expansion, and cooling characteristics of

the target (because these energies are collected from different depths within the

plasma), as well as allow for the verification of thermal temperatures derived from

each channel. The XUV imager will be discussed in more detail in Chapter 4.
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3.6.2.2 XUV Flat Field Spectrometer

An XUV flat-field spectrometer (FFS)[62, 63] was employed in conjunction with

the XUV imagers to provide temperature measurements of the plasma plume that

had expanded outwards from the target surfaces. The FFS records spectra in the

50-400 eV (30-250 Å) range by using a 1200 lines/mm concave diffraction grating

set to a glancing angle of 4.6◦. The use of a such a concave grating with variable

line spacing allows for imaging of the spectrum on a flat plane instead of on the

Rowland circle (see Fig. 3.8).

The spectrum is recorded on a CCD camera. To increase the flux density at

the detector plane, a cylindrical gold mirror is set at glancing angle in front of

the diffraction grating. The use of the cylindrical mirror in conjunction with the

grating allows for both spatial imaging and spectral dispersion. For many targets

imaged, a double spectrum could be seen–one originating from the target rear

plume, and one from the front plasma plume. The XUV flat-field spectrometer

will also be discussed in more detail in Chapter 4.

Figure 3.8: The use of a concave aperiodic grating allows the spectrum to be
recorded on a flat plane, rather than on a curved surface matching the Rowland
circle when simply using a concave grating. Image courtesy of M. Y. Shen.
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3.6.2.3 Cu Kα Imager

One of the main goals of current Fast Ignition research is to characterize the

flux of electrons created by laser irradiation within a solid target. Hot electrons

originating in the critical density region of the plasma transport into the solid, and

interact via electron impact ionization to produce a characteristic line spectrum.

Given the high electron energies of interest, the x-ray emission occurring through

K-shell fluorescence is often used as a diagnostic for the hot electron number. If a

K-shell electron is knocked out, the inner shell vacancy is rapidly filled by an L-

or M-shell electron, producing Kα or Kβ radiation. Fig. 3.9 displays the energy

diagram for nonionized copper.

Figure 3.9: The energy level diagram for copper (Z=29). Kα radiation occurs
through a n = 2 to n = 1 transition, while Kβ represents n = 3 to n = 1).

The probability of such transitions and the subsequent emission of a K-shell

photon can be given by K-shell ionization cross sections by electron impact. The

K-shell ionization cross section for copper as a function of overvoltage (incident
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electron energy / ionization energy of electrons in the K shell), as taken from

empirical expressions described by Hombourger[64] is shown in Fig. 3.10. As can

be seen, the cross-section peaks at approximately 3× the ionization energy, and

evens out at higher energies. Therefore, K-shell (and therefore, Kα) emission

is more sensitive to electrons at relatively lower energies (a few ten keV to few

hundred keV).

Figure 3.10: The K-shell ionization cross section for copper as a function of over-
voltage. The curve is a fit to empirical data as described by Hombourger[64].

Because these Kα photons are predominantly created in the binary collisions of

the hot electrons with the atoms of the irradiated material, they serve as a useful

means to infer the number of hot electrons. The emission is isotropic and short-

lived (∼order of the laser pulse). Therefore, within an experiment, simultaneous

diagnostics will be dedicated to detecting and recording the Kα emission. For

experiments described within this thesis, copper is commonly used within the

targets being irradiated, and so diagnostics such as the Cu Kα Imager, the HOPG,

and the Single Hit CCD are tuned to 8048 eV, the energy that cold Cu Kα occurs

at.

The Cu Kα Bragg reflection crystal imager[65], consisting of a SiO2 211 quartz
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Figure 3.11: Schematic of the experimental setup of a Cu Kα Imager.

crystal, gives 2-D time-integrated spatially resolved information of the hot electron

flux by detecting x-ray radiation within a narrow bandwidth around the Cu Kα

photon energy of 8048 eV. The imaging properties of a spherically bent crystal

are similar to those of a spherical mirror, and thus can be understood with simple

geometric optics.

One of the main limitations of using spherical optics is that, although they can

provide high spatial resolution over large field of views, the angle of incidence must

be near normal to minimize astigmatism. In the case of Bragg reflecting crystals,

the d spacing (interplanar spacing of reflecting surfaces) must be chosen to reflect

the wavelength of choice, according to the Bragg relation,

nλ = 2d sinθ, (3.1)

while allowing θ to be within just a few degrees of normal. The Cu Kα crystals

used in the experiments here had 2d spacings of 3.082 Å, and were operated at

1.3◦ off axis in second diffraction order.

The extent to which a spherical imager can resolve the separation between two

objects is called the spatial resolution, and is determined by a combination of the

diffraction limited spot, the spherical aberration and astigmatism. The diffraction
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limited spot made by a curved optic can be described as,

σdl = 1.22λf/M = 1.22λf0, (3.2)

where λ is the wavelength of light being imaged, M is the magnification of the

system, f = L/D is the f-number associated with the optic (where L is the focal

length and D is the diameter of the optic), and f0 = L0/D is the f-number asso-

ciated with the object (and L0 is the object to optic distance). In cases where an

aperture is used in front of the optic, D will be the aperture diameter.

Spherical aberrations will occur due to light rays, depending on where on they

optic they are reflected, being focused to a slightly different spot. The larger the

aperture size, the larger the spherical aberration, or blurring of the image. The

spherical aberration is,

σsa =
1

2M
[(Li − L) tanφ− D

2
], (3.3)

with,

φ = 2 arcsin
(
D

2R

)
− arctan

(
D

2L0 − 2L

)
and,

L = R− λ

2 arcsin( λ
2R

)
.

Astigmatism for a spherical optic is due to the radius of curvature, R of the

optic having slightly different focusing in the meridional and sagittal planes. Then,

instead of focusing to one single point, rays will focus to a circular region, called

the circle of least confusion. The diameter of this circle composes the σas,

σas = D(1− sin θB)
M + 1

M
. (3.4)

Each of these factors that reduces that spatial resolution can be combined in

quadrature to give the total image resolution as,

σT =
√
σ2
dl + σ2

sa + σ2
as (3.5)

In the RAL (Titan) configuration, the crystal used had a radius of curvature

of 38 cm (50 cm), placed 20 cm (21.5 cm) from the target. The magnification was



60

15× (7.75×), and in both cases, the aperture in front of the crystal was 16 cm in

diameter. This means that the RAL imager had a theoretical total resolution of

approximately 6 µm, and the Titan imager had a resolution of approximately 5

µm.

Imaging was done onto Fujifilm BAS-SR image plates at RAL, and a Princeton

Instruments PI-SX1300 CCD camera at Titan.

While the narrow bandwidth of this diagnostic allows for monochromatic imag-

ing, this is also one of its limitations: The Kα spectral line shifts and broadens

with increasing target temperature, and so, for sufficient temperature increases,

shifts off the narrow bandwidth of the crystal [66]. The collection efficiency of the

Cu Kα imager is thus dependent on the temperature of the target, as shown in

Fig. 3.12, and corrections need to be made for the loss of signal due to it.

Figure 3.13: The collection efficiency of the Cu Kα decreases as a function of
temperature due to the shifting and broadening of the Kα line out of the effective
bandwidth of the imager diagnostic. Data points are derived by evaluating the ratio
of area under the Cu Kα line emission bounded by the aperture energy bandwidth
of the diagnostic. Data courtesy of K. Akli.
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Figure 3.12: The shift of the Cu Kα line as a function of temperature. Spectra as
predicted from the 0-D collisional radiative code FLYCHK.
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3.6.2.4 Highly Oriented Pyrolytic Graphite (HOPG) Spectrometer

The HOPG, or Highly Oriented Pyrolytic Graphite, Spectrometer consists

of a thin film crystal with a random distribution of scattering planes which al-

lows for highly efficient spectral resolution of x-ray lines emitted in a laser-matter

interaction[67, 68]. These crystals operate on the Bragg relation:

nλ = 2dsinθB (3.6)

where n is the diffraction order, λ is the wavelength of the radiation, d is the

separation between the mosaic crystal planes of the crystal, and θB is the Bragg

angle.

Figure 3.14: Schematic of the experimental setup of a HOPG crystal.

The natural mosaicity of these crystals (i.e., slight misalignment of adjacent

lattices to give an angular distribution of the crystallites) allows a spectrum of

x-rays emitted by a point source to always find a scattering plane in the crystal

where it will satisfy the Bragg condition. Therefore, the mosaicity of the HOPG
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crystal allows for an increase of integral reflectivity (over ideal crystals), and for

mosaic focusing (see Fig. 3.15).

Figure 3.15: The intrinsic mosaicity of the HOPG crystal allows for rays emitted
by a point source to be focused onto a plane in the image plane if the crystallites
are lying on a Rowland circle. This mosaic focusing occurs in the 1:1 magnifica-
tion geometry, when the focal length F between the source and the crystal, and
the crystal and the image plane are equal. When rays are reflected off multiple
crystallites at different depths, a focusing error giving the x-ray line width ∆s will
occur.

The idea behind mosaic focusing, or parafocusing, is that when the distance

between the point source and the crystal, and the crystal and the image plane are

equal (a 1:1 magnification geometry), and the crystallites of the HOPG are lying

on a Rowland circle, monochromatic light will be focused in the diffraction plane.

It would be as if a set of the crystallites were composing a curved surface, like a

spherical mirror, to focus the x-rays. When rays of a different energy are incident

on the HOPG crystal, they will find crystallites that satisfy their Bragg condition,

and these rays will be focused to a different point, in a plane perpendicular to the

diffraction plane. Then, by placing the imaging substrate along this perpendicular

plane, a full set of spectrally resolved x-rays can be recorded[69].

The mosaicity of the graphite crystal means that there will be some intrinsic

width of the Bragg reflection due to the particle size and strain on the particles.
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This intrinsic width of the Bragg reflection is given by

∆E

E
=

∆θ

tan(θB)
, (3.7)

and represents the upper limit for the energy resolution, up to 5.35×10−4 in first

order reflection. However, the crystal thickness can also affect the energy resolu-

tion, as shown by the wide dotted line if Fig. 3.15. As an incoming x-ray beam

searches for a crystal plane it can diffract off of, it may find a plane deeper within

the crystal beyond the surface. Reflection off this plane will contribute to spatial

smearing of the imaged signal at the imaging plane. By using a thinner HOPG

crystal, this penetration depth broadening can be improved, but at the cost of

intensity. Actual measured values of ∆E/E then tend to lie in the range of 1 - 3

× 10−3[70].

Once a spectrum is recorded at the image plane, the HOPG data can be ana-

lyzed to retrieve relative line intensities, total counts of a particular line radiation,

and shift and broadening of a particular line due to heating of the plasma. The

HOPG spectrometer is an essential diagnostic to run in conjunction with the Kα

imager because its broad bandwidth consistently allows all the Kα line radiation to

be collected, and therefore is not sensitive to shifting of the line due to temperature

or density effects.

The HOPG crystals used in the experiments discussed here were 2 mm-thick,

ZYA crystals manufactured by GE Advanced Ceramics. They had a mosaic spread

(γ) of 0.4◦, where γ is defined as the full width half maximum of a Gaussian

distribution of crystal plane orientations off the normal axis to the surface. The d

spacing, or separation between the mosaic crystal planes was d = 0.3354 nm,

By changing the angle of the crystal, the orientations of the crystal planes can

be changed to reflect over a different spectral bandwidth. In most cases, the Cu

Kα line emission was the target radiation, and so the crystal was set to 13.4◦ to

reflect x-rays over a 3.5 keV spectral bandwidth centered about 8048 eV. Images

were recorded on Fujifilm BAS-SR or MS image plates.
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3.6.2.5 Single Photon Counting CCD

The Single Photon Counting CCD, or Single Hit CCD (SHCCD) is a charge-

coupled device (CCD) camera operating as an x-ray spectrometer by placing the

camera sufficiently far away and filtered in such a way that no more than one x-ray

photon is incident upon every pixel of the camera. Below 100 keV, most photons

will deposit their energy in one pixel. In this mode, then, the value of each pixel

will be proportional to the energy deposited by the photon[71, 72]. By taking a

histogram of the pixel readout values, an approximation can be made of the x-ray

spectrum. This technique gives an absolute measure of K-shell radiation emission.

Filter CCD Camera Cu 
target 

Laser 

Figure 3.16: Schematic of the experimental setup of a Single Photon Counting
CCD

The CCD camera employed was a Spectral Instruments Series 800 Camerea

using a 2048×2048-pixel, backthinned CCD chip with a pixel size of 13.5 µm.

In most experiments, the camera is placed as far away from the interaction as

reasonable, while still having a line-of-sight to the target chamber center. This

distance is generally on the order of several meters, to allow the solid angle to be

small enough to limit the number of photons that will hit the CCD chip. However,

it is preferable to have that entire propagation span be composed of vacuum, rather

than air, because the attenuation length of an 8048 eV photon is approximately 50

cm in air, and using vacuum will help maintain a good signal to noise level. If it is

not possible to fully achieve this span while having the camera directly mounted

on the main chamber, a vacuum tube can be employed to displace the air gap

between the main chamber and an externally pumped chamber where the camera

resides. Also, it is good practice to surround the CCD camera with lead shielding

to minimize the radiation background[71].



66

In the analysis of a SHCCD readout[73], the number of photons detected by

the SHCCD is a function of the number of hits on the chip (H), the solid angle of

the chip (Ω), the filtering of the camera (fT ), the chip efficiency (εeff ) as a function

of the chip coverage (ψ), and the Kα energy (ε), in the relation,

Kα

Ω
=

H

Ω× fT × εeff (ε, ψ)
. (3.8)

Chip coverage, ψ, is the number of CCD pixels with counts over some threshold

value that differentiates actual signal from background. To determine H, an algo-

rithm is run to find “single hits,”, or instances in which a photon deposits all of

its energy within an isolated pixel of the chip (rather than split events where the

photon energy is deposited over two or more pixels). The energy within pixels that

are counted as hits can then be multiplied by the work function of the chip mate-

rial and the gain of the camera to give an energy spectrum. The chip efficiency,

εeff , which is a function of the photon energy (in our case, we are interested in

the Kα photons) and the chip coverage, has been determined through extensive

CCD calibrations[72]. The other variables in the equation will be a function of the

individual experiment or shot setup.

3.6.2.6 Cross-Calibration of the Cu Kα Diagnostics

The idea behind the redundancies of the numerous Cu Kα diagnostics is to

derive an absolute number of Kα photons for any one data shot. The single

photon counting technique, by virtue of distance and careful filtering ensures a

controlled and countable number of Kα photons. However, it is prone to large

shot-to-shot variations, often on the order of a factor of two or more, due simply

to statistical variation and random errors (chip coverage, fluctuating noise levels,

etc). The HOPG spectrometer, on the other hand, is far more precise, but its

recorded values are generally in some arbitrary unit, which is a function of the

image plate scanner.

A cross-calibration then needs to be done using a number of simple targets

(often thin Cu foils), where the number of Kα photons as counted by the SHCCD

is plotted against the integrated yield from the HOPG. View angles, opacity cor-
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rections, and solid angle of coverage have to be taken into account for each diag-

nostic. The relation between the yields from each diagnostic should be linear, with

a weighting at (0, 0) (0 counts on the HOPG should correspond to 0 counts on the

SHCCD). The slope of the best fit line of the HOPG versus the SHCCD can then

be used as the conversion factor to apply to other HOPG measurements within

the experiment on various target configurations to get an absolute Kα yield.

This number can then also be applied to the Kα measurements made with the

2-D Cu Kα imager. Because, as mentioned above, the 2-D imager is sensitive to

the shifting of the Kα line, the absolute yield of the Kα as determined by the

cross-calibration is a key value that the signal on the imager must be renormalized

to following corrections to account for line shifting with temperature.

Because these cross-calibrations can be sensitive to the individual diagnostic,

diagnostic setup, and laser conditions, it is worthwhile to repeat this process should

there be an uncertainty in the total Kα yield. More details will be found in the

descriptions of the analyses for the nail-wire and cone-wires in subsequent chapters.



Chapter 4

Measurement of Electron-Heated

Target Temperatures using

Extreme Ultraviolet Imaging and

Spectroscopy

4.1 Theory of Extreme Ultraviolet Radiation

In the development of fast ignition[6], it is important to understand energy

deposition by intense laser-generated relativistic electrons in a solid target or dense

plasma. In this process, a picosecond laser pulse launches the electrons into the

target where they cause both heating and radiation. This heating can be measured

by a number of different diagnostic instruments that selectively capture optical

Planckian radiation[74], electron excited Kα emission[75], or soft x-ray to hard

x-ray emission[76, 67].

Although the plasmas created in an intense laser-solid interaction are rapidly

changing, a large fraction of the energy will still be contained within a near-thermal

distribution. By making the limiting case assumption that a material is, in fact, in

thermodynamic equilibrium with its surroundings, then the blackbody radiation

emitted will be characteristic of a single temperature, T .

68
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Planck[77] showed that if it is assumed that radiation is emitted in discrete

quantas of energy, with energy proportional to frequency, then the spectral bright-

ness of blackbody radiation is given as[78]

B∆ω/ω = 3.146× 1020
(
κT

eV

)3 (h̄ω/κT )3

(eh̄ω/κT − 1)

photons/s

mm2 · sr · (∆ω/ω)
. (4.1)

The spectral brightness has a dependence of the form x3/(ex - 1), where x=h̄ω/κT .

This Planckian function has a max value of 1.421 at x = 2.822, so that the peak

spectral brightness occurs at a photon energy

h̄ω|pk = 2.822κT. (4.2)

The Planckian XUV emission studied here crests in a few picoseconds then

decays as the target cools[60]. Because of the rapid variation of radiation intensity

with temperature and the very short absorption length characteristic of emission

in the XUV region (5 - 40 nm, 30 - 250 eV), time-integrated imaging, as well

as spectroscopic resolution of the radiation offers an excellent tool to determine

plasma temperatures.

Previously, Gu et al.[60] used a 68 eV XUV imaging diagnostic to measure

short pulse laser heating of aluminum foils of various thicknesses. Calibration re-

sults for the various components of the diagnostic and methodology for calculating

temperatures based on the XUV images were presented. It was determined that

an electron heated 50 µm thick planar Al foil reached a temperature of 22 eV on

the target rear surface. This thesis work significantly advances the work by Gu,

et al. to include temperature measurements from 256 eV imaging and makes a

comparison of temperature at two photon energies (i.e., 68 and 256 eV).

Emission at these two energies is significantly different because different sur-

faces are detected. The plasma expanding from the hot target is significantly more

opaque at 68 eV than 256 eV. At the lower photon energy the afterglow is longer

and that emission incorporates more hydrodynamic expansion. This extended

glow allows for bright images and imaging of expansion plumes, but also leads to

blurring of the initial heated state. In contrast, the duration of the emission is

much shorter at 256 eV, and so in essence, “freezes the time-integrated emission
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Figure 4.1: (a) A 256 eV image of a half sphere with a grid 228 µm behind it. (b)
A 68 eV image of a half sphere with a grid 804 µm behind it. (c) A 68 eV image
of a copper cone. (d) A 68 eV image of a 10 µm CD / 5 µm Al / 10 µm CD
sandwich.
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by capturing it before the occurrence of significant hydrodynamic expansion of

the exploding target. Fig. 4.1 shows several examples of XUV images of different

targets irradiated with a short-pulse laser. Fig. 4.1(a) shows a 256 eV image of

a half sphere with a mesh grid 228 µm behind it, (b) is a 68 eV image of a half

sphere with a grid 804 µm behind it, (c) is a 68 eV image of a copper cone, and (d)

is a 68 eV image of a 10 µm CD / 5 µm Al / 10 µm CD sandwich planar target.

Very clearly seen in the images is the laser interaction region, the varying thermal

distribution of electrons based on target geometry, the blow-off plasma plumes at

both the targets’ front and rear, and in some cases, filamentation of the electron

beams.

In this chapter, it is shown that temperatures for a range of heating of thin foil

targets can be determined and verified independently by both XUV imagers. The

temperature range in which both imagers overlap to accurately establish a target

temperature is discussed, and evidence is presented showing that in order to use

this diagnostic quantitatively, extreme care must be taken to ensure that angles of

incidence on the multilayer XUV mirrors are within the required tolerances. Fi-

nally, peak rear surface temperatures derived from the two imagers are compared

against an average temperature of the rear surface plasma plume deduced by per-

forming spectroscopy in the XUV range using a flat field spectrometer (FFS).

4.2 The XUV Imaging Diagnostic

4.2.1 Diagnostic Geometry

The XUV imaging diagnostic collects light within a solid angle determined by

an aperture and relays this to a charge-coupled device (CCD) camera via two

multilayer XUV mirrors that dictate the energy bandwidth of the light imaged.

Fig. 4.2 shows a schematic of the XUV imaging diagnostic setup. Two independent

channels of the XUV diagnostic were employed: one optimized for 68 eV (18.2 nm)

light and the other for 256 eV (4.8 nm).

In each XUV channel, the first mirror is spherical and images the target, while

the second, a flat mirror, turns the beam through 90◦. The spherical-plane mirror
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Figure 4.2: Schematic of XUV imaging diagnostic setup.

pairs are manufactured by T. Barbee of LLNL to have matching spectral peaks.

The 68 eV mirrors are a Mo2C/Si multilayer, with the focusing (spherical) mirror

having 21 pairs of layers alternating between Mo2C and Si, for a total bi-layer

period of 96 Å, while the associated plane mirror has 11 pairs of the same layers

at a bi-layer period of 142 Å. The 256 eV mirrors are a C/WC/Monel/W formula,

with the focusing mirror composed of 100 layer pairs of 24 Å bi-layer periods and

the plane mirror composed of 81 layers of 34-35.5 Å.[79]

The use of two optics with large-angle bends in each imaging line allows the

detector to be screened from stray radiation. The spherical mirrors, which are

set at near-normal incidence to minimize spherical aberrations, have a radius of

curvature of 0.5 m, and are placed approximately 0.27 m away from the target. The

reflected image is then projected onto the second multilayer (the plane mirror) at a

path length of approximately 2.15 m, where it is deflected 90◦, then goes through a

filter which blocks IR to UV radiation due to self-emission from the target (which

is also reflected from the mirrors), before reaching the CCD.

The total magnification of the imaging system is approximately 11, and a 6 mm

aperture in front of the spherical mirror gives a collection solid angle of 5.2×10−4

sr. Considering the off-axis and spherical aberrations, the resolution of the system



73

Figure 4.3: Schematic of multilayer reflector of n bilayer pairs. The parameters λ,
θ, and d are chosen to satisfy the Bragg equation, and the relative thicknesses of
the high- and low-Z materials are chosen to optimize reflectivity.

is approximately 9 µm.

The thin aluminum and polyimide filter is designed to eliminate any imaging

of radiation in the ultraviolet, visible and infrared. A variety of these filters, which

range in thickness from 1000 - 2000 Å of aluminum coupled with 2100 - 2500 Å of

polyimide, effectively operate as ND 0.5 - 1 filters at 256 eV, and ND 0.7 - 3 filters

at 68 eV. Due to the necessarily thin Al layers required for efficient transmission

of the XUV, there can be issues with residual transmission of thermal IR to UV

radiation and electron induced transition radiation within the response bandwidth

of the CCD and reflected by the mirrors. This is primarily a problem with the 256

eV XUV channel when XUV signal levels are low and near the detection threshold,

which occurs with thicker targets. This sets a lower limit for useful signal which is

slightly higher than that where the signal is undetectable in the background noise.

The same Princeton Instrument PI-SX: 1300 CCD cameras used and calibrated
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by Gu et al.[60] are used to record the images with a chip resolution of 20 µm.

The quantum efficiency of these cameras is 42% for 68 eV and 48% for 256 eV. All

other values for the CCD used in the analysis are based on results from the Gu

calibration.

4.2.2 Calibration of Multilayer Mirrors

Figure 4.4: A schematic of the LBL Center for X-ray Optics Beamline 6.3.2 at
the Advanced Light Source which was used for the calibration of the XUV mul-
tilayer mirrors. Figure taken from Underwood, Review of Scientific Instruments
(1996)[80].

The XUV multilayer mirrors were calibrated at the Lawrence Berkeley Na-

tional Laboratory Center for X-ray Optics Beamline 6.3.2 at the Advanced Light

Source[80]. The beamline is optimized for the 50 - 1300 eV energy range and is

dedicated to EUV and soft x-ray reflectometry and scattering. See Fig. 4.4 for a

schematic view of the beamline. The beamline utilizes a monochromator, a reflec-

tometer, and refocusing mirrors to form a small spot on the sample (the multilayer

mirror). A variable-line spaced plane grating monochromator scans the wavelength

by rotating the grating with a fixed exit slit. The sample is mounted vertically in
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the reflectometer end-station and can be rotated about its vertical axis, as well as

translated in the three orthogonal directions, with a position accuracy of 4 µm. A

detector, on a rotating arm, measures the reflection off the mirror. The radiation

from the beamline is completely S polarized, whereas photons from the laser-driven

foil are expected to be unpolarized. Thus for the 45◦ reflections of the flat mirrors

in the calibration, the measured reflectivity was halved in the plotted results to

allow for the fact that reflectivity is zero (Brewsters angle) for P polarization.

The reflectivity of the spherical mirrors was determined by scanning in photon

energy at near-normal grazing incidence angles (85◦, 83◦, and 75◦, and hence in-

ferring the reflectivity at 90◦) to give plots of reflectivity as a function of energy at

specific angles. Turning (flat) mirrors were irradiated at 43◦, 45◦, and 47◦ grazing

incidences, also scanning in photon energies. (All angles are taken with respect

to the mirror surface.) Fig. 4.5 depicts the reflectivities of the 68 eV and 256 eV

spherical and turning mirrors as a function of energy for select grazing incidence

angles. The shifts of peaks not plotted were found to follow the expected Bragg

reflection scaling.

The calibrations show that the 68 eV spherical and plane mirrors are fairly

accommodating in the angle of incidence: an incident angle of anywhere from 83-

90◦ for the spherical mirror and 44-45◦ for the plane mirror will reflect energies

between 68 - 69 eV. The angle of setup for the spherical mirrors in the experiment

was chosen to be 88◦ grazing incidence, to limit off-axis aberrations and to closely

coincide with the peak reflectivity of the turning mirror at 45◦.

The angle of incidence of the 256 eV spherical mirror is shown to be slightly

more critical, where an incident angle of 90◦ has a peak reflectivity at 261.8 eV,

while shifting that incidence angle by 5◦ to 85◦ moves the reflectivity peak to 262.4

eV. The 256 eV plane mirror is found to be even more sensitive: a setup angle

of 45◦ peaks at 254.8 eV, but shifting the mirror only two degrees to a grazing

incidence angle of 43◦ pushes the peak to 263.8 eV. The angle of setup for the

spherical mirror was chosen to be 88.5◦, and in order to achieve maximum overlap

of the bandwidth of the pair of multilayer mirrors, the turning mirror was set at

43.5◦, rather than the nominal 45◦. The markedly higher sensitivity of the 256
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Figure 4.5: (a) Reflectivity as a function of energy at various grazing incidence
angles for the 256 eV spherical and turning mirrors. Open purple squares: spherical
mirror at 83◦ incidence angle; open blue triangles: spherical mirror at 85◦ incidence
angle; solid orange circles: turning mirror at 43◦ incidence angle; yellow hatches:
turning mirror at 45◦ angle. (b) Reflectivity as a function of energy at various
grazing incidence angles for the 68 eV spherical and turning mirrors. Open green
diamonds: spherical mirror at 75◦ incidence angle; open blue triangles: spherical
mirror at 85◦ incidence angle; solid orange circles: turning mirror at 43◦ incidence
angle; yellow hatches: turning mirror at 45◦ incidence angle.
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eV multilayers to alignment incidence angle is unsurprising due to the necessarily

smaller bi-layer periods for the shorter wavelength.

Because for each imager the total mirror reflectivity is determined by the con-

volution of the reflectivity from both the spherical and the turning mirror, a slight

mismatch of the central energy results in a considerable decrease in the two-mirror

reflectivity. Thus, careful set-up alignment of the mirrors is critical for maximizing

the signal collected.

Figure 4.6: Comparison of reflectivity for different orders on the 68 eV spherical
mirror. All measurements were taken at 85◦ grazing angle incidence. Green crosses:
first order; red dotted line: second order; blue solid triangles: fourth order.

A calibration of the sensitivity of the 68 eV spherical mirror for multiple orders

of the imaging energy was also completed. Fig. 4.6 shows the reflectivity in first,

second and fourth orders. It is clear that the reflectivity at higher orders is neg-

ligible. The reflectivity of second order 68 eV light (which occurs slightly off the

calculated second order, at 131 eV instead of 136 eV) is down two orders of mag-
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nitude, from 0.46 to 0.005. In fourth order, at 261 eV, the reflectivity is further

decreased to 0.001. The slight variation in the resonance energies of the higher

orders is due to the refraction from vacuum to the first layer of the multilayer

mirrors, which changes the effective incidence angle.

4.2.3 Damage to Mirrors from Exploding Targets

Figure 4.7: Effect of accumulation of debris on the mirror surface due to shot
exposure, plotted as reflectivity as a function of number of shots. Green dotted
line with diamonds is for the 68 eV XUV spherical multilayer mirror and the purple
solid line with circles is for the 256 eV XUV spherical multilayer mirror. Error
bars for the 256 eV mirror are too small to be seen over the data marker itself.

Because nearly all materials are opaque to soft x-rays, it is impractical to shield

the XUV mirrors from target debris while still maintaining their functionality, and

so the mirrors are operated uncovered. Therefore, they are subjected to deposition

of debris from the exploding target. This layer of small particles builds up on

the exposed mirror face with subsequent laser shots, and can have a significant
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effect on the spherical mirrors’ reflectivity, which is then manifested in a decreased

brightness of the XUV image. Two spherical mirrors (one at each of the energies)

were exposed to varying levels of deposition coating in different spots on the mirror,

and were then calibrated to monitor the effect of successive laser shots on mirror

reflectivity (the turning mirrors are placed farther down the imaging line and

therefore not exposed to debris from the target). Fig. 4.7 shows the degradation

of the spherical mirrors with increasing debris accumulation (quantified by the

number of shots the mirror was exposed to). The reflectivity decreases by nearly

40% after a series of 14 shots on the same area of the 68 eV mirror, whereas

the 256 eV spherical mirror reflectivity decreases by less than 2% over the same

number of shots. Error bars are associated with the slight differences expected

in debris deposition depending on the material and size of the target, as well as

systematic errors in the calibration. In the case of the 68 eV mirror, the error is

estimated at ∼18%, while the 256 eV reflectivity error is ∼2% (in the plot, the

error bars are not apparent over the size of the data marker). As 256 eV light is

more penetrating than 68 eV light, it is therefore not as vulnerable to a thin layer

of absorbing material. The typical operating procedure was to rotate the 2.5 cm

diameter spherical mirror behind its 6 mm aperture to give a clean surface after a

number of laser shots chosen to limit loss of reflectivity. Any multi-shot decrease

of image brightness needs to be taken into account when calculating the absolute

brightness of an XUV image.

4.3 Experimental Results

Experiments were performed on the Titan Laser at the Lawrence Livermore

National Laboratory. The laser generates pulses of 500 to 700 fs duration, and

an energy of up to 150 J, with 15% of that energy in a spot size of 5 µm, for a

peak intensity on target of approximately 3×1020 W/cm2. Only three examples of

targets are discussed here: 25 µm thick copper foil, 10 µm thick copper foil, and

10 µm thick aluminum on the front side with 30 µm thick copper on the back side.

All targets are 1 mm × 1 mm dimension. XUV emission from the rear side was
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Figure 4.8: A 10 µm Cu target. (a) The raw 256 eV image shown as CCD counts
and lineout of the image; (b) the raw 68 eV image shown as CCD counts and
lineout of the 68 eV image. The long time scale of bright emission at the 68 eV
energy allows the capture of the whole interaction region.
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imaged at a viewing angle of 34◦ with respect to target normal. The experimental

layout is shown in Fig. 4.2.

Fig. 4.8 shows the XUV images for a 10 µm copper foil at 256 eV (Fig. 4.8a)

and 68 eV (Fig. 4.8b), as examples of the raw data collected by the imagers, along

with their counts profiles. Electron heating at the rear surface is visible at both 68

eV and 256 eV, although, as apparent from the line-outs, the emission at 68 eV is

at a much higher signal level, and displays a full width at half maximum (FWHM)

that is more than two times as large. This is due both to the increased reflectivity

of the 68 eV mirrors over the 256 eV, as well as the much longer temporal and

spatial scale of 68 eV XUV emission. It is interesting to note that the 68 eV image

very obviously displays the edges of the target, the front-side plume which can

be seen around the side of the target, and the plasma plume at the back, which

extends beyond the edge of the target. This shows that the 68 eV XUV imager

observes not just surface characteristics of heating, but the expansion of the lower

density hot plasma as well. There is negligible evidence for plume development in

the 256 eV images.

By applying the calibration results discussed above for the integral reflectivities

of the multilayer mirrors, while also taking into account the collection solid angle,

image magnification, CCD camera settings, detector quantum efficiency, CCD pixel

size, mirror bandwidths and filter transmission, an absolute time integrated XUV

emission can be derived for each pixel of the CCD camera image. This image in-

tensity is proportional to emission from the target in a bandwidth/cm2/steradian.

The typical target peak intensities obtained for the images shown are 1.44 J/cm2/sr

in a 10% bandwidth and 19.14 J/cm2/sr in a 10% bandwidth for 68 eV and 256

eV imagers, respectively. (A 10% bandwidth refers to photons in the range cor-

responding to 10% of the peak energy, i.e. 6.8 eV around the 68 eV peak, and

25.6 eV for the 256 eV peak.) The absolute intensities obtained in this manner

are compared with theoretical intensities obtained from LASNEX calculations as

shown below.
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4.4 LASNEX Calculations

The radiative-hydrodynamics code LASNEX[81] was used for model calcula-

tions in 2-D, assuming a thin foil with an initial Gaussian radial temperature

pattern having 100 µm FWHM and uniform temperature as a function of depth in

the foil. It was assumed that the plasma expands with cylindrical symmetry from

the rear surface of the target, and thus 2-D LASNEX is sufficient to model the full

expansion of the plasma.

A series of LASNEX simulations were run with a different initial peak tem-

perature. At each point in the plasma, LASNEX calculated the density, electron

temperatures and emissivity. An integration of emissivity over time and within a

narrow band of photon energy was calculated from the hot plume edge into the

plasma up until the opaque surface, along the line-of-sight to the spot of maximum

target heating (i.e., target center). Because the experimental view angle was 34◦

to the target normal, emission in the synthetic images was integrated at that same

view angle.

A series of LASNEX simulations was also run for each target type with the

different initial target temperatures, and in each case, an absolute XUV brightness

for the hot spot was determined for the specific view angle. By plotting the set of

LASNEX model results of XUV brightnesses expected for each target temperature,

Fig. 4.9 was composed for different thicknesses of copper slabs. The output is

emission in absolute units of J/cm2/steradian as a function of initial temperature.

As evidenced in Fig. 4.9, LASNEX predicts that for a given XUV imaging

energy and single viewing angle, the temperature-absolute brightness curve is very

similar for slabs of the same material but different thicknesses. These thin targets

expand quickly from the surface and the specific brightness seen in the XUV range

falls rapidly away from the plasma.

For each target shot, the experimental XUV image was processed into absolute

brightness, and then converted to temperature maps by point-wise mapping using

comparison with the synthetic LASNEX simulations. Figures 4.10(a) and 4.10(b)

show the electron temperature maps for a 10 µm copper foil based on each channel

of the XUV.
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Figure 4.9: LASNEX simulation results: peak target pre-expansion temperature vs
absolute brightness for a selection of flat foil targets. Solid pink diamonds: 25 µm
Cu at 256 eV; solid orange squares: 25 µm Cu at 68 eV; open blue circles: 10 µm
Cu at 256 eV; open green triangles: 10 µm Cu at 68 eV; large dashed vertical line:
256 eV detection threshold; small dashed vertical line: 68 eV detection threshold.

Because the point-wise mapping for the entire target was completed using only

the single integral of emissivity derived from the hot spot, the temperature maps of

Fig. 4.10 must be interpreted with the caveat that only the temperature of the hot

spot region is a valid determination. The temperatures assigned to the obliquely

viewed expanded plume with lines of sight that do not connect to the heated region

of the rear surface are not meaningful.

It is for this reason that the 256 eV XUV imager produces a more relevant

temperature map because emission at the 256 eV photon energy is so short-lived

that the majority of it occurs before significant expansion from the rear surface.

Thus, the only region that appears to emit is the heated spot itself, and the point-

to-point mapping from absolute brightness to temperature is nearly fully valid.
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Figure 4.10: (a) Temperature map and lineout for the 10 µm Cu target based on
the 256 eV XUV imager. (b) Temperature map and lineout for the 10 µm Cu
target based on the 68 eV XUV imager.
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This method accordingly provides an adequate means of establishing peak tem-

perature of the back surface, and from Fig. 4.10, the 68 eV XUV imager displayed

a peak temperature of 187 eV, while the 256 eV XUV imager showed a peak

temperature of 225 eV.

Figure 4.11: Peak temperatures derived from the two different XUV imagers plot-
ted against each other. Squares: 25 µm Cu; circles: 10 µm Cu; triangles: 10 µm
Al / 30 µm Cu. The diagonal line indicates equivalent temperatures from both
imagers.

Peak temperatures for the other target types described were also determined.

For each case, the temperatures from the 68 eV channel were plotted against those

from the 256 eV channel in Fig. 4.11. Error bars account for uncertainties due

to the debris deposition on the spherical mirrors. In each case, the temperatures

matched up to within 40 eV. Target rear surface temperatures varied between

75 and 225 eV, with thinner targets demonstrating higher levels of heating (see

Fig. 4.12). The higher level of heating in thinner targets is due to both the lower
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mass per unit area and the refluxing of electrons (multiple passes of the electrons

through the target) as discussed in detail in Ref. [82].

The analytic fitting to the LASNEX model data used to obtain the temper-

ature maps deviates by no more than 3% from the LASNEX data. The Poisson

error on the number of photons absorbed per pixel is 7% in the case of the 256 eV

imager, and 1% for the 68 eV imager. The resulting temperature Poisson error is

2% and 0.5% for the 256 eV and the 68 eV imagers, respectively. The systematic

uncertainties in the peak temperature data due to difference between 1-D model-

ing and the real situation addressed in the Gu, et al. paper are not a factor in

this analysis because the 2-D LASNEX simulations in this case can sufficiently

accurately model the plasma plume expansion.

Figure 4.12: Target backside peak temperatures as a function of target equivalent
Cu density thickness. Triangles: 25 µm Cu; circles: 10 µm Cu; squares: 10 µm Al
/ 30 µm Cu.
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4.5 Discussion: The Use of the XUV Imagers

It has been shown here that XUV imaging at 68 and 256 eV gives a reliable

measurement of temperature in a range useful for studies of heating of thin foil

targets by petawatt class lasers. In the temperature range between 75 eV and 225

eV, XUV diagnostic has been validated against itself by providing evidence that

the two imagers give consistent temperatures to within 40 eV. Each imager has a

temperature range in which it is useful bounded by a sharp fall in signal at the

low temperature limit and by increasing afterglow and imaging of the expansion

plume at the high temperature limit. The experimental detection thresholds are

marked on Fig. 4.9, where for the 256 eV channel, it is at 0.35 J/cm2/sr in a 10%

bandwidth (or, 89 eV for thin Cu foils), and for 68 eV, it is at 0.0014 J/cm2/sr

in 10% bandwidth (or, 16 eV for thin Cu foils).

As demonstrated by the LASNEX simulations (of Fig. 4.9), both XUV imagers

are better predictors for lower temperatures because the change in signal (absolute

brightness) with temperature is very rapid – a large change in absolute brightness

only corresponds to a small change in temperature. However, at higher temper-

atures, the Planckian radiation in the narrow photon energy band imaged begins

scaling linearly with temperature when hν/kT becomes small. Thus, at higher

temperatures, calibration uncertainties come into play when attempting to accu-

rately derive a temperature from the absolute XUV brightness. This limitation

plus the longer afterglow and associated imaging of the expansion plume (which

then yield more uncertainty in the modeling as temporal and spatial integration

increase, as well as saturation limits in the diagnostic) limit the maximum feasible

temperature measurement to about 2 - 3× the photon energy, as evidenced by

measurements up to 190 eV for the 68 eV channel.

Tests were conducted in which a fused silica plate was placed in the imaging line

to block the XUV light, but allow residual light of other forms (i.e., OTR, IR, UV,

etc.) to be transmitted. It was found that at a temperature less than approximately

100 eV, these other forms of light become non-negligible in comparison to XUV

light in the 256 eV channel, raising the lower limit slightly above the detection

threshold temperature of 89 eV quoted previously.
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In effect, the useful application of the techniques described here are limited

to an operational temperature threshold of 16 eV using the 68 eV photon energy

imager, and a temperature of 100 eV using the 256 eV photon energy imager, and

an upper temperature limit of approximately 2 - 3× the imaging photon energy

for each respective imager. Thus, the 256 eV imager is a logical choice for imaging

of higher temperatures, while the 68 eV imager is more effective for slightly lower

energies.

4.6 Spectroscopy in the XUV

4.6.1 The XUV Flat-Field Spectrometer

A flat-field grazing-incidence spectrometer[63] was also employed over a similar

XUV energy range (50-400 eV, 30-250 Å) to provide one-dimensional spatially

resolved spectroscopic measurements. By analyzing the spectra, the temperatures

derived from the two XUV images could also be independently verified.

The Flat-Field Spectrometer (FFS) uses a concave 1200 lines/mm aperiodic

grating set at a glancing angle of 4.6◦. As explained in Chapter 3, the use of a

concave aperiodic grating allows the spectrum to be projected onto a flat plane,

rather than onto the Rowland circle (which requires a curved imaging surface),

as in the case of using a standard concave grating. In the case described here,

the flat detector was a vacuum charge coupled device (CCD) with a back-thinned

1340×1300 array with 20 µm pixel size. To increase the flux density at the detector

plane, a cylindrical Au mirror is set at a glancing angle of 4◦, with its surface

orthogonal to the flat-field grating. A limited aperture filter between the grating

and detector discriminates against fluorescent and scattered emission within the

spectrometer. See Fig. 4.13 for a schematic of the FFS diagnostic.

The diffraction grating is located at a distance of 1.25 m from the target being

imaged, and the detector plane is 0.235 m from the grating center. The view angle

is 34◦ with respect to target rear side normal The solid angle subtended by the

spectrometer is 5.69×10−5 sr and spatial magnification is 0.6 (demagnification)

giving a resolution of approximately 35 µm.
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Figure 4.13: Schematic of flat field spectrometer setup.

To align the spectrometer, the grating and mirror were first positioned at the

required distance. The angles of the grating and mirror are adjusted by sending a

HeNe laser in, and the resulting spot is imaged onto the center of the CCD chip

(where both the angle of the grating and the location of the CCD are defined by the

wavelength range we wish to image over). Using a point source at target chamber

center (an optical fiber illuminated by a HeNe works quite well), the curve of the

Au mirror is then adjusted to focus the image at the CCD plane. Screens are also

arranged to eliminate light not passing the mirrors and which may be scattering

up into the detector or which may be of a higher order.

4.6.2 Spectroscopy Results

The use of the cylindrical mirror in conjunction with the grating in the FFS

allows for both spatial imaging and spectral imaging/dispersion. Indeed, for most

targets, a double spectrum one originating from the target rear plume, and one

from the front plasma plume is seen in the flat-field data. Fig. 4.14 shows spectra

recorded on a single shot from both the front and rear side of the target. (recorded

with no low-pass filter). The spectrum shows a rear surface Planckian continuum
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with super-imposed line radiation. The bright continuum is emitted from the high

density, hot, optically thick rear surface of the solid target. As the lower density

plasma plume forms on the backside and moves away from the surface, spectral

lines become visible. The different fall-off rates for the individual spectral lines

is evidence for a plume changing in density and temperature as it expands from

the surface. The spectra associated with the front surface plasma plume does not

display any bright continuum, indicating that the plume visible on the front side

from around the edge of the target is already of a low enough density to be optically

thin to spectral lines in the XUV region.

Line radiation from an integrated region of roughly 300 - 600 µm from the

back surface, and 200 - 500 µm from the front surface of a 25 µm CD planar target

are identified. Populations of the CVI (carbon hydrogen-like) and CV (carbon

helium-like) ionic stages and their relative intensities are determined.

The atomic spectroscopy code FLYCHK[83] is used to calculate line profiles

of atomic transitions. FLYCHK uses a detailed level structure for lithium-like,

helium-like and hydrogenic ion stages to calculate charge state and population

distributions. Spectra for densities between ne= 1×1018 - 1×1021 cm−3 and tem-

peratures from 10 - 1000 eV are individually generated for both steady-state local

thermodynamic equilibrium (LTE) and non-LTE conditions. In both cases, so-

lutions are assumed to allow a single temperature and pressure to be attributed

to the whole system for the sake of simplifying the problem. Line pair ratios

of intensities of selected ionization transitions are determined from the synthetic

spectra and then compared against the experimental spectra. It is found that at a

given temperature, ratios do not significantly change for the different plasma den-

sities. In both the LTE and non-LTE cases, it is assumed that the lines used for

temperature measurements are not subject to reabsorption or induced emission.

The rear surface emission spectrum from a 25 µm CD target irradiated at 144

J, 0.5 ps, with a 50 µm focal spot is analyzed. From the FFS, the experimental

ratios of hydrogenic to helium-like lines integrated over the region 300 - 600 µm

from the back surface is determined: CVI 4p-2s (Balmer beta, λ=135 Å) to CV

4p-2s (helium-like Balmer beta analogue, λ=173 Å) is 0.3; CVI 3p-2s (Balmer
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Figure 4.14: (a) The soft x-ray spectra for a CD planar target using a 1200
lines/mm diffraction grating. (b) Schematic illustration of the spatial zone from
which plasma emission was recorded. (c) The lineouts for the front and rear surface
spectra.

alpha, λ=182 Å) to CV 4d-2p (helium-like Balmer beta analogue, λ=187 Å) is

2.5; and CVI 3p-2s to CV 5d-2p (helium-like Balmer gamma analogue, λ=167

Å) is 7.1. After comparison to synthetic spectra for plasma density ne= 1×1018
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cm−3 (the density at which the experimental spectrum most closely matches the

synthetic spectrum shape), this predicts a plasma temperature of 67.6 eV, 75.9

eV, and 79.3 eV from each of the line pair ratios, respectively in the LTE case,

and plasma temperatures of 64.8 eV, 78.5 eV, and 80.2 eV in the non-LTE limit.

Fig. 4.15 compares the predicted line ratios with the experimental results. The

average temperature of the rear plasma plume 300 - 600 µm from the back surface

is thus 74.4 eV ± 0.1 eV, assuming minimal opacity effects.

Figure 4.15: The comparison of measured experimental line ratios for spatial zone
marked in Fig. 4.14 with expected line pair ratios generated using the FLYCHK
spectroscopic code.

Analysis of the 2-D spatially resolved 68 eV XUV and 256 eV XUV images

show pre-expansion peak temperatures of the rear surface of 127 eV and 154 eV,

respectively for the same 25 µm CD target. The temperatures calculated from

the two XUV imagers, while fairly consistent with each other, are approximately

70 eV higher than the temperature predicted by the FFS (nearly a factor of 2).

The XUV imager measurement is derived from the optically thick continuum of
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the dense hot phase of the plasma, whereas the flat-field spectrum is taken from

the low density plasma plume; thus, the lower temperature obtained represents an

average over the cooling phase of the plasma.

If a pure adiabatic cooling of the plasma is assumed as it expands from the

target rear surface, then based on a change in temperature of a factor of 2, it

would be expected that the plasma would expand by nearly 3×. However, the

spatial scaling of the flat-field spectra shows that the plasma expands far more,

and thus there is evidence of frozen ionization that leads to an overestimation of

the plume temperature.

The feasibility of fast ignition depends on the capability of fast electrons to de-

posit their energy and heat the background material. An accurate measurement of

the thermal emission from laser-irradiated targets can provide useful information

about the properties of the matter, as well as the electron distribution driving the

heating. Here we have demonstrated the usefulness of the 68 and 256 eV XUV

imaging diagnostics to provide 2-D spatially resolved temperature maps. In addi-

tion, a comparison has been made of plasma temperature at the rear surface and

in the rear plasma plume of a planar target by additionally using an XUV spec-

trometer. These techniques reveal information about the 3-D plasma temperature

and expansion characteristics.

Chapter 4 is a reprint of the material as it appears in T. Ma, Review of Scientific

Instruments 79, 093507 (2008); T. Ma, Review of Scientific Instruments 79, 10E312

(2008); and T. Ma, IEEE Transactions on Plasma Science, Vol. 36, No. 4 (2008).

The dissertation author was the primary investigator and author of these papers.



Chapter 5

Transport of Energy by

Ultra-Intense Laser-Generated

Electrons in Nail-Wire Targets

5.1 Introduction

Among the complex physics parameters that govern the viability of cone-guided

FI is the efficiency with which laser light can be converted to fast electrons, and

how well the electrons can be transported over a path length of ∼100 µm[84].

Within this chapter, an experiment is described to characterize the physics of laser

energy deposition and fast electron transport using a novel nail-wire target.

Cone-wire targets, in which a thin wire was joined to the cone tip, were pre-

viously irradiated to investigate aspects of hot electron flow in a solid beyond the

cone without the complexities of a diverging beam[14, 85, 86, 87]. However, it was

found that the physics of the laser interaction within the cone was often difficult

to diagnose, and the use of a cone interface with a wire adds additional complexity

in the glue joint between the wire and the cone.

In an attempt to avoid these complications, the simple low mass nail target

consisting of a 1 mm long, 20 µm diameter copper wire drawn directly from an

80 µm hemispherical head was chosen for investigation of electron transport. It

94



95

was found that Ohmic stopping played a dominant role in the propagation of hot

electrons down the wire, and a hot surface layer in the wire could be attributed to

a surface current of fast electrons.

The chapter is organized as follows: the experimental setup and diagnostics

are described in Section 5.2. In Section 5.3, experimental results and analysis

are presented. Section 5.4 presents ePLAS simulation results. Section 5.5 is a

discussion and comparison of the experiment and modeling.

5.2 Experimental Setup

The experiment was conducted at the Vulcan Petawatt Laser at the Ruther-

ford Appleton Laboratory. The Nd:Glass 1053 nm laser generated a pulse of 1

ps duration with an on-target energy of 309 J. An f/3 off-axis parabola focused

approximately 30% of the total laser energy into a 7 µm FWHM focal spot with

the remaining energy in a broader distribution around the central spot, giving a

peak laser intensity of 2×1020 W/cm2. The target geometry and diagnostic con-

figurations are shown in Fig. 5.1.

Three different diagnostics were used to measure the copper Kα emission from

the target. Cu Kα x-ray radiation at 8048 eV is predominantly due to binary

collisions of Cu atoms with the hot electrons, and so its intensity is closely related

to the rate of collisional heating. The number of recorded Kα photons is assumed

proportional to the number of fast electrons[88].

A Cu Kα Bragg reflection crystal imager[65] gave two-dimensional time-integrated

spatial information by detecting x-ray radiation within a narrow (∼6 eV) band-

width around 8048 eV. The imager consisted of a SiO2 211 spherical quartz crystal

with a radius of curvature of 38 cm, placed 20 cm from the target. The crystal op-

erated 1.3◦ off axis in second diffraction order and with 15× magnification imaging

onto a Fujifilm BAS-SR image plate. Resolution of the imager was approximately

20 µm. The view angle was in the horizontal plane at 29.4◦ from the nail-wire axis.

While the narrow bandwidth of this diagnostic allowed for monochromatic imag-

ing, this was also one of its limitations: The Kα spectral line shifts and broadens
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Figure 5.1: Layout of experimental setup showing diagnostic view angles relative
to the nail-wire target axis.

with increasing target temperature, and so, for sufficient temperature increases,

shifts off the narrow bandwidth of the crystal[66]. This effect was discussed in

detail in Section 3.6.3.2. The collection efficiency of the Cu Kα imager was thus

dependent on the temperature of the target, and corrections were made for the

loss in signal due to it.

In order to make an absolute measurement, two other Cu Kα diagnostics were

used for cross-calibration. The HOPG (highly oriented pyrolitic graphite) Bragg

crystal spectrometer[67] provided a spectrum of the x-ray radiation. The reflected

x-rays were measured over a 3.5 keV spectral bandwidth (centered about 8048

eV), with a spectral resolution of 5 eV, at a 52◦ view angle on the rear-side of the

nail-wire axis. The crystal was located 25 cm from both the x-ray source and the

imaging plane. The spectrum was also recorded on Fujifilm BAS-SR image plates.

The single photon counting camera[71] had a CCD (charge-coupled device)

camera configured such that no more than one photon hit each CCD pixel, so that

the CCD counts were proportional to photon energy and a histogram of the data
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gave a measure of K-shell radiation emission that was absolutely calibrated. A

Spectral Instruments Series 800 CCD with a pixel size of 13.5 µm, and a 2048

x 2048 pixel array recorded spectra through a 150 µm Cu filter. The CCD was

positioned 380 cm from TCC, with a front view of 29.8◦ to the nail-wire axis.

Figure 5.2: Cross-calibration of Single Photon Counting Camera Kα yield vs.
HOPG yield to determine absolute number of Cu Kα values from Cu Kα 2-D
images. Dotted line is the least squares fit to the open circles (denoting Single
Photon Counting Camera yields plotted against HOPG yields). Solid line is least
squares fit to the solid circles (denoting improved Single Photon yields plotted
against Kα Imager yields.

By comparing all three of these Cu Kα diagnostics a cross-calibration was

completed by King et al.[14]. As the data in that paper were obtained in the

same experiment, the same cross-calibration was applied to this analysis and is

shown in Fig. 5.2. In the cross-calibration, an absolute Kα yield was obtained

from single photon counting by summing the number of pixels contained in the



98

Kα peak. CCD quantum efficiency, single hit probability, filter attenuation and

solid angle subtended by the detecting surface, as well as diagnostic view angle and

opacities were accounted for to give Cu Kα photons/sr emitted in the direction of

the single photon counting camera. Relative Kα line intensities were obtained from

the HOPG after integration, background subtraction and opacity correction to also

give a total Kα count. The HOPG data were plotted against associated absolute

Kα yields from the single photon counting camera to obtain a calibration of the

HOPG instrument. A scaling factor was determined as the slope of the linear least

squares fit. The HOPG yields were made absolute using this factor, then replotted

against the integrated signals from the Cu Kα imager. A scaling factor for absolute

Kα/sr/µm/PSL (PhotoStimulated Luminescence values read out by the image

plate scanner) was then derived for associated Kα levels corresponding to counts

on the image plates. The statistical error for this scaling factor is estimated to be

20%, with an absolute accuracy error of 50%. The uncertainties of the method

and calibrations are discussed in detail in the King et al.[14] paper.

Two extreme ultraviolet (XUV) imagers[89] were also employed at two different

photon energies (256 eV and 68 eV) to record the heating of the nail-wire target.

The XUV diagnostics utilized a spherical multilayer mirror imaging at near-normal

incidence, with a radius of curvature of 0.5 m, placed approximately 0.27 m away

from the target to capture the Planckian emission. Each channel was paired with

a Princeton Instrument PI-SX:1300 CCD with 1300 x 1340 pixels of 20 µm size

resolution and a polyimide/aluminum filter, viewing at 43◦ to the nail-wire axis

rear-side.

5.3 Experimental Results and Analysis

5.3.1 Kα Emission and Bulk Heating

Fig. 5.3 illustrates the intense emission seen from the nail head and the decaying

brightness down the wire as displayed by the Cu Kα crystal imager. The majority

of the Kα production occurs in the head.

Absolute Kα yields were determined for the wire portion of the nail-wire tar-
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Figure 5.3: Cu Kα emission from the nail-wire target shown with enhanced color
scale.

get. Because the underlying physics of the hot electron transport within the nail

head was difficult to analyze due to its hemispherical geometry, only the electron

transport within the wire itself is considered in this analysis. The full target (nail

head and wire) was composed of one continuous piece of copper, and thus, all of

it emitted Cu Kα radiation. In analysis, the start of the wire was determined

by taking a lineout along the wire, and across the nail head. This lineout was

of a width large enough to encompass all emission from the wire, and summed

the emission transversely at each axial point. Characteristic of the lineout was a

location of peak emission from the head, followed by a steep fall-off, followed by a

slower quasi-exponential fall-off, where this last portion is a distinctive feature of

Kα emission from a wire. The point at where this quasi-exponential decay began

was identified in the data to be the beginning of the wire as shown in Fig. 5.4 (0

µm on the abscissa).

Absolute Kα yields were determined for the wire portion of the nail-wire target

based on the Cu Kα crystal image. A lineout integrated transversely along the

wire axis was corrected for view angle and opacity. It was assumed that the Kα

energy density was homogeneous within a radial cross-section of the wire, and the

22 µm 1/e attenuation length of 8048 eV radiation in copper was accounted for in

the opacity correction for the Cu Kα crystal imager line-of-sight. This correction
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Figure 5.4: Kα/sr/µm for the nail-wire: experimental (connected dotted line), 1D
numerical model fit to experimental data (dashed), 1D numerical model inferred
total Kα emission profile (before any temperature reduction) (solid). The wire to
nail head junction is at 0 µm on the abcissa scale.

was applied to the observed flux to give the total Kα originating within the wire.

The hot electron transport was modeled using a 1D resistive transport nu-

merical code[66] where the hot electrons were described by a single temperature

Maxwell-Boltzmann distribution injected axially into the wire. The code ignored

magnetic field effects and electron scattering, but accounted for electron resis-

tive inhibition and the physics was otherwise similar to (but not as complete as)

Fokker-Planck and hybrid PIC transport codes. The model assumed full current

neutralization by cold background electrons. In small increments along the wire,

the loss of electron kinetic energy to binary collisions (calculated using the stopping

power of electrons in hot plasmas) and Ohmic energy losses (j2η heating of the

material via the return current drawing kinetic energy from the hot electrons) was

calculated together with collisional excitation of Kα. Temperature in each step

was determined from the specific energy deposited using the SESAME equation of
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state tables. Resistivity of the material was approximated from a fit to the Lee and

More electron conductivity model for hot plasmas[90]. The local atomic number

Z was also predicted from the SESAME tables. The code generated axial Kα and

temperature profiles along the wire.

The modeled Kα profile was matched to the experimental axial emission profile

(corrected for view angle and opacity) by varying the simulation input parameters

of injected laser energy (i.e., coupling efficiency) and initial hot electron tempera-

ture (Thot). These two free parameters could be varied in this forward calculation

to change the peak Kα value and the slope of the model profile. Additionally, this

transport model accounted for the loss in signal due to the shifting of the Kα line

out of the bandwidth of the Cu Kα crystal with increasing target temperature.

The earlier cross calibration of the HOPG and integrated Kα images produced a

notional absolute calibration of the imager, but it is known that the imager under-

records Kα due to the temperature effect (quantified by Akli et al.[66] by using the

population kinetics model FLYCHK[91], see Fig. 3.12). Therefore the deduced Kα

photons per integrated image count were overestimated by some initially unknown

factor R. The Akli model calculated the absolute Kα profile for assumed injected

electrons as described above, then calculated the reduction of the profile based on

the temperatures it predicted to give the profile expected to be recorded α profile

to the HOPG; and it follows that both the Akli calculated detected profile and the

original experimental profile also have to be scaled down by this same factor R.

The process was reiterated until the solutions converged on where the Akli true

Kα profile integrates to match the HOPG absolute Kα number, and the reduced

Akli profile fits the experimentally recorded one.

The absolute Kα emission profile derived in this fashion had a peak intensity

of 7.1×10−6 J/sr/µm at the start of the wire, and an exponential fall off of approx-

imately 60 µm scale length along the wire. Shown in Fig. 5.4 are the experimental

data (blue connected dotted line), and both the simulated Kα image profile fit-

ted to the experimental data (red dashed line) and the inferred total Kα emission

profile after the correction for diagnostic underestimation of the signal due to the

temperature shift (green solid line).
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Also based on the 1-D code, the laser energy converted into electrons injected

in to the wire was approximately 10.35 J ± 5 J. With an initial injection laser

energy of 309 J, this gave a coupling efficiency into hot electrons of approximately

3.3% ± 1.7%. It is of interest to note that this value of 3.3% is the energy coupled

into the wire alone; obviously, as evidenced by the raw Kα images, considerable

energy was deposited within the nail head itself. Fitting to the model profile in the

1D code also provided estimates of the average electron temperature in the wire.

Thot was determined to be approximately 620 keV ± 125 keV. The maximum Tcold

(background electron mean temperature) at the start of the wire was approximately

68 eV ± 34 eV, and also decreased exponentially along the wire. The accuracy

of all the numbers derived from this 1D transport calculation is limited by the

accuracy of the absolute calibration to which the experimental data was scaled.

Because both the conversion efficiency and the temperature rise of the target are

proportional to absolute yield, we estimate the errors in their calculation to be ±
50%. The electron temperature is directly proportional to the square root of the

absorbed laser intensity and the profile slope. Thus, the majority of the error in

deriving the electron temperature lies again in how closely we can estimate the

fraction of absorbed energy, which is subject to the same ± 50% accuracy in the

absolute yield. Convolving in the error from the slope profile translates to an error

bar of ± 20%.

Both the experimental and model-predicted hot electron penetration scale lengths

are much shorter than the collisional stopping range of the hot electrons (∼370

µm for a 600 keV electron), implying that the fast electron penetration is limited

by the Ohmic potential[42].

5.3.2 XUV Emission and Surface Heating

Figure 5.5 shows extreme ultraviolet images of the nail-wire target at the 256

eV and 68 eV photon energies. Prominent in the 256 eV image is limb brightening,

where XUV emission at the edge of the image is more intense than at the center.

The obvious limb brightening seen in the 256 eV image implies preferential heat-

ing concentrated near the surface of the wire. However, limb brightening is not
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Figure 5.5: (a) Extreme ultraviolet image (at 68 eV) of the nail-wire. Emission
can be seen all along the nail-wire, and even around the bend. Inset: Schematic
showing illumination geometry. (b) Extreme ultraviolet image (at 256 eV emission)
of the nail-wire. Dotted line denotes position of lineout in (c) Transverse lineout
of wire in 256 eV XUV image which displays prominent limb brightening
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observable in the 68 eV image. This suggests that the thickness of the emitting

surface layer is less than the attenuation length of the 256 eV radiation, but greater

than the attenuation length of the 68 eV emission. Based on the 0-D atomic spec-

troscopy code FLYCHK[91], in the temperature range of 30 - 200 eV (a reasonable

range of temperatures for the wire surface[87]) with the mass density specified for

solid Cu, the attenuation length for 256 eV radiation is between 40 - 130 nm, and

for 68 eV radiation is between 5 - 20 nm. Thus, we expect this heated surface layer

to have an areal mass on the order of 40 - 130 nm of solid Cu. Also of note, the

limb brightening becomes more prominent further down the wire away from the

nail-head, indicating that the heating is more uniform and the opacity of the hot

layer is greater nearer to the nail head.

The time-integrated XUV images in Figure 5.5 also show thermal emission far

down the wire, and in the case of the 68 eV image, the emission even extends

around the wire bend–a distance of over 1.3 mm. This is consistent with the

observation of a directional electron jet in vacuum emitted along the axis of a cone

fiber target with a 1 mm long carbon fiber[86].

The 68 eV XUV image also shows an expanding plasma halo that wraps around

the nail head, and includes plasma jets at the wire bend and where the nail head

meets the wire. These plasma jets are a manifestation of the collision of hot plasma

from intersecting surfaces.

5.4 e-PLAS Simulations

The 2-D e-PLAS simulation code based on implicit-moment/hybrid techniques[92]

was used to model the transport of the relativistic electrons in these nail-wire

targets[93]. Other modeling of wire geometries was done in references [87] and

[85]. However, this set of simulations is novel in that it was performed close to

experimental conditions: the target was modeled at full scale and electron injec-

tion in the model was based on the experimental laser parameters. Calculations

were performed for particles in a 2-D cylindrical geometry, with simulation runs

spanning 2 ps. The laser pulse was a normally incident 1.06 µm beam in a 10
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µm FWHM gaussian spatial envelope with a flat temporal pulse terminating at 1

ps, with a peak intensity of 1.7×1020 W/cm2. A density gradient with a 40 µm

density ramp varying from ∼1021 to 1018 electrons/cm3 preceded the solid target

and represented the effect of the ASE prepulse[59]. The assumed laser absorp-

tion was 20% into an isotropic, relativistic Maxwellian hot electron distribution

injected at the critical density, with hot electron temperature locally determined

by an empirical scaling based on experimental data detailed by Beg et al.[32] The

target material was modeled as copper with an average effective atomic number of

Z=15 and an initial temperature of 100 eV. The simulation was performed with 50

radial cells (each 1 µm wide) and 200 axial cells (each 1.5 µm wide). The modeled

target had a 45 µm radius, 50 µm deep hemispherical head and a wire diameter

of 20 µm, and was truncated at 175 µm. For numerical self-consistency purposes,

at vacuum-material interfaces, the sharp boundary was smeared over several cells.

As the hot electrons were transported down the wire, they drew resistive cold-fluid

return currents (where the energy is carried by the bulk, slow-moving electrons)

and generated self-consistent ~E and ~B fields.

Fig. 5.6 shows the hot particle density at 2 ps (i.e., 1 ps after the end of the laser

pulse), and it can be seen that surface currents of hot electrons run toward the head

edges as well as axially down the wire. The on axis lineout of Fig. 5.6(b) shows

that the majority of hot electrons remain in the nail head. The hot electron density

in the wire section (which starts at 100 µm on the axial scale) varied from 4×1020

to 1×1019 electrons/cm3 at the end of the wire. The 1/e falloff for the hot electron

density in the wire region was approximately 76 µm. The cold electron density on

axis in Fig. 5.6(b) did not change significantly from the initial solid density value

of 1024 cm−3 in the 2 ps run, there being insufficient time for a hydrodynamic

response. e-PLAS predicted a coupling efficiency into electrons into the wire of

approximately 9%, calculated as the sum of the energy in the hot electrons and

the energy deposited thermally. The discrepancy between the coupling efficiency

predicted by e-PLAS and the 3.3% predicted by the 1D transport model is explored

in the Discussion section.

The 2-D temperature plot of Fig. 5.7(a) provides modeling evidence for the
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Figure 5.6: (a) e-PLAS hot electron density plot at 2 ps. (b) Lineouts of the
transverse averages for nh (red), nc (blue), and Zni (brown). The nh profile shows
a near-exponential falloff along the full length of the wire. The 1/e length from
e-PLAS is ∼76 µm.
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surface heating seen with the XUV images. The cold temperatures show nearly

radially uniform Tcold of 200 eV throughout the bulk of the wire except at the

outer surface where the temperature peaks to 3 keV. Note that the 1 µm radial

zone width is too large to resolve the hot surface layer thickness. The computed

cold temperature rise in the center of the wire at 2 ps (Fig. 5.7(b)) was 1500 eV

at the start of the wire falling to 100 eV after 125 µm, with a scale length of

50 µm. The 1500 eV maximum is much higher than was inferred from fitting

experimental data with the Alki model and the difference is also covered in the

Discussion section.

A transverse profile of the average density across the wire at z = 120 µm

(Fig. 5.7(c)) is interesting in that it shows a high density of cold electrons ev-

erywhere in the wire except just in the outer few microns where hot electrons

dominate. The outer edge is the Debye sheath region, which supports a longitudi-

nal current of fast electrons just outside the wire. The transverse profile of Tcold

(Fig. 5.7(d)) shows that the cold electron temperature profile peaks at a slightly

smaller radius than where the hot electrons dominate. This observed higher sur-

face temperature is due to the return current that develops to compensate the hot

surface current just outside. As a note, the nearly 20 keV temperature predicted

right at the wire edge is unrealistic, and is likely due to the smearing of the den-

sity profile over several neighboring cells in the simulation. The smearing gives the

outer zones a very low density of plasma, and when a high return current passes

through this area, an artificially high amount of Ohmic heating is produced. The

predicted 3 keV plateau just to the left of the spike is a probably a more realistic

representation of the temperature in the solid density of the target.

Magnetic field contours are shown in Fig. 5.8(a), and an axial profile taken at

r = 13 µm is shown in Fig. 5.8(b). Predicted toroidal ~B fields (due to ∇T×∇n)

are intense at the entry surface, where they are calculated to be approximately 50

MG at 2 ps. These intense localized azimuthal fields were similarly seen in LSP

simulations by Wei et al.[87] The ~B-field direction between the head and 100 µm

down the wire indicated a current flow toward the head in the Debye sheath region.

This is consistent with a hot electron flow away from the head in the same region
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Figure 5.7: (a) e-PLAS thermal (cold) electron contours at 2 ps. Plot displays
enhanced surface heating along the edges of the target. (b) Lineouts of the tem-
perature profiles at 2 ps for hot electrons (red), cold electrons (blue), and ions
(brown). Beyond z=225 µm (125 µm along the wire), both the cold electrons and
the ions are at a similar temperature of 200 eV. (The target starts out with an
initial temperature of 100 eV.) (c) Transverse average density profiles across the
wire at z = 120 µm. The hot electron density is seen to extend to a larger radius
than the cold electron or ion densities. This correlates to the large flux of hot
electrons surfing along the outside edge of the wire. (d) Transverse temperature
profiles for the wire at z = 120 µm. Tc is seen to peak just at the edge of the wire.
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Figure 5.8: (a) e-PLAS magnetic field contours at 2 ps. A strong ~B field is seen all
around the nail head, confining electrons. (b) Axial profile of the magnetic field
taken at r = 13 µm. Fields are largest (∼50 MG) near the laser spot and along

the wire surface near the head-wire interface. ~B field sign is generally positive,
indicating that the dominant hot electron flow is away from the head, while return
current lies just inside the wire surface.
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and can be viewed as electrons in the Debye sheath surfing along the wire. The

corresponding return current is expected to be within a skin depth inside the wire

surface and causes the previously discussed surface heating. Resistive heating was

dominant in the bulk of the wire, with axial ~E fields up to 0.02 MeV/µm in the

center of the wire, so that over a distance of 100 µm, the hot electrons lose 2.0

MeV. A transverse cut through the wire also showed the magnitude of ~E fields to

be over 10 times larger at the edge of the wire, corresponding to the higher current

density along the wire surface.

Simulations in which the resistivity and magnetic fields were switched on and

off[92, 93] demonstrated that the reduced penetration of the hot electrons in the

wire could be attributed to these effects. When both the ~B fields and resistivity

were turned off, a strong, directed beam of electrons could be seen penetrating very

far down the wire (beyond the 250 µm simulation box). However, with both effects

on, a dense concentration of hot electrons was trapped in the nail head and in the

wire with the axial variations present as previously mentioned. The hot electron

densities and heating in the wire also fell off due to the electric field retardation

in a manner closely resembling that seen in experiment.

5.5 Discussion

The results described here show a qualitative agreement between the experi-

mental data and the e-PLAS modeling, which support the arguments for a domi-

nant Ohmic inhibition effect on the hot electrons within the bulk of the wire while

the surfing hot electron current in the Debye sheath leads to heating of a thin

surface layer.

It should be noted, however, that the thickness of this heated layer predicted

by e-PLAS is influenced by the 1 µm zone width of the simulation. It is expected

that should the resolution of the simulation be increased, the heated layer would

converge to a thickness on the order of a skin depth. However, due to the boundary

layer smearing alluded to earlier, e-PLAS cannot correctly compute the level of

surface heating in the sheath region, but serves to give qualitative evidence of
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the existence of this hot layer. The situation in the hot surface layer is further

complicated by radial acceleration of protons due to hot electron pressure and

hydrodynamic expansion due to cold electron pressure. Thermal conduction also

broadens the heated layer. These are effects that are not modeled by e-PLAS.

Thermal cold electron temperature rises predicted by e-PLAS (1500 eV at the

start of the wire) are much higher than those predicted by the 1D transport code

(68 eV). As the coupling efficiency predicted by e-PLAS is approximately a factor

of 3 higher than the 1D transport code (9% versus 3.3%), this corresponds to a

three times higher electron flux. Ohmic heating, which goes as j2, would then be

almost a factor of 10 greater, yielding temperatures also a factor of 10 greater.

The remainder of the temperature discrepancy can be attributed to the different

equation of state models (SESAME tabulated values for the 1D transport code,

ideal gas for e-PLAS). Further, in e-PLAS, a reflecting boundary condition existed

at the wire end allowing the electrons to bounce around until all their energy

was deposited, whereas electrons in the 1D transport code made only one pass

through the wire and then exited out the end. While this has been accounted for

in the interpretation of conversion efficiency, this effect also contributes to the low

temperatures predicted by the 1D transport model.

A parallel study of cone-coupled wire targets[14, 94] was done in the same

experiment with identical laser characteristics and diagnostic setups. These cone-

wire targets used a Cu wire of a similar length and diameter glued to an Al cone,

rather than drawn directly from a hemispherical head. The characteristics of bulk

transport in the two types of targets were very similar. Emission scalelengths are

within 25%, and predicted electron temperature, Thot, within 10%. However, the

laser to wire hot electron coupling efficiency was found to be slightly higher in the

cone case (5% vs. 3.3% in the nail-wire case), suggesting advantages of the cone

geometry for FI applications. Interestingly, while XUV imaging of the nail-wire

showed considerable XUV emission from the wire, similar images of the cone-wire

show no detectable XUV emission from the wire portion of the target. We attribute

this to lateral transport of the hot electrons along the front edge and around the

nail head and then subsequent surfing along the wire surface. In the case of the
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cone-wire target, hot electrons would have had to travel all the way back up the

inside surface of the cone (∼1 mm in length) before making a 360◦ turn to reach

the outside of the cone.

The strong, localized surface magnetic fields observed in the e-PLAS simula-

tions were similarly seen by Wei et al.[87] to be on the order of 50 - 100 MG at

the front of the target. These fields, which tend to trap the lower energy electrons

and inhibit their propagation into the target, are also responsible for the lateral

propagation of these electrons along the surface of the target.

In conclusion, the transport of energy by laser-generated fast electrons in a

nail-wire geometry has been investigated experimentally and numerically. Strong

Ohmic inhibition has been observed in the nail-wire targets similar to that in

cone-wire targets. Coupling into the wire in the nail-wire geometry is somewhat

lower than observed in cone-wire targets. One significant difference between the

two targets is the prominent surface heating is observed in the case of nail-wire

targets.

Chapter 5, in full, is a reprint of the material as it appears in T. Ma, Physics of

Plasmas 16, 112702 (2009). The dissertation author was the primary investigator

and author of this paper.



Chapter 6

Effects of Preplasma on Hot

Electron Coupling and

Propagation in Cone-Attached

Wire Targets

6.1 Introduction

The reentrant cone approach to fast ignition remains one of the most attractive

because of the potential to effectively collect and guide the laser light into the cone

tip and direct energetic electrons into the high density core of the fuel. However,

in the presence of a preformed plasma, the laser energy can be largely absorbed

before it can reach the cone tip.

Laser prepulses, or the pedestal of energy before the main pulse arrives, are

inherent in short pulse, high intensity lasers, due to amplified superfluorescence and

spontaneous emission. Existing petawatt lasers which can deliver up to 1 kJ and I

≥ 1020 W/cm2 will often have intensity contrast levels between 10−6 - 10−8. Such

an ASE intensity is above the ionization threshold of most materials (1010 - 1011

W/cm2), meaning there is more than sufficient energy to modify the solid target

and create a substantial plasma before the main pulse arrives. This preplasma

113
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will expand outwards from the surface of the solid target, forming a region of low-

density plasma the main pulse must propagate through before depositing its energy

at the critical surface (which has since been shifted out from the solid surface).

The absorption of the laser is therefore severely affected, and the hot electron

generation and its energy spectrum and divergence is modified.

Full scale fast ignition laser systems of 100 kJ are envisioned to have prepulse

energies ranging between 100 mJ to 1 J. Consequently, the issue of preplasma

formation and its effect on conversion of laser light to hot electrons, the subse-

quent transport characteristics of those electrons, and the resulting requirements

for maximum allowable prepulse this may put on the laser system are imperative

issues facing fast ignition that must be understood.

Figure 6.1: Even under varied laser focusing conditions (ray tracing shown here
for the case of tight focus at the cone tip, and focusing to a point 400 µm before
the cone tip), the patterns of Cu Kα fluorescence from the cone target are very
similar.
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Work by Van Woerkom et al.[95] in 2008 hinted at the prejudicial role of pre-

plasma in preventing laser energy from reaching the tip of the fast ignition cone.

Cones were irradiated with the Titan laser, under varying laser focal conditions,

and 2-D spatial Kα imaging was performed. The cones were composed of Cu walls

25 µm thick, 800 µm in length, with a 30 µm inner tip diameter, and a 30◦ full

opening angle. Shots were taken with the laser injected at tight focus (best focus)

on the cone tip, then defocused to 400 µm and 800 µm beyond the cone tip, and

400 µm before the cone tip. Prepulse levels were around 15 mJ for every shot. Al-

though defocusing corresponded to a lower laser intensity at the cone tip compared

to the tight focus case, the pattern of Cu Kα fluorescence did not vary consider-

ably under these different focusing conditions. In every case, the distribution of

emission was similar, extending from the cone tip to 300 µm distance along the

cone walls.

Such a lateral extent of emission was larger even than predicted by ray tracing of

the different focus geometries, and larger than the lateral spread seen for equivalent

flat foils. It was hypothesized, then, that the laser-cone interaction was actually

dominated by the preplasma filling of the cone. Hot electrons excited by the main

pulse could freely diffuse in the conducting plasma region created by the prepulse,

yielding the large region of Kα fluorescence. See Fig. 6.1.

A concurrent study by Baton et al.[96] measured coupling into targets with

and without cones attached to assess the benefits of using a cone. Somewhat

surprisingly, they found that the coupling from the laser to a planar Al (20 µm) /

Cu (20 µm) / Al (20 µm) foil irradiated directly, was much higher than when the

same foil was coupled to a 30◦ full angle, 40 µm wide open tip cone (see Fig. 6.2

for a picture of the cone-foil target). Fig. 6.3 shows the Cu Kα images when a

1ω0, 0.4 ps, 5×1017 W/cm2 laser pulse with a 2 ns ASE pedestal, focused 300 µm

before the target plane, was introduced onto a target without (a) and with (b) a

cone. As can be seen in the figure, the Kα spot is far more intense without the
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Figure 6.2: Typical cone-attached target used in the experiment by Baton et al.
The Au cone has a 20 µm aperture and 30◦ total angle. The cone tip is fixed to
a square 300×300 µm2 planar target. Figure taken from Baton et al., Physics of
Plasmas (2008)[96].

cone in (a), and was quantitatively measured to be greater by a factor of 6.5.

These shots were then repeated, at 2ω0 laser frequency. Because the initially

1ω0 laser must be sent through a nonlinear doubling crystal to become 2ω0, the

energy contrast can be improved to better than 1010, meaning essentially no pre-

pulse. However, this also reduces the maximum available laser intensity to about

20% what it was in 1ω0, and the corresponding Iλ2
0 drops by 75%. All 2ω0 shots

were performed under the best focusing conditions. In this case, the measured Kα

fluorescence was comparable from planar foils with and without cones attached

(see Fig. 6.4).

As discussed in detail by Baton et al., it was conjectured that in the case of

irradiation by the 1ω0 laser, the cone-induced decrease in Cu Kα yield is likely

due to a confinement of the preplasma in the cone geometry as compared to a

planar target. Whereas for a planar target the preplasma has infinite room to

transversely expand, with a cone, the walls restrict the transverse expansion and

the preplasma fills the cone. When the ASE level was substantially reduced by

frequency doubling the pulse, large-scale preplasma formation was prevented, and

comparable Kα signals were seen with and without the cone, confirming the adverse

consequence of prepulse in cone.
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Figure 6.3: Kα images of Al (20 µm) / Cu (20 µm) / Al (20 µm) targets irradiated
with a 1 ω0, 0.4 ps, 300 µm defocused, 5×1017 W/cm2 laser with a 2 ns ASE
prepulse pedestal. In (a), the foil was irradiated directly, while in (b), a Au cone
of 30◦ opening angle, 40 µm wide tip was attached to the foil. Both images use the
same color scale. Figure taken from Baton et al., Physics of Plasmas (2008)[96].

To quantitatively investigate laser absorption as a function of laser contrast,

MacPhee et al.[97] imaged Kα emission from the walls of freestanding copper cones

irradiated with the Titan 150 J, 0.7 ps laser, preceded by two different levels of

prepulse. Fig. 6.5 are the two Cu Kα images showing the distribution of energy in

the cone walls in the instance of (a) 7.5 mJ of prepulse and (b) 100 mJ of prepulse.

In the low prepulse case, the emission peaks at the tip and is concentrated within

200 µm of the tip. In the high prepulse case, the emission peaks 200 µm from the

cone tip and extends back an additional 300 µm.

The data was modeled by first performing 2-D simulations with the HYDRA

radiation-hydrodynamics code to calculate the preformed plasma profile inside the

cone target using the experimentally measured laser prepulse intensity distribu-

tion. These plasma density profiles were used as the input to 2-D particle-in-cell

simulations performed with the PSC code[98]. The spatial profile of the high inten-

sity pulse was simulated in the PIC calculation using a reconstructed beam phase

front based on the measured focal spot from an on-shot equivalent plane monitor.

The simulations were then compared to the experimental data by computing

the energy density of (Kα-producing) electrons. Fig. 6.6 shows that the simulations
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Figure 6.4: Kα images of targets irradiated by an essentially prepulse-free 2ω0, 0.4
ps laser pulse at best focus, 1×1017 W/cm2 intensity. In (a) a Cu (20 µm) / Al
(20 µm) target is irradiated directly, while in (b), an Al (10 µm) / Cu (20 µm) /
Al (20 µm) planar target is attached to a 30◦, 20 µm wide tip cone. The laser was
focused directly on the target plane. Both images use the same color scale. Note
that the appearance of a slightly lower Kα spot signal in part (b) is due to the
presence of the additional 10 µm thick Al layer. Figure taken from Baton et al.,
Physics of Plasmas (2008)[96].

reproduce the essential features of the experiment, in particular, the shift in the

peak emission back along the cone and the increased volume of emission with

increased prepulse. The origin of these features can be understood by considering

the laser interaction with the preformed plasma. In the 7.5 mJ prepulse case,

filamentation and self-focusing begin occurring approximately 60 µm from the

cone tip, but one main filament is capable of boring a channel and reaches the tip

to deposit most of its energy there. In the case of the 100 mJ prepulse, the onset

of filamentation occurs approximately 120 µm from the tip. Multiple filaments

are created, halting propagation and accelerating electrons transversely directly

into the side walls of the cone. Clearly, a large prepulse diverts electrons from

propagating in the forward direction, and reduces the coupling to the tip of the

cone.

These works seem to demonstrate the necessity to minimize prepulse levels as

much as possible in order to maximize the coupling from laser to electron energy
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Figure 6.5: Cu Kα emission from Cu cone targets irradiated with the Titan 150 J,
0.7 ps laser pulse that is preceded by (a) 7.5 mJ and (b) 100 mJ energy, nanosecond
duration prepulse.

beyond the tip of the cone. However, there is a very high engineering cost asso-

ciated with improving the contrast levels of short-pulse lasers. Therefore, it is of

utmost importance to actually pinpoint the tolerable level of prepulse. In other

words, how much prepulse can we have and still have sufficient coupling to the fast

ignition core, and how much prepulse is too much?

Thus far, only qualitative remarks on the effect of preformed plasma on the

electron source have been reported. Here, we present the first quantitative scaling

of coupling as a function of prepulse in an intense laser-cone interaction. Through

the use of cone-wire targets, we measure the forward-going hot electron population

at the cone tip that is of the most interest for fast ignition, and correlate their

energy spectrum with the plasma in the cone. Electrons generated within the

cone, and those forward-going at the cone tip would propagate into the wire, and

then measurements of the absolute spatially-resolved Kα emission along the wire

could be related to the original electron source. By varying the level of a controlled

prepulse into the cone-wire target, and then measuring the coupling into the wire,

a scaling of the effects of prepulse could be obtained.

As similar to the nail-wire experiment described in Chapter 5, the wire provided
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Figure 6.6: PIC simulation results for cone targets irradiated with two different
levels of prepulse: initial electron density [blue-green], laser Poynting flux at time
of peak fluence [red], and energy density of above 1 MeV electrons at end of 3
ps simulation run [green-white]. Dashed lines show the geometric focus of the f/3
laser beam. Figure taken from MacPhee et al., Physical Review Letters (2010)[97].

a mechanism to examine hot electron transport without the complexities of a

diverging beam. The simple quasi-1-D geometry of the wire made it accessible

to multiple diagnostics, and simplified the modeling effort required to analyze

the experiment. Further, the wire provided an open path for the generated hot

electrons to propagate down so they would not re-interact with the laser at the

absorption boundary. However, whereas in the nail-wire target both the nail-head

and the wire were composed on a single material, the cone material was selected

to be of a distinct material from the wire so that fluorescence from each portion

of the target could be differentiated.



121

While the aim was to perform a systematic study of the effect of prepulse on

coupling into forward-going electrons in a cone geometry, we also endeavored to

develop a robust set of modeling tools to tackle this type of analysis. Naturally,

we would build on our knowledge of analysis of Kα fluorescence from electron

propagation in narrow wire geometries as done by King et al.[14] and Ma et al.[99],

but improve our understanding by using more complete physics models. In the

previously cited studies, and in fact, in most previous calculations of conversion

efficiency based on Kα emission[28, 27, 29], a purely collisional electron-stopping

model was used. However, Bell et al.[42] drew attention to the fact that in the case

of a high current of relativistic electrons, the penetration depth of these electrons

can also be limited by the inability of the background plasma to provide a balancing

return current. The heating of the plasma, and the resistive electric and magnetic

fields induced by the propagation of these electrons can greatly complicate the

transport interpretation. Detailed studies by Davies[37] and Honrubia[100] showed

that even at a relatively modest laser intensity of 1018 W/cm2, field effects could

alter the inferred slope temperature and conversion efficiencies by a factor of 2 - 3.

An extensive theoretical and experimental investigation of prepulse effects on

electron temperature and conversion efficiency in cone-wire targets is presented

here, in which we have additionally included and evaluated the contribution of the

self-generated ~B and ~E fields.

6.2 Experimental Setup

The experiment was performed at the Jupiter Laser Facility, on the Titan

laser, of 1.054 µm wavelength, 150 ± 10 J, focused to an 8 µm full width half

maximum (FWHM) focal spot in a 0.7 ± 0.2 ps pulselength. The inherent intrinsic

prepulse of the laser was 8 ± 3 mJ in 1.7 ns at 7.5×1010 W/cm2. Additionally, an

auxiliary laser was injected collinear to the main beam to simulate larger prepulse

levels. This auxiliary laser was also of 1ω0 wavelength, and had similar focal

spot properties as the main beam. It was timed to have a pulse duration of 3 ns

(to overlap the full duration of the intrinsic prepulse), with the end of the pulse
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coinciding with the arrival of the main pulse. The laser energy on target provided

by this auxiliary beam ranged from 0 - 1 J.

Figure 6.7: The cone-wire target. The 30◦ full opening angle Au cone has 20 µm
thick walls, and an inner tip diameter of 30 µm, and thickness of 10 µm. A Cu
wire of 40 µm diameter, 1.5 mm length is glued to the end of the cone.

The targets irradiated were composed of a 40 µm diameter Cu wire of 1.5 mm

length, glued directly to the tip of a Au cone. The 40 µm wire is representative of

the nominal 40 µm FI hot spot[8]. The Au cone had walls of 20 µm, a length of

1 mm, an inner cone tip diameter of 30 µm, a tip thickness of 11 µm, and a full

opening angle of 30◦. A schematic of the cone-wire target is shown in Fig. 6.7. The

Au cones were fabricated at the Rutherford Appleton Laboratory, and assembly

of the wire to the cone tip using a UV hardened CH glue was done by General

Atomics. Photographs of a typical Au cone-wire target is shown in Fig. ??. While

best efforts were made to align the wire axis with the cone axis, typical offsets

generally ranged from 5 - 10 µm. Each target was carefully metrologized and

characterized to ensure dimensions were within specifications, the wire was mated

well to the cone tip, and minimal residue from fabrication remained (i.e., the inside

of the cone was clean, glue joining the wire with the cone tip was not excessive,

etc.).

In the experiment, both the main laser pulse and the artificial prepulse beams

were focused to the inner cone tip, straight down along the axis of the cone. To

constrain the errors associated with misaligning the ∼8 µm laser beam with the 30
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Figure 6.8: Images of the assembled cone-wire target, taken by General Atom-
ics. Each target was individually metrologized to ensure dimensions were within
specifications and the gluing of the wire to the cone tip was done well.

µm – diameter cone tip, extreme care was taken in the alignment process. First, the

cone-wire target was aligned outside of the target chamber on the target alignment

jig. The height, pitch, and yaw of the target were set to match the cylindrical axis

of symmetry of the cone with the laser axis (i.e. the target was shot at normal

incidence). The cone-wire target was then placed into the vacuum chamber, and

front-illuminated (by reflecting white light off the final focusing parabola and into

the cone) to determine the exact location of the cone tip before pumping down

the chamber. Then, once the chamber was under vacuum, the CW (continuous

wave) alignment beam (which propagates down the same beam path as the actual

laser pulse, and is of the same wavelength, but is low enough intensity that it

will not harm the solid target) was brought into the chamber. The position of
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the final focusing parabola was adjusted slightly before each shot such that the

retroreflection of the CW alignment beam seemed to be focused onto the center of

the inner cone tip, and the focal spot was optimized (i.e. was brightest and most

symmetric).

Figure 6.9: Experimental setup showing diagnostic view angles relative to the cone-
wire target axis, and representative pieces of data from their respective diagnostic.

Fast electron-induced K-shell emission was used as the measurement for the

number and distribution of the hot electrons. For every shot, two diagnostics

viewed the x-ray emission from the Cu wire. The first was the spherical Bragg-

reflecting crystal imager providing spatially resolved images of the Cu Kα radia-

tion. The SiO2 crystal detected radiation within a ∼6 eV bandwidth around 8048

eV, and relayed the image with a 7× magnification to a Princeton Instruments

PI-SX1300 CCD camera. The second diagnostic was a Highly Oriented Pyrolithic

Graphite (HOPG) spectrometer, consisting of a HOPG crystal with a random dis-
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tribution of scattering planes to allow Bragg reflection over a large spectral range.

This provided an absolute yield of the total amount of Cu Kα produced. The Kα

imager viewed the target at 40◦ below the horizontal axis, 20◦ clockwise from the

wire axis (for a compounded view angle of ∼45◦, while the HOPG was located on

the horizontal plane, at 70◦ counterclockwise from the wire axis.

It is important to point out that there is a 10 µm-thick Au tip on the cone.

This contains the full laser-matter interaction to occur within the Au cone. The

Kα emission from the wire therefore originates from the electrons generated by the

main short pulse, and which propagate through the tip of the cone into the wire.

By capturing this emission, it is possible to infer the properties of electron number

density and energy distribution of the initial electron source.

6.3 Experimental Results

A series of shots on the cone-wire targets were carried out, with several shots

at the intrinsic prepulse level (∼8 mJ) to look at the shot-to-shot variability, and

the remaining shots ranging in prepulse energy between 17 mJ and 1 J. Figure ??

shows the conversion efficiency into Kα (integrated Kα energy / laser energy) as

a function of prepulse, using absolute yields as taken from the HOPG spectrome-

ter. The reduction in coupling as the prepulse is increased into the cone is quite

apparent, decreasing by approximately a factor of 8 from the lowest prepulse case

to the maximum used in the experiment. The 21% error bars in the plot account

for the random and systematic errors associated with the conversion of the Kα

signal on the HOPG into absolute units (from a cross-calibration done against the

signal recorded by a Single Photon Counting Camera[73], see Section 3.6.2.6 for

more details on cross calibration of the Cu Kα diagnostics). Quite interesting to

note is the fluctuation in Kα conversion efficiency measured on the three repeated

intrinsic prepulse shots. While the three shots were all taken on different days,

they do represent very similar prepulse levels of 7, 8, and 10 mJ, and were subject

to practically equivalent laser conditions. This shot-to-shot variation in Kα mea-

surements has been seen in numerous experiments[29, 101], and can sometimes be
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Figure 6.10: Integrated Kα signal normalized to incident laser energy from cone-
wire targets as a function of prepulse energy.

as great as a factor of two for identical repeated shots. The exact reasoning be-

hind the variance is yet unknown, but is hypothesized to be due to some stochastic

variation in the way laser energy is coupled into Kα energy, and may simply be an

inherent characteristic in using Kα photon emission as a diagnostic.

Transversely integrated Kα lineouts along the wire axis (corrected for view

angle and opacity) in absolute units of Kα energy [J/µm] for four shots of differing

prepulse (17, 100, 500, and 1000 mJ) are plotted out in Figure 6.11. Regardless

of prepulse level, the axial profiles of Kα emission tend to follow similar trends:

the Kα emission peaks at the beginning of the wire, then follows an approximately

exponential drop-off for the first third of the wire (the first 500 µm), then levels

off, before it begins rising again at the end of the wire. Approximately 60-70% of
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Figure 6.11: Kα profiles taken along the wire (transversely integrated, corrected
for view angle and opacity) for varying levels of prepulse.

the total Kα signal lies within the first 500 µm of the wire. The peak of the bump

at the rear of the wire is a factor of 5 - 10 less than the Kα signal at the beginning

of the wire, (factor of 10 in the intrinsic case, factor of 5 for the largest prepulse

case), indicating that there is still a considerable amount of energy in hot electrons

that manage to make it all the way down the wire and likely reflux (bounce at the

wire termination) or get trapped at the end due to sheath fields.

In previous cases where the Kα imager diagnostic was utilized, it was found

that the shift of the Kα line out of the bandwidth of the imager could result in

significant loss of signal (see Sections 3.6.2.3 and 3.6.2.6 for more details). However,

for this series of shots, this was determined to be a negligible effect. By directly
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Figure 6.12: A plot of the integrated Kα yields as derived from the HOPG spec-
trometer versus the integrated Kα yields from the 2-D spatially resolved Cu Kα
Imager shows that the yields follow a fairly linear trend, indicating that the loss
in signal on the imager due to shifting of the Kα line is minimal.

plotting the integrated Kα yields from the HOPG spectrometer (which captures

the full Kα line including any shifting and broadening) against the integrated Kα

signal from the Cu Kα curved crystal imager for the same shot, over a series of

data points where the Kα signal varies, a fairly accurate assessment can be made

of this effect. At high Kα production levels, which generally corresponds to a large

flux of hot electrons, and therefore heating that would induce shifting of the Kα

line, we would expect to see the HOPG record more Kα photons than the imager,

and this disparity would increase for higher values of Kα. If the relation between

photons recorded by the HOPG and imager remain linear, however, as in the case
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of these shots (shown in Fig. 6.12), then the effect of shifting can be considered

minimal. This will also be confirmed later by the low temperatures attained in the

modeling.

6.4 HYDRA Modeling of Preplasma Formation

in Cone

HYDRA, a 3-D multiphysics radiation hydrodynamics code[102], was used to

model the hydrodynamic expansion of the inner cone walls due to irradiation by

prepulse. The HYDRA code includes ion and electron thermal conduction, treated

using flux-limited finite-element diffusion operators. Detailed radiation transport

is calculated through Monte Carlo photonics or flux-limited multi-group diffusion.

A number of tabulated and analytic EOS (equation of state) models are available,

allowing for both LTE (local thermodynamic equilibrium) and non-LTE opacity

models. Laser propagation is treated with a 3-D ray trace algorithm to determine

the spatial distribution of deposited laser energy, and includes ponderomotive ef-

fects. The Arbitrary Lagrange-Eulerian (ALE) method is used to stabilize shocks

(by employing artificial viscosities), and to allow the grid to relax to therefore

improve robustness of the mesh and stability of the code.

Simulations were undertaken in 2-D axially symmetric cylindrical geometry.

Best efforts were made to match the experimental conditions, including modeling

the actual target and using the true laser prepulse metrology. However, because

the EOS of Au is of a somewhat classified nature, to avoid any possible conflicts,

the cone material was modeled as a material at gold (Z = 79) density, but with

ytterbium (Z = 70) EOS. Tests were run using commensurate material pairs to

ensure that this was a valid approximation to make.

Runs were carried out corresponding to the same prepulse levels actually used

in the experiment, and were run to 3 ns (the same amount of time the preplasma

would have to evolve before the onset of the main pulse in the experiment). As can

be seen in the electron density plots of Fig. 6.13, even in the case of the intrinsic

Titan prepulse, it can be expected that a significant portion of the cone target is
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Figure 6.13: HYDRA simulation results of electron density at 3 ns in a Au cone
with (a) 8 mJ of prepulse and (b) 1 J of prepulse in the nominal Titan ASE spot
and pulselength. Electron density contours of 1×1019, 5×1021, and 1×1022 are
marked.
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filled by the plasma (where 1/100th ncrit can be roughly considered the extent of

the underdense plasma). Even at the low prepulse levels, we begin to see evidence

of an on-axis jet of plasma. As the laser is incident on the cone tip and walls (there

is still a good amount of energy within the wings of the laser focal spot that hit

the cone walls), and the plasma that is created expands out from the solid, there

is a collision of the plasma on the axis of the cone. At larger prepulse levels, this

on-axis jet becomes more and more pronounced. This is good confirmation of the

confinement of plasma within the cone geometry suggested by Baton et al.[96].

Figure 6.14: Electron density profiles along the axis of the cone. The relativistic
and nonrelativistic critical density locations are marked.

A lineout taken along the axis of the cone with the expanded preplasma (Fig. 6.14

can give us an idea of what the main laser pulse would encounter upon entering
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the cone. At the 8 mJ level, the relativistic critical density, (defined as approxi-

mately 5×1021/cm3) is at ∼25 µm from the cone tip, and at ∼230 µm for the 1 J

of prepulse. The nonrelativistic critical density of 1×1021/cm3 occurs at ∼85 µm

and 275 µm for the 8 and 1000 mJ prepulses, respectively. Somewhere between

the critical and noncritical densities (depending on the actual local intensity of

the laser) is the approximate location of where the laser absorption would occur

and hot electrons would be generated. Having the critical surface displaced so far

back from the cone tip designates that the generated electrons will have over 200

µm farther to traverse in the case of the large prepulse over the small prepulse to

even make it beyond the cone tip. Factoring in the fact that the generated elec-

trons will also have some divergence (spread angle) in their trajectory, it becomes

understandable why the coupling of electrons into the wire portion of the target

systematically decreases as the magnitude of the prepulse increases.

6.5 Inferring the Generated Hot Electron Distri-

bution and Energy with Zuma

To model the electron transport in the wire, the 3-D hybrid transport code

Zuma was used. Zuma is based on the Davies[37]/Honrubia[100] hybrid models in

which collisional Monte Carlo is combined with field generation. The background

plasma is simulated as a resistive fluid, while the hot electrons are described ki-

netically with a Fokker-Planck equation. The transport of these fast electrons are

modeled by taking into account both collisional and collective effects. Electrons

are injected into the simulation box, then are slowed by collisions with the back-

ground and scatter off both the background ions and electrons. This is modeled

via the drag and scattering formulas reported by Atzeni, Shiavi, and Davies[40].

For electric and magnetic field generation, the target is specified by its resistivity

and heat capacity, and the fields are computed based on combining Ampere’s law

(without displacement current) with Ohm’s law,

~E = −η ~Jhot electron +
η

µ
∇× ~B, (6.1)
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and Faraday’s law,
∂ ~B

∂t
= −∇× ~E. (6.2)

The electric field is approximated as the gradient of the potential that arises to

drive the return current. Resistivity is computed based on the Lee-More-Desjarles

(LMD) expressions (the resistivity of Cu as a function of temperature used in Zuma

is plotted in Fig. 6.15), and ionization is described by the Thomas-Fermi model.

Thermal energy released via drag from the hot electrons goes into the background

electrons (as determined by Thomas-Fermi) and ions. Equilibration between the

background electrons and ions is assumed to be instantaneous. The Kα emission

was estimated using the K shell electron impact ionization cross section from the

theoretical expressions of Hombourger[64].

Figure 6.15: Resistivity of copper as a function of temperature, as calculated from
the Lee-More-Desjarles (LMD) algorithm which is used in the Zuma code.

Simulations in Zuma could then help infer the energy deposition by hot elec-

trons by generating Kα profiles along the wire. The wires were modeled at full

scale: 40 µm diameter, 1 mm long, Cu material, with an initial temperature of 0.1

eV. To mimic the vacuum boundaries at the wire edges and back, those boundaries

were made to be reflective, and as an initial assumption, the front boundary of the
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wire was also made reflective. In reality, electrons crossing the target/vacuum

boundary would experience strong space charge effects which would turn the elec-

trons back within the order of a Debye length, so the condition can be approxi-

mately represented by a reflecting boundary. In Zuma, electrons incident on this

reflective boundary were specularly reflected back into the simulation box with the

same energy.

The electrons were injected with a 3-D juttner-type relativistic Maxwellian

distribution of the form,

f(E) =
(

1 +
E

mc2

) [(
1 +

E

mc2

)2

− 1

]1/2

exp (−E/Thot) , (6.3)

which has an energy spread which is illustrated in Fig. 6.16. The electrons had no

Figure 6.16: The distribution of electron energy for a 1 MeV, 3-D juttner-type
relativistic Maxwellian distribution.

initial angular spread (0◦ divergence angle), and were injected uniformly over the

front face of the wire over the duration of the Titan pulse (0.7 ps gaussian temporal

pulse). Because the full laser-plasma interaction and electron generation occurs

within the Au cone, and Zuma is only modeling the transport of electrons that

have advanced into the wire, the starting assumptions we have chosen are quite

appropriate. Since the laser interface is removed, the injection of a population

of electrons (rather than promoting them from the background) is valid. Hot

electrons generated in the experiment with a wide divergence angle are likely to
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get lost in the plasma in the cone or in the cone walls, so electrons that do make

it into the wire should have only a small component of transverse momentum, so

it is reasonable to assume 0◦ angular spread and a homogeneous injection over the

wire front.

The runs were conducted in 3-D cartesian geometry, with cell sizes of 2 µm in

each x − y − z coordinate direction. The temporal step size (dt) was 2 fs, with

a total of 7,000,000 particles injected, at a peak rate of 5,000 particles per time

step. Simulation runs were typically carried out to 8 ps (slightly longer in the case

of >1 MeV electron distributions to ensure that the electrons had sufficient time

to deposit the majority of their energy). Two simulation input parameters were

varied: hot electron temperature (Thot) and the laser-to-hot-electron conversion

efficiency (η, in the form of total injected electron energy). A large parameter scan

of simulations was completed with Thot being varied from 250 keV to 5 MeV, and

the total injected electron energy ranging between 0.15 J - 30 J.

Figure 6.17: The Kα generated along the wire as predicted by Zuma can be trans-
versely integrated over time to give Kα profiles that can be directly compared
against the experimental data. The color bar shows the integrated Kα up to 8 ps
for a 1.5 J, 500 keV Thot electron distribution injected into the wire.

Because the simulations were done at full target scale, and Zuma was able to
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predict the Kα generated in the wire at each time step, it was straightforward

to postprocess the results. In the same way that the Kα profiles were derived

from the experimental data, with the Zuma results, at each axial point along the

wire, a transverse integration of Kα over the wire cross-section, over all time was

completed. This gave profiles that could be directly matched to the experimental

data, see Fig. 6.17. By finding the best fit Zuma-generated Kα profile for each

experimental profile, the hot electron temperature and number density could be

inferred.

Figure 6.18: Zuma runs of 500 keV and injected electron energies of 1.5, 7.5, and
15 J (corresponding to 1, 5, and 10% conversion of the Titan laser energy).

The relative ease and speed with which a Zuma run can be completed (a single

run as described above, run in parallel on 8 CPUs of 2.2 GHz generally takes 3 -
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12 hours) allowed for a large parameter scan to be completed, as well as to explore

the effects of changing various parameters of the simulation. Fig. 6.18 below shows

three example simulation runs, all representing a Thot of 500 keV, but with different

amounts of injected electron energy (1.5, 7.5, and 15 J) corresponding to conversion

efficiencies of 1, 5, and 10% (assuming a laser of nominal Titan energy of 150 J).

The three profiles scale accordingly as expected, with more injected electron energy

creating more Kα energy at every point along the wire.

Now, taking those same three profiles, and normalizing them to a single uniform

point as in Fig. 6.19, we find that even though all three profiles represent the same

slope temperature (Thot = 500 keV), their initial drop off in Kα energy is actually

quite different. When more electron energy is injected, the slope is steeper (the 1/e

scalelength decreases), and as the injected energy is decreased, the slope begins

to asymptotically approach the case of pure collisional stopping, as in having all

the fields turned off (the orange, round dotted line). This shows that when the

electron current is low, Ohmic stopping due to self-generated electric and magnetic

fields does not play a big role, and the dominant stopping mechanism is collisional

stoppping. At larger electron currents, resistive inhibition serves to lessen the depth

of the electron penetration. This demonstrates that determining the Thot is not as

straightforward as simply fitting the slope of the drop-off to some assumed electron

distribution, as is often done in the analysis of electron transport experiments. The

same measured 1/e drop-off length can mean very different temperatures depending

on the overall electron number density, so in order to adequately fit our data, it is

crucial to simultaneously match both parameters.

For each of the shots in our prepulse scan, the absolute transversely integrated

Kα profiles from the Cu imager were compared to the Zuma models to determine

the best fit profile, where both the total injected electron energy and the Thot of

those injected electrons were free parameters. Fig. 6.20 shows a shot taken with

17 mJ of prepulse, and the resulting Kα profile fit with three candidate Zuma-

predicted Kα profiles representing 250, 500, and 750 keV Thot’s, all with 1.5 J

of hot electron energy. The Zuma profiles have been convolved with a gaussian

function of 24 µm FWHM to reconstruct the instrument function of the imager.
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Figure 6.19: The Kα profiles of Fig.6.18 normalized to a uniform point to display
the difference in initial drop off, and the point at which we approach the purely
collisional case.

In each fit, it is necessary to concurrently match the slope of drop-off, as well as

the peak Kα value and the integrated Kα in the first 500 µm of the profile. Only

the first 500 µm of each experimental profile is fitted in this analysis. Beyond

that, the profile levels off or starts to rise again – evidence of either a higher

temperature component in the electron distribution, and/or trapping of electrons

by vacuum sheath fields. Repeated simulation trials in which extremely hot, single

distributions of electrons (1 < Thot < 10 MeV, 0.3 < 30 J) have been injected have

thus far been unsuccessful in recreating any such rise at the wire end as is seen

in the experimental data. A two-temperature parameterization may give closer

results, but because it would have to be incredibly voluminous in scope in order to
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cover the many combinations of temperatures, and previous studies have found a

large number on non-unique solutions when attempting 2-T fits[29], in this study,

we restrict ourselves to only attempting an appropriate one-temperature fit. More

advanced codes such as LSP or PSC will have to be utilized in order to adequately

model the complex physics of the vacuum boundaries and fields.

Figure 6.20: Experimental data for a shot with 17 mJ of prepulse (dotted line) fit
with several Zuma simulations (solid lines).

Figure 6.20 therefore shows that the generated Kα profile from a Zuma run

with 1.5 J of electron energy, and a 500 keV Thot fits the experimental data of

a shot with 17 mJ of prepulse quite well. With this process repeated for each

piece of data, we can then convert the absolute Kα plot of Fig. 6.10 into a plot of

conversion efficiency into the wire as a function of prepulse energy, as in Fig. 6.21.
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Figure 6.21: Estimated conversion efficiencies from laser energy to hot electron
energy as inferred from the best fit Zuma calculation to the experimental data.

It was found that the conversion efficiency from laser-to-hot-electrons was high-

est for the case of the lowest prepulse (8 mJ), and corresponded to ∼1.1%. The

coupling then drops off ∼logarithmically to a level of below 0.2% for 1000 mJ of

prepulse. In this graph, the three intrinsic prepulse shots have been averaged, and

their shot variation of 27% has been folded into the error bars (the other compo-

nent being the error from the cross-calibration in determining the absolute value

of Kα photons).

Similarly, from these Zuma simulations, we can also place a hot electron tem-

perature on the distribution of electrons responsible for the Kα profiles seen for the

various prepulse shots. These temperatures are marked on Fig. 6.22, and were not

found to vary significantly across the prepulse levels. The temperatures tended to
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Figure 6.22: Estimated Thot for each prepulse shot as inferred from the best fit
Zuma calculation to the experimental data.

reside between 400 - 500 keV, with an error of ±50 keV due to fitting inaccuracies.

6.6 Discussion

By fitting the spatially resolved Kα profiles and the absolute Kα yields from

cone-wire targets, an approximate scaling of laser to hot electron energy as a

function of prepulse can be given,

ηlaser→electrons ∼ 1.6− 0.5 log(EPP ), (6.4)

where EPP is the prepulse energy for Titan laser conditions of 1 µm light, f/3

focusing, and 2×1020 W/cm2 main pulse peak intensity.
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This decrease in coupling with increasing prepulse of course verifies what was

observed by MacPhee et al.[97], and which is seen in the HYDRA simulations

above: the larger the prepulse, the farther away ncrit and the electron source get

pushed back from the cone tip. Hot electrons are therefore generated farther back

in the cone, and must traverse a longer distance to reach the wire.

If we are to do a back-of-the-envelope geometric calculation of the fraction of

electrons that would make it to the cone tip assuming a standard 40◦ divergence

angle (as empirically derived by Stephens et al.[75]), with electrons being generated

from a point source on the cone axis at the location of critical density determined

by HYDRA, we would find that approximately 3× more electrons would make it to

the tip for the 8 mJ prepulse case than for 1000 mJ. This is of course, a simplistic

argument, but is still far less than the 8× decrease we observe in the experiment.

Obviously, there must be some other mechanism other than the inherent angular

spread of the electrons that is preventing them from reaching the cone tip.

The laser self-focusing and filamentation observed in the PSC calculations done

by MacPhee et al.[97] are undoubtedly also at work in the prepulse scaling here.

The larger the preplasma, the earlier the filamentation commences in the cone. In

the process of the beam breaking up into smaller rays, the electrons are ejected

with a transverse momentum that sends them propagating into the cone walls,

stripping them of much of their forward-going directionality.

From our study, it would appear that the more we can improve the laser contrast

and decrease the prepulse, the better the coupling would be. However, modeling

studies by Kemp et al.[35] suggest that a small amount (>10 µm scalelength) of

preformed plasma is actually essential for high absorption of MeV electron energies.

The preplasma is necessary to provide a smooth transition from a region of no

plasma to overdense plasma in the bulk of the target. Without it, the laser would

simply be reflected at the solid target interface. A preplasma allows the laser to

interact with a density gradient.

At high laser intensities of >1020 W/cm2, the ponderomotive pressure of the

laser can actually compress the plasma at greater-than-critical density, resulting

in a steepening of the interface. In doing so, the preplasma scalelength can be
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shortened to a length such that the generated electrons no longer have the extent

to accelerate to their full ponderomotive potential, resulting in a sub-MeV dis-

tribution. The electron temperatures inferred through the Zuma modeling of the

cone-wires in this experiment were all found to be around 500 keV, across a large

range of prepulse levels. This implies that the data did no reveal any evidence for

ponderomotive steepening, as we would expect to see a higher Thot at high pre-

pulse (and longer preplasma scalelength) levels, and a lower Thot at lower prepulse

levels. There can be two explanations for this: either (a) the preformed plasma

is already so large that even in the small prepulse case the scalelength is already

larger than the electron excursion length, or (b) the laser in this case was not of

sufficient intensity for sufficient duration as to actually induce steepening.

It should be noted that the coupling efficiencies and electron temperatures

derived from the Zuma simulations discussed above are lower limit estimates due

to the assumption of total refluxing within the wire, i.e. once electrons are injected,

they are trapped within the wire until they lose all their energy, boosting the

amount of Kα they would appear to produce for a given electron distribution. Test

cases were therefore run in Zuma with various parameters adjusted to determine

what the effect of each would be on the inferred distribution.

In the original set of starting assumptions, the electrons are injected as a colli-

mated beam (0◦ divergence). As the divergence cone angle is increased, the peak

Kα level at the beginning of the wire is raised, and the slope of drop-off in the Kα

profile steepens. This can be explained by the fact that the larger the initial diver-

gence angle, the larger the transverse component of the electron velocity. The path

length of the electrons along the axis of the wire will therefore be abbreviated by

a factor of ∼cos(θ), meaning they will be stopped earlier in the wire, and produce

more Kα near the front of the wire. As long as the boundary conditions remain

reflecting, and the same number of electrons are injected into the wire, even in the

case of an isotropic beam of electrons (180◦ divergence), there is little effect on the

absolute conversion efficiency into Kα, but up to a 20% increase in the inferred

Thot due to the perceived steepening in the Kα profile.

Also in the original set of assumptions, reflecting boundaries were placed ev-
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Figure 6.23: Predicted Kα profiles when divergence angle, reflecting boundaries
are changed, etc.

erywhere around the wire geometry (wire front, back, and along the side edges).

While the specularly reflecting boundaries at locations of a vacuum interface are

an appropriate condition, it is reasonable that we would expect that at the front

boundary where the wire is connected to the Au cone, that some electrons would

be able to escape back up into the cone. Changing the front boundary to therefore

be a free boundary, where electrons are free to escape, could boost the inferred

conversion efficiency by up to 10% (for an isotropic electron distribution, less when

assuming a collimated distribution).

In all cases, the energy lost to electric fields was determined to be < 5%.

In other words, for the range of electron fluxes and electron energy distributions

that fit our set of cone-wire data, collisional stopping was the dominant stopping
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mechanism, and resistive stopping only played a minor role.

Fig. 6.23 shows the generated Kα profiles for various runs where electric and

magnetic fields have been turned off, the divergence angle of the electrons is in-

creased to 180◦, and the front boundary condition is changed to a free one where

electrons are free to escape. These can be compared to the profile of a 500 keV, 1.5

J electron distribution modeled using the original assumptions of 0◦ divergence,

all fields on, and fully reflecting boundaries everywhere along the wire.

One subtle, but final point to note is that in this analysis, we have only com-

pleted a one-temperature fit to the first 500 µm of the Kα profile. To try to

also fit the farther 2/3 of the wire would require injecting two distinct electron

distributions, with a total electron flux larger than used previously. This means

that the first 500 µm of the wire would experience a larger current density and

consequently, increased resistive fields in that region. This would manifest in the

form of a larger contribution from Ohmic stopping, and therefore would require a

higher Thot necessary to fit the first portion of the wire (i.e. the cooler component

of the fast electron distribution would be predicted to be a higher temperature).

Therefore, it must be emphasized that the conversion efficiencies quoted here are

applicable only to coupling from the laser into hot electrons in the forward-going

direction that make it into the wire to deposit Kα with a one-temperature ∼500

keV distribution in the first 500 µm.

Those that are familiar with cone-wire and hot electron coupling efficiency ex-

periments may ask why the conversion efficiencies measured here are approximately

an order of magnitude lower than the ones quoted in the Physics of Plasmas paper

by J. King et al.[14]. In that study, a cone-wire target (where the wire was 40 µm

thick Cu, and the 30◦ full-opening angle cone was Al with 10 µm thick walls, a

5 µm thick cone tip, and 30 µm inner diameter), gave a conversion efficiency of

15% into 750 keV hot electrons. A number of factors may have contributed to this

much higher coupling efficiency being measured. First, the J. King experiment was

performed on the RAL petawatt laser, at a higher energy of 345 J, correspond-

ing to an on-shot intensity of approximately 2× higher than what was achievable

on Titan. The exact prepulse level on the RAL laser is unknown, although it is
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expected to be at least as great as the intrinsic prepulse level on Titan. Perhaps

the higher laser intensity allowed for higher absorption or facilitated channeling

through the underdense plasma.

Also, the cone in J. King’s paper is aluminum, while the one used in this

analysis is gold. The side walls of the Al cone were only 10 µm, while the Au

cone used here had 20 µm thick walls. It has been shown that coupling into the

forward-going direction decreases as a function of cone side wall thickness[103].

The areal density of a 20 µm thick Au cone wall is more than 14× greater than

a 10 µm thick Al wall, meaning we would expect about 4× less coupling, using a

similar scaling as described by Akli et al.[103]

The Al cone tip was only half as thick as the Au cone tips (5 µm versus 11 µm.)

The electron stopping within the thicker Au would of course be greater than for the

thinner Al. In addition, the scattering cross section for fast electrons scattering off

plasma ions and electrons scales as Z2, so we would expect much more scattering

within the Au tip than the Al tip, perhaps redirecting electrons into a larger solid

angle and reducing the number and energy of electrons making it into the wire.

Zuma simulations show that approximately 12% of the coupled electron energy of

a 500 keV Thot electron distribution would be lost to an 11 µm thick Au cone tip,

while only ∼ 4% would be lost to a 5 µm Al cone tip.

One other difference is that while the techniques are similar in both analyses,

the Zuma code utilized here is more advanced and complete than the 1-D model

used in the J. King et al. paper. Combined with a more precise cross-calibration to

obtain absolute Kα yields, the errors in this analysis are significantly smaller than

those in the J. King analysis (40% in the inferred conversion efficiency and < 15%

in the Thot, versus 78% in the conversion efficiency and 63% in the Thot). Taking

into account all these factors, the numbers derived in the analysis here are not in

contradiction with those cited by King et al., and perhaps serve as a refinement

on the previous analysis. Efforts continue to quantify the differences in coupling

due to laser intensities, prepulse levels, cone materials, cone geometries, etc.

For the prepulse scan here, we were limited to the minimum prepulse level of 8 mJ
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achievable on the Titan laser. From the HYDRA simulations, we know that even

with 8 mJ, a considerable preformed plasma is created inside the cone, with the

critical density pushed out to ∼25 µm from the cone tip. It is a logical question,

then, to ask what the coupling would look like were there to be no prepulse at all?

Figure 6.24: Identical cone-wire targets shot using the 2ω laser at the Laboratoire
pour l’Utilisation des Lasers Intenses (LULI) showed coupling into the wire of
approximately a factor of two higher than seen on Titan. This is likely due to the
nearly zero prepulse at LULI.

To answer the question, the identical cone-wire targets and the same set of

diagnostic instruments was taken to the Laboratoire pour l’Utilisation des Lasers

Intenses (LULI) laser in Palaiseau, France. LULI is an ultra-intense 2ω0 laser of 25

J, 850 fs, and a 4 µm FWHM focal spot. Through the process of frequency doubling

the laser pulse, the original 1ω0 pulse must be sent through a nonlinear doubling
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crystal and is reflected off three dichoric mirrors which brings the intensity contrast

level to better than 1010. It is safe to say, then, that the prepulse is virtually

eliminated. Fig. 6.24 shows the Kα conversion efficiency results from Titan versus

LULI.

The coupling into Kα (normalized to the laser energy) was found to be ap-

proximately a factor of two higher than seen on Titan at the lowest prepulse level!

Of course, at the moment, it is a bit difficult to decouple the impact of having

practically no prepulse from the physics of electron generation using a 2ω0 (and

therefore lower peak intensity and lower Iλ2) laser, but the fact that the coupling

is higher is promising, and is perhaps an indication that fast ignition will need

to move towards a 2ω0 laser design in order to attain the conversion efficiencies

needed.

The experiments and modeling described here have provided valuable insight about

the physics of relativistic laser interaction and electron generation inside a cone

and electron propagation out beyond the cone tip. We have presented here a

simultaneous scaling of both conversion efficiency and Thot as a function of prepulse

level in cone-wire targets. From these results, there is an evident drop off in

coupling into forward-going fast electrons with increasing prepulse levels, as much

as a factor of 8 in going from an 8 mJ to 1 J of prepulse, at Titan laser conditions.

No evidence was seen of preplasma sweeping by the main pulse. This points

towards the necessity to minimize prepulse levels to optimize coupling.

Chapter 6 is material currently being prepared for publication by the dissertation

author.



Chapter 7

Conclusions and Future Work

7.1 Summary of the Work

In this thesis, the development and qualification of an Extreme Ultraviolet

(XUV) imager at 68 eV and 256 eV for the measurement of electron-heated target

temperatures has been completed. The multilayer mirrors used to preferentially

image over a small bandwidth have been fully calibrated, and the mirror reflec-

tivities as a function of incident angle, incident energy, reflection order, and accu-

mulation of debris on the mirror face have been established. The 68 eV spherical

(focusing) and planar (translating) mirrors were found to be fairly accommodat-

ing in the incidence angle over which energies between 68 and 69 eV would will be

optimally reflected. However, the 256 eV mirrors were found to be slightly more

sensitive, where a small shift of a few degrees in incidence angle could move the

reflectivity peak by several eV. The decrease in reflectivity due to debris deposition

on the front face of the spherical mirrors was found to be far more pronounced for

the 68 eV mirrors than the 256 eV mirrors (40% decrease versus 2% over the same

series of exposure to blow-off debris from the laser-plasma interaction).

Both channels of the XUV diagnostic were then set up on the Titan Laser

facility, and simultaneously used to image short pulse laser-irradiated thin foils.

LASNEX radiation-hydrodynamics modeling of the rear plasma expansion and

emergent XUV spectral intensity were used to derive rear surface temperatures of

Cu and Al/Cu planar targets varying in thickness from 10 µm to 40 µm. The peak

149
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rear surface temperatures for these thin foil targets was found to vary between 75

and 225 eV, with thinner targets exhibiting a higher level of heating. The inferred

temperature based on each channel of the imager were validated against each other

and found to match up to within 40 eV.

XUV spectroscopy in the 50 - 400 eV region was additionally utilized to provide

further temperature information using a completely independent method. Rear

surface emission spectra from a 25 µm deuterated carbon (CD) planar target irra-

diated at 144 J, 0.5 ps, 50 µm focal spot was analyzed. The ratios of hydrogenic to

helium-like carbon lines integrated over a region of the rear surface plasma plume

were determined. Comparison of the experimental spectra to synthetic spectra

generated using the FLYCHK 0-D atomic spectroscopy code gave an average tem-

perature of 74 eV in an area of the plasma plume 300 µm thick, expanded 300

µm from the rear surface. The peak temperature at the rear surface, as inferred

through XUV 2-D imaging, was found to be 70 eV higher. This provided an idea

of the cooling rate of the plasma as it expanded outward from the target rear.

The imagers have since been applied to multiple parts of the fast ignition pro-

gram, and have been found to be very useful in not only determining target tem-

peratures but to provide high resolution 2-D images of the plasma heating.

An experiment conducted on nail-wire targets (20 µm diameter copper wires with

80 µm hemispherical head) using the Vulcan Petawatt Laser (300 J, 1 ps, 2×1020

W/cm2) was undertaken to try to understand the transport of relativistic electrons

in a solid target. A spherically bent Cu Kα crystal imager, a HOPG spectrometer,

and a single photon counting CCD gave absolute Cu Kα measurements. Results

showed a concentration of energy deposition in the head and an approximately

exponential fall-off along the wire with about 60 µm 1/e decay length due to

resistive inhibition. The coupling efficiency to the wire was 3.3 ± 1.7% with an

average hot electron temperature of 520 ± 125 keV. XUV images at 68 and 256

eV showed limb brightening, indicating additional heating of a thin surface layer

of the wire.

The simple quasi-1-D geometry of the target allowed for concurrent bench-
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marking of the ePLAS hybrid transport code. Modeling was compared with the

experimental data, showing evidence of resistive heating, magnetic trapping, and

surface transport.

The nail-wire was novel in that it provided one-dimensional (along electron

propagation axis) Kα measurements to simultaneously give information on the en-

ergy distribution and laser-to-electron coupling efficiency without the complexities

of a diverging electron beam. In earlier experiments, electron flux had been char-

acterized through the use of buried fluor layers in planar targets, where the fluor

layer was systematically moved back with each shot to construct a full picture

of the energy deposition as a function of depth. However, these nail-wire targets

helped to demonstrate that it was possible within one single shot to obtain the

same information, without the complications of shot-to-shot variation and using

up several laser shots.

This technique was then applied to cone-wire targets, in which Au cones (30◦ full

opening angle, 20 µm thick cone walls, 11 µm thick cone tip, 30 µm inner cone

tip diameter) coupled to thin 40 µm Cu wires were imaged to obtain a scaling

of coupling into forward-propagating electrons as a function of prepulse level into

the cone. Previous studies had only provided a qualitative assessment of the con-

sequence of preformed plasma inhibiting energy coupling beyond the tip of the

cone, but this work provided the first quantitative scaling of coupling and Thot as

a function of prepulse level.

The HYDRA radiation-hydrodynamics code was used to model the preplasma

formation inside the cone, and even in the cases of small (∼8 mJ) prepulse, the

growth of a strong on-axis jet was obvious. This jet of higher density plasma on

the axis of the cone was due to preplasma expanding outward from the cone walls,

and colliding on-axis. This effect and the effect of preplasma filling of the cone was

stronger the larger the prepulse energy, pushing the critical surface (the general

location of absorption of laser energy into energetic electrons) farther back from

the tip of the cone.

Zuma, a hybrid transport code that combines collisional Monte Carlo with field
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generation, was then employed to model the Kα emission along the wire in order

to infer the hot electron population and energy distribution. The coupling into

the first 500 µm of the wire was found to be on the order of 1% for the minimum

prepulse case on Titan (8 mJ), and decreased by a factor of 8 to below 0.2% for

the case of 1 J of injected artificial prepulse. The temperature of the electron

distribution was not found to vary significantly (400 - 500 keV) across the large

range of prepulse levels, signifying little or no effects of ponderomotive steepening.

This work demonstrates the dominating role that preplasma in the cone plays on

the coupling into hot electrons that can propagate beyond the cone.

7.2 Future Experiments and Modeling

Until a full-scale integrated fast ignition experiment can be done, small parts

of the fast ignition problem will have to be tackled through a combination of simu-

lation, theory, and experimental elements. Experiments can be carefully designed

to learn about a particular aspect of the key physics (such as electron divergence

or transport), while providing systematic benchmarking of the simulation codes.

In this way, the process can be progressively iterated to develop more sophisti-

cated modeling tools and a better understanding of the physical mechanisms at

work. Then, as the codes improve, so will their predictive capability for modeling

full-scale FI.

In the meantime, cone-wire targets will continue to serve as just such a useful

experimental diagnostic for benchmarking the fast ignition models. The cone-wires

act as a relevant fast ignition surrogate, where the cone is similar to the reentrant

fast ignition cone, and the wire is a proxy for the dense core beyond. Through

the work here, it has been demonstrated that cone-wires are worthwhile tools for

characterizing the electron source and subsequent transport, and efforts continue

on experimentally pinpointing η and Thot. The possibilities for experimental in-

vestigation using cone-wires in various forms is numerous: different cone opening

angles, cone materials, laser irradiation conditions, etc. This will provide highly

valuable information in defining the final fast ignition target design.
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The interpretation of these experiments is highly dependent on modeling, so the

thrust to constantly improve the simulation codes is strong also for that reason.

One principal goal is to develop a flexible modeling platform that encompasses

radiation-hydrodynamics and laser absorption and fast electron generation, trans-

port and stopping. A sizable step towards that, and an obvious extension from

the work in this thesis will be to model the cone-wire experiment at full spa-

tial and temporal scales. As in the previous simulations of isolated cone targets by

MacPhee et al.[97], HYDRA radiation-hydrodynamics will be used to establish the

initial preplasma conditions, and then the PSC+Hybrid PIC code will be used to

self-consistently model the full laser-plasma interaction in the underdense plasma,

the absorption of the laser energy near critical density, and subsequent transport

of the fast electrons into the wire. This will be a considerable refinement over the

Zuma modeling utilized here, as it will be a forward calculation starting from a

realistic laser pulse within the cone step by step all the way through to the energy

deposition in the wire, rather than a backward calculation to infer the properties

of the initial laser-target interaction.

The work, of course, continues until both numerical modeling and experiment

can converge on a full-scale, integrated, successful fast ignition demonstration.

7.3 Concluding Remarks

Fast ignition is an advanced scheme for inertial confinement fusion with the

potential for a lower ignition threshold, less stringent implosion symmetry require-

ments, and higher gain over central hot spot ignition. If realized, fast ignition may

help promote the viability of inertial fusion as a useful energy source. Numerous

key issues remain, however, including how to achieve the 300 g/cm3 density and 2

g/cm2 ρR in the implosion phase, maintaining the integrity of the cone and cone

tip in the hydro implosion so that a clear path is available for the short pulse laser,

minimizing pre-heat and ablation of the cone that can lead to mixing with the

fuel, and minimizing the distance from the compressed core to the cone tip so that

fast electron coupling can be maximized. In this dissertation, only a small piece of
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the FI puzzle has been examined, and perhaps the most appropriate conclusion is

but to say that relativistic laser absorption and fast electron transport is extremely

complex, and a good deal of effort remains in order to gain a better understanding.
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