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The Urbach tail in silica glass from first principles
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We present density-functional theory calculations of the optical absorption spectra of silica glass for temper-
atures up to 2400 K. The calculated spectra exhibit exponential tails near the fundamental absorption edge that
follow the Urbach rule, in quantitative agreement with experiments. We discuss the accuracy of our results by
comparing to hybrid exchange correlation functionals. We derive a simple relationship between the exponential
tails of the absorption coefficient and the electronic density-of-states, and thereby establish a direct link between
the photoemission and the absorption spectra near the absorption edge. We use this relationship to determine
the lower bound to the Urbach frequency regime. We show that in this frequency interval, the optical absorp-
tion is Poisson distributed with very large statistical fluctuations. We determine the upper bound to the Urbach
frequency regime by identifying the frequency at which transition to Poisson distribution takes place.

At finite temperatures, the absorption spectra of insulators In this paper, we investigate the Urbach rule in silica ¢
can be modified substantially through interaction of the elecusingab initio MD simulations. This has been motivated
tronic states with lattice vibrations. In 1953 Urbach observedhe need to develop a better understanding of the proci
an exponential energy dependence of the absorption coeffiaser damage to silica optics, of importance to diverse 1
cient near the fundamental absorption edge that varied witfrom telecommunications to inertial confinement fusion
temperature as follows the past, much computational work has been directed to ¢
ho(T) — Fw ing zero K absorption due to defects in silica [7.—9].
O T (1) cently, the role of temperature has been emphasized t
kT periments where damage was generated far below the

Herew, (T) is a linear function of temperature, which at zero material threshold by photons of energy 3.55eV when «
K is defined to be the optical gap ancanday, are constants Was heated to about 2200K [10]. The Urbach rule ple
that can be extracted from experiments. The so-called Urbac§fucial role here since the exponential dependence of at
rule described by Eq. (1), has been observed universally iffon on temperature in Eq. (1), necessitates the existenc
crystals as well as glasses, in both semiconductors and insgtitical temperaturd’, at which the glass absorbs more f
lators. The physical origin of the Urbach rule has been dis{on energy than it can dISSIpate._ However, extrapolgtu
cussed extensively over the years [1-3]. At this point therdligher temperatures of the experimental spectra availat
is consensus that it corresponds to transitions between locdR@ 1900 K cannot quantitatively reproduce the measifie
ized electronic levels that result from temporal fluctuations! herefore better understanding of the kinetics of absorpti
of the band-edge electrons into the band gap, and extenddtfite temperatures in the Urbach regime is needed. Oul
band-like states. Since Urbach behavior involves electron [oPOSe here is to study the intrinsic absorption in silica at f
calization [4, 5] in the presence of vibrations, it is not ob- temperatures, validate thb-initio MD approach with the e:
vious that standard electronic structure theories such as tHeting experimental data, and then investigate the phys
density-functional theory (DFT) in the local-density (LDA) or @bsorption in the Urbach tail, where accurate experimen
gradient-corrected (GGA) approximations can capture thesBot available.

effects, in particular when considering their systematic under- The MD simulations presented in this work are |
estimation of band gaps of insulators. In a pioneering workformed within the DFT-GGA framework using the PW
Draboldet al. performedab initio LDA molecular-dynamics parametrization [11, 12] as implemented in the Vienne
(MD) simulations of amorphous Si and calculated the fluc-initio simulation package [13-16] using the projector ¢
tuations in the single-particle eigenvalues at the band edgasented wave method [17, 18]. All calculations involve su
[6]. When comparing with the photoemission spectra, theycells containing 24 Si©formula units and the Brillouin zol
obtained good agreement. This showcased the applicabilitis sampled by & x 2 x 2 Monkhorst-Pack-point grid. In or.
of ab initio MD in the adiabatic approximation within LDA der to obtain a realistic glass model, we started from a li
to describe the electronic structure of semiconductors at fisilica model obtained previously [19], which was quenc
nite temperatures. However, the quantitative computation oflown to zero K over a period of about 10 ps. The exan
the Urbach tail of the optical absorption remains a dauntingion of the electronic structure of the resulting glass m
task. It requires calculating the probability distribution of rarerevealed several defect states due to the presence of
dipole transition events, which necessitates long-timitio  stretched and broken bonds. The defect states were
MD simulations in order to obtain the time-dependent fluctu-nated from the model by optimizing it using a bond-switcl
ations of the single-particle eigenvalues and the dipole matrisonte Carlo (BSMC) technique [20]. Several BSMC-refi
elements. In the past, almost invariably the assumption hasonfigurations were generated, each representing a re
been made that the latter do not vary appreciably with atomicietwork with perfect bond lengths and angles. Subsequ
displacements or frequency, an assumption that is very diffithe configurations were structurally relaxed to the local C
cult to justify specially at high temperatures. total energy minimum. The final glass model that was

a(w,T) =apexp |—0



clusion was reached by Alkauskasal. in studying poin
defects [9].

The absorption coefficient for photons of energy of ar
atomic configurationX, can be calculated as follows
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o(w: X) = V2T V@ X[~ p(@: X).  (2)

Density of states (states/eV/cell)

PWO1+y wheree(w; X)) is the complex dielectric functiore = ep +
%0 1 ier. In the velocity gauges; can be directly computed frc
o LPBEO_, ‘ | ‘ A the single-particle wave functions, eigenvalues [26, 27]

-10 -5 0 5 10 their occupancieg,,,, as follows
Energy with respect to valence band maximum (eV)

in the conduction band. The sums in Eq. (3) run over al
bands and spins. The real pag can be obtained from;
through a Kramers-Kronig relation. Since this involves
integration over the entire frequency spectrum, we hav
cluded as many as 1000 unoccupied bands in our calcul
FIG. 1: (a) Density-of-states for the perfect glass at zero K calculated Order to obtain accurate values fof.

using the PBEO hybrid functional (lowermost line) and the PW91 At finite temperatures, the response functions as we
functional with scissors correction (PW9¢;+second line from the the DOS are calculated by classical ensemble averaging
bottom). Also shown is the density of states for three different non{onic displacements in the Born-Oppenheimer approxime
zero temperature obtained from MD simulations using PW@1(k)  which amounts to averaging over the MD simulation 1
Eigen energies for a number of configurations along an MD trajecstepsl In this way, the electronic transitions are treate
tory obtained using two different hybrid functionals (HSEO06, PBEO) instantaneous. The finite-temperature electronic state

In comparison with the PW91¢-approach. pancies are determined by the Fermi-Dirac distributfign =
1/ (1 + exp (e’“;i:(T)» The electronic chemical pote

sen from this set had preserved its bond lengths and anglé'_al(#(T) Is calculated from the charge neutrality condit

after the relaxation process. The electronic density-of-stat " (ple))y de = N., where N, is the total number (
(DOS) of this configuration as well as-quartz are shown in  €lectrons, andp(e)) - is the average DOS. Figure 1(a) sh
1(a), where comparison is made with the PBEO hybrid functhe average DOS at three different temperatures. The
tional which includes 25% exact exchange [21-24]. The GGAegion depicts the band-gap narrowing with increasing
DOS includes a band-gap shift &, = 2.6eV in order to ~ Pperature. This contributes to creating holes and electrc
compare with the PBEO results. Note the great agreement béhe valence and the conduction bands. The equilibrium
tween the two calculations. This is not surprising. In gen-centrations of free electrons as a function of temperatur
eral it is expected that GGA-DFT, except for the band gapbe calculated by summing up the total occupancies of the
can reproduce most of the features of the electronic structur@uction band states. Although the free electron concenti
of insulators accurately. However, as mentioned earlier, thé§ as large ad0~"cm™* at 2400K, it is still too small t
electronic eigenstates at the band edges undergo localizatiG@ve any measurable impact on the absorption coefficie
when they fluctuate inside the band gap. If the band gap shithe Urbach regime, i.e. the latter can be calculated wit
depends strongly on the degree of localization of these state!9ss of accuracy with zero K occupancies. The conne
then GGA-DFT is fundamentally incapable of a quantitativeto absorption from the DOS is through the joint density
prediction of the Urbach tail. We have addressed this issuétates (JDOS), which for zero K occupancies can be de
by explicitly comparing the time evolution of the band edge@sJ(w) = [ pu(w')pe(w’ + w) dw’, wherep, ) (w) is the
states at 2200 K, calculated from GGA with PBEO as well ad?OS of the occupied (unoccupied) bands. At finite terr
HSEO06 [25] (a hybrid functional that includes screened ex-atures, a direct relationship between the JDOS and the
change), see Fig. 1(b). It appears that with a constant barfnly exists if the fluctuations in the valence and the con
gap shift (2.6 eV for GGA and 0.9 eV for HSEO06), all cal- tion bands were independent

culations can be brought in agreement with each other. We

thus conclude that DFT-GGA provides a reasonable basis for (T (@)~ /<pv(w’)>T (pe(W +w))p do'. (&)
modeling the Urbach tail from first principles. A similar con-

8 4m2e? 2
S b er(w; X) = —5—=5 > (furk — fur) [ MF, (X))
) mew n,n’
= 6 ’
>l X 6 (Ay + en(X) — en(X) — hw), (3)
g 4 4 HSE06 g k . . .
2 o PBEO whereM¥ ,(X) are the polarization-averaged dipole me
s % i elements between the statek in the valence band and k
> 2t
5
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Eg. (1), yieldsec = 0.473 and the values ofy(T") showr
in the inset of Fig. 2(b). The latter is very well apprc
mated by a linear function of temperatueg,I’) = 8.70 eV —
T -1.07 x 10~3eV/K. This result is in accordance w
Urbach’s rule and is in excellent agreement with the e
iments by Saito and Ikushima [28], whese = 0.585 anc
w(T) = 8.76eV — T -1.01 x 1073 eV/K. Both the exper
mental [28] and calculated Tauc gap energies are shown
inset in Fig. 2(b). We have followed Saito and Ikushima
and defined the Tauc gap as the photon energy correspc
to 5 x 102 cm~! absorption. The calculated linear tempera
dependence ab,(7') in Fig. 2(b) extends the Urbach rule
to 2400 K. However, for the system size and simulation t
considered here, our glass model remains a vibrating sy
The effect of melting and diffusion on the Urbach rule is
side the scope of this work. This result is still valuable
modeling run-away absorption where explosive heating
curs over very short time scales.

It is interesting to note that in the Urbach regime the |
(er(w))p / (er(w))y < 1. A first order Taylor expansic
o 2240K of Eqg. (2) with respect to this quantity yields the follow
‘ ‘ ‘ - 2400K 1 expressions for the absorption coefficient
3 5 7 9

Energy (eV) v (er(w))r
C

ey e lerO)
FIG. 2: (a) Joint-density-of-states and imaginary dielectric function ) T T

_at two different temperatures calculated from MD S|mu_lat|0ns. TheThe second approximation above is obtained by a zeroth
inset shows the free electron concentration as a function of temper-

ature. (b) Absorption coefficient in the Urbach regime at different ©XPansion about the static dielectric constant(0)), anc

temperatures calculated from MD simulations using the Pw91 funcUtilizes our earlier finding that the Urbach tail of the imagir
tional with a scissors shift. The inset shows the result of the fit todi€lectric function can be obtained from the JDOS, see E

Eq. (1) and the comparison with the experimental data from SaitdJsing the above together with Eqg. (4), we can thus este
and lkushima [28]. a simple relationship between the absorption coefficien
the DOS in the vicinity of the absorption edge, where
temperature dependence of the prefactor is mainly thr
We find that the above is a very good approximation at all frethe effective oscillator strength#(7'), while (e (0)), varies
quenciesv. This is illustrated in Fig. 2(a), where the structure only weakly with temperature, i.e. from 1.81 at OK to 1.9
of the low-frequency exponential tail of the JDOS at severaR400K, corresponding to an increase of less tha# ovel
temperatures can be observed. We also show the imaginapa00 K. We point out that the DOS is obtained experimer
dielectric function in the same figure. This was made possithrough photoemission spectroscopy. Therefore, the abc
ble through rescaling the JDOS with a temperature-dependestilt provides a direct link between the photoemission an
effective dipole transition probabilityi(7") to fit the low-  optical absorption experiments in the Urbach tail region o
frequency exponential tails of the imaginary dielectric func-spectrum.
tion. Equation (6) has the important implication that at finite t
peratures the dipole matrix elements average out sucl
(er(w))r = (1) (T (W) - () in the Urbach tail they can be replaced by a tempers

. dependent prefactor. The atomic vibrations also lead tc
Note how well these tails are reproduced by the JDOS OVerthﬁificant statistical fluctuations, which at this point is corm

entire temperature range. This is an important result, Wh'ctc‘a:[ionally very expensive for us to quantify accurately. H

e o s oreh Gfer e can Use 0. (5) 0 obtan  aer bound ot
tail of the di?electrisé fuﬂction However, they cggnotpbe ne-{ar fical fluctuations im(w) by neglecting the fluctuations
; ; ' ’ : the matrix elements and study/?(w)).... This is shown i
glected entirely, since they lead to an effective temperature- ) ) T 9 o
dependent coefficient that changes by a factor of two betweehid- 3a), where comparison is made Wit (w))7.. A signif-
1200 and 2400 K. In the inset of Fig: 2(a), we show thaticant departure between the two curves is segn inthe U
7~ 1(T) decreases linearly with increasing temperature.  tail, where the rati@)(w) = (J°(w)),. / (J (w))7 can reac
We now proceed to calculate the absorption spectra using0*. Hence the standard deviation from mean absorptic
Eqg. (2), for temperatures ranging from 1200 to 2400K asfrequencies in the Urbach tail is more than an order of mi
shown in Fig. 2(b). Simultaneously fitting the low-energy ex-tude larger thafa(w)) ;..

ponential tails of the calculated spectra at all temperatures to The origin of the large fluctuations in the Urbach reg
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define an absorption event as the instant of time wkien 0.
Whenever absorption events occur so rarely that they ¢
considered independent, the absorption process is Poiss
tributed, with (7 (w)), interpreted as the average rate of
currence. An important signature of the Poisson distrib
is that its standard deviation is equal to the square root
average. Figure 3(b) shows the ratio between these two
tities for JDOS as a function ab for several temperature
We see that in the Urbach regime, the equality betweel
guantities hold, while at higher frequencies their ratio s
deviating from one. In fact, we may define the frequeng)
below which the statistics becomes Poisson distributed.
frequency signifies the upper bound to the Urbach tail re
of the spectrum. Figure 3(d) shows that above 1200Kde-
creases linearly with increasing This result bestows the f
temperature JDOS in the Urbach tail with distinct phys
significance. It represents the average rate of occurrer
Tauc gap 1 absorption events in this frequency interval. Although t
are no experiments that can directly measure JDOS, i
be determined via Eq. (4) from the finite-temperature C
which cam be obtained from photoemission experiments
Urbach tail region is a closed frequency interval in the ¢
cal spectrum. Above, we have determined the upper Lt
(d) ‘ ‘ ‘ for this interval. We can also determine its lower bounc

I ] ing Eq. (4) to computé.7(w)), down to very small value
6l | with good statistical accuracy. Figure 3(c) shows that at
low energies there is a transition in the signature expon

decay of the Urbach tail to a steeper decay curve. The
guencyw;, at which this transition occurs can be used to
| —B— upper limit of Urbach regime nlfy the lower bOU.nd of the Urbach region. The .tempere
—6— lower limit of Urbach regime dependence aby is shown in Fig. 3(d). The optical tran
3 200 1600 2000 2400 tions in this lower-frequency region correspond to transit

Temperature (K) between the localized levels in the exponential tails of th
lence and the conduction bands. In contrast the Urbac

FIG. 3: (a) First and second moment of the joint density of statespriginates from transitions between localized tail states
(JDOS) as well as their ratio at 2400K. (b) In the Urbach regimegytended band-like states.

The standard deviation of the JDOS equals the square root of the

average indicative of a Poisson distribution. The energy at which Finally, let us discuss the impact of the above finding
the ratio deviates from one provides a simple measure for the uppg¢he modeling of laser heating in silica. To lowest order, |
limit of the Urbach regime as indicated by the arrow. (c) At low heating can be described by a heat conduction equation
energies, the JDOS exhibits two distinct regions corresponding t@oyrce term that incorporates energy deposition by lineai
localized-delocalized (Urbach regime) and localized-localized tran+ ling to the laset (w, T) I(r), wherel (r) is the laser light ir

sitions. Each region is described by a different exponential the cros ensity. Neglecting fluctuations, this term can be paramet
ing point of which defines a lower limit for the Urbach regime. Note by o ' T — H ’ th t nat f
that the Tauc gap lies above the region within which the JDOS ex- yoz(.w7 ) i (a(w)>T. oyvever, e;rare event nature o

hibits exponential tails. (d) Upper and lower limits of the Urbach sorptionin the Urbach regime calls fatw, T') to be treated

regime extracted from the data presented in (b) and (c). atime and space-dependent Poisson process, Wheje ate

an absorption event with the strengthtbf—Z—
(T (W) p gt O

with the duration of 5 fs takes place. The spatial extent of
event issx1nm, as compared with a typical laser spot of al
200 nm lasting several nanoseconds.
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lies with the discrete nature of the JDOS itself. Even if
(J(w))y < 1, at each instant of time there can only exist
an integer numbeN of pairs of electronic states available for
transition or none. Hence the absorption coefficient locally This work performed under the auspices of the U.S. De
fluctuates between zero apd x A/, which can amount to ment of Energy by Lawrence Livermore National Labora
fluctuations much larger than the mean value . itself. This  under Contract DE-AC52-07NA27344 with support from
is a consequence of the quantum nature of matter. Let us nolsaboratory Directed Research and Development Progra
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