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Abstract29

We construct a model of three-dimensional P-wave velocity structure in the crust and mantle that 30

is global in extent, but with detailed upper mantle heterogeneities throughout the greater Middle 31

East region.  Fully three-dimensional ray tracing is employed to achieve accurate travel time 32

predictions of P and Pn arrivals, necessitating the characterization of irregular and discontinuous 33

boundaries.  Therefore, we explicitly represent undulating seismic discontinuities in the crust and 34

upper mantle within a spherical tessellation modeling framework.  The tessellation-based model 35

architecture is hierarchical in that fine node sampling is achieved by recursively subdividing a 36

base-level tessellation.  Determining the required node spacing to effectively model a given set 37

of data is problematic, given the uneven sampling of seismic data and the differing wavelengths 38

of actual seismic heterogeneity.  To address this problem, we have developed an inversion 39

process called Progressive Multi-level Tessellation Inversion (PMTI) that exploits the 40

hierarchical nature of the tessellation-based design and allows the data to determine the level of 41

model complexity.  PMTI robustly images regional trends and allows localized details to emerge 42

where resolution is sufficient.  To demonstrate our complete modeling concept, we construct a 43

velocity model based on teleseismic P travel time data for global events and regional Pn travel 44

time data for events occurring throughout the Middle East.  Input data are a product of the 45

statistical procedure called Bayesloc that simultaneously models all components of a multi-event 46

system including event locations, origin times and arrival times (described in the companion 47

paper).  The initial tomographic image provides a new glimpse of the complex upper mantle 48

velocity anomalies associated with the convergence of the Arabian and Indian plates with 49

Eurasia.  More important for event monitoring, the model accurately predicts both teleseismic 50

and regional travel times for events occurring within the Middle East region.51
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1. Introduction52

Global-scale seismic tomography has been a major area of active research in Earth 53

sciences since the development of the first mantle models in the late 1970’s [Sengupta and 54

Toksöz 1976; Dziewonski et al. 1977].  Over the past 3+ decades, numerous global seismic 55

tomography models have been developed by a number of research groups and have proven to be 56

extremely effective tools for advancing our understanding of Earth’s interior [see Romanowicz57

1991, 2003].  Recent global-scale tomographic studies have yielded solutions that are generally 58

consistent at the longest wavelengths suggesting an imminent consensus of the 1st-order 3-D59

seismic velocity structure in the mantle [e.g. Robertson and Woodhouse 1996; Grand et al. 1997; 60

van der Hilst et al. 1997; Bijwaard et al. 1998; Widiyantoro et al. 1998; Ishii and Tromp 1999; 61

Ritsema et al. 1999; Kárason and van der Hilst 2000; Masters et al. 2000; Mégnin and 62

Romanowicz 2000; Gu et al. 2001; Zhao 2001; Grand 2002; Kennett and Gorbatov 2004; 63

Trampert et al. 2004; Simmons et al. 2006, 2007, 2009; Li et al. 2008].  However, details in64

global tomographic solutions differ for a number of reasons including the diversity of data types65

and methodologies employed.  The specific approaches employed to image the Earth are often 66

determined by the particular goals of the individual tomographic studies.67

Aside from gaining a fundamental understanding of the composition and dynamics of 68

Earth, global 3-D tomography models can be used to improve seismic event location prediction.  69

In particular, it has been demonstrated that travel time predictions based on global tomography 70

models can improve seismic event location accuracy [e.g. Antolik et al. 2001, 2003; Ritzwoller et 71

al. 2003], making them potentially useful to seismic monitoring agencies.  The utility of 72

teleseismic 3-D P-wave models in assisting in event location is, of course, contingent upon the 73

ability to detect seismic phases at a sufficient number of stations at teleseismic distances.  74
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Therefore, global P-wave models, produced with teleseismic information alone, are only reliable 75

tools for locating large seismic events.  Regional-scale models of upper mantle P-wave velocity 76

structure are therefore essential in locating smaller events since global-scale models generally do 77

not adequately predict regional seismic phase travel times.  78

One possible way to predict both regional and teleseismic P-wave travel times is through 79

the application of independently produced regional and teleseismic models [e.g. Yang et al.80

2004].  However, hybrid combinations of independent regional and teleseismic models tend not 81

to be self-consistent since the predicted teleseismic (i.e. P) and regional (i.e. Pn) travel times 82

often conflict.  At a minimum, baseline travel time shifts must be determined through the 83

calculation of travel time correction surfaces in order to reduce the 1st-order regional-teleseismic 84

travel time inconsistencies generated by the hybrid models [Yang et al. 2004].  To overcome 85

these issues and further advance event monitoring capabilities, we need to generate a seamless 86

model of the Earth’s crust and mantle capable of self-consistently predicting regional and 87

teleseismic travel times as accurately as possible.  Effectively, this requires simultaneous 88

modeling of detailed upper mantle heterogeneities to adequately predict regional phases such as 89

Pn and lower mantle structures to predict teleseismic travel times.  It is also highly desirable to 90

develop a model and techniques that reduce the need for numerous travel time corrections (e.g. 91

crustal corrections, Earth’s ellipticity, etc.) and/or massive travel time lookup tables.  92

In this study, we present the initial stages of the development of a seamless, global-scale 93

tomographic model suitable for advancing seismic event monitoring capabilities worldwide.  The 94

established model design is based on tessellations of a spherical surface that produces an evenly 95

spaced mesh while allowing for efficient communication with model properties.  Within the 96

global-scale model, we explicitly integrate multiple crustal units with pinched layers and 97
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discontinuous surfaces.  We also directly incorporate upper mantle transition zone topography as 98

estimated by Lawrence and Shearer [2008].  In addition, the model explicitly characterizes 99

Earth’s asphericity in accord with the WGS84 reference ellipsoid and the expected hydrostatic 100

shape of mantle layers and the core-mantle boundary [Nakiboglu 1982; Alessandrini 1989].  101

Explicit representation of aspherical, undulating and discontinuous geologic units yields a more 102

realistic depiction of Earth’s interior than traditional spherical representations; thus allowing for 103

more accurate modeling of heterogeneity at multiple scale-lengths.  104

Travel times and model sensitivities are predicted within this complex model via 3-D ray 105

tracing procedures we have designed to communicate directly with the tessellation-based model 106

architecture.  We also describe a newly developed inversion technique called Progressive Multi-107

level Tessellation Inversion (PMTI) that is well-suited for establishing regional heterogeneity 108

trends and more detailed velocity structure where justified by a given dataset.  The PMTI 109

approach is demonstrated through synthetic simulations and applied to a compiled set of P and 110

Pn data designed to provide strong constraints on velocity structures throughout the greater 111

Middle East region.  The seismic events used in this study are located with a statistical multiple-112

event locator called Bayesloc [Myers et al. 2007; 2009] that simultaneously models all event 113

locations, origin times, arrival times and phase labels to produce an extremely consistent dataset114

(see the companion paper in this issue by Myers et al.). Our result is a global-scale model of P-115

wave velocity structure based upon P and Pn travel times from >4,000 Middle East events and 116

>1,000 globally distributed seismic events.117

118
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2. Model Representation119

Our model parameterization is based on triangular tessellations of a spherical surface.  120

Spherical tessellation parameterizations have been employed for multiple geophysical 121

applications including mantle convection simulations [Baumgardner and Frederickson 1985], 122

magnetic field modeling [Constable et al. 1993; Stockmann et al. 2009], and the basis for 123

representation of Earth’s seismic velocity structure [e.g. Wang and Dahlen 1995; Chiao and Kuo124

2001; Ishii and Dziewonski 2002; Antolik et al. 2003; Sambridge and Faletič 2003; Ballard et al.125

2009; Gung et al. 2009; Myers et al. 2010a].  The primary purpose for employing spherical 126

tessellations is to generate a mesh of nearly evenly spaced nodes (or knots), therefore preventing127

the polar distortion effects of a latitude-longitude grid.  Building a spherical tessellation mesh 128

involves recursive subdivision of triangular facets of an initial polyhedron (in our case, an129

icosahedron) into smaller sub-triangles whose vertices are projected onto a unit sphere (Figure 130

1).  Each sub-division of a triangular facet (‘parent’) produces 4 triangular facets (‘daughters’) 131

and thus increases the number of nearly evenly spaced vertices.  We refer to each tessellation 132

recursion as a ‘Level’ starting with the initial object (Level 1; Figure 1) up to Level N, where N is 133

some maximum recursion level.  For example, a Level 7 recursion results in node spacing of 134

approximately 1° when an icosahedron is used as the initial object.135

Although the tessellation meshes represent simple sphere-like surfaces, they form the 136

basis of an aspherical Earth representation in this study.  We define a set of geocentric unit 137

vectors connecting the origin to each of the vertices defined by a tessellation mesh as 138

 nV vvv ˆ,,ˆ,ˆ 21  where n is the total number of vertices at any given level.  In order to define a 139

surface in the model space, radii are assigned to each of the vertices forming a set of nodes (or 140

‘nodeset’) written as  nnjjjj rrrN vvv ˆ,,ˆ,ˆ ,22,11,  where j is the nodeset identifier.  Therefore, the 141
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oblateness of the Earth as well as higher order surface irregularities are explicitly built into the 142

model by simply defining an appropriate set of radii for a given set of tessellated vertices (V ).  143

Pure seismic discontinuities are treated by defining two nodesets (a and b) at the same radii144

( ba NN  ) but attributing different material properties to each set.  As an example, the 145

Mohorovičić discontinuity (Moho) is represented by two nodesets ( mohoN and mohoN ) with 146

lower crustal velocities associated to mohoN and upper mantle velocities assigned to mohoN .  147

Multiple nodesets may converge to the same radius in cases where geologic units pinch out (such 148

as sedimentary layers).149

The major benefit of the tessellation-based model design is the nearly evenly spaced set 150

of vertices it provides.  However, the set of vertices are not located at even increments in any 151

traditional coordinate system (such as spherical latitude-longitude grids), thus requiring a more 152

sophisticated indexing approach to efficiently extract model properties at any arbitrary point.  153

Indexing the parent-daughter triangle relationships during tessellation mesh design, allows for 154

efficient communication with the model through a hierarchical version of the triangle search155

method described in Lawson [1984].  The interpolation approach described herein is described156

by Ballard et al. [2009], but reiterated for clarity of further discussion.  157

Consider a single triangle, abcT , with vertices  cba vvv ˆ,ˆ,ˆ arranged in counter-clockwise 158

order and unit vector in the direction of a point of interest ( p̂ ) (Figure 2).  It can then be 159

determined that p̂ is within the triangular wedge defined by  cba vvv ˆ,ˆ,ˆ if these three scalar 160

triple products are nonnegative:161
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These quantities ( aw , bw , cw ) are computed for the triangles defined in the Level 1 tessellation 163

(icosahedron consisting of 20 triangular faces) and the parent triangle enclosing the point of 164

interest is determined.  The four associated daughter triangles in the Level 2 tessellation are 165

subsequently searched and the process is repeated until the maximum tessellation level is 166

reached.  A maximum of 20+4(N-1) triangles are searched, where N represents the highest167

tessellation level. For example, if we were interested in finding the triangle that encompasses a 168

point at tessellation Level 7 (81,920 triangles; ~1° vertex spacing), a maximum of 20+4(7-1)=44169

triangles and a minimum of 7 (1 triangle per level) need to be searched.170

Conveniently, the values aw , bw and cw correspond to the barycentric (or areal) 171

coordinates of the triangle abcT when normalized by their sum.  Thus, aw , bw and cw are suitable 172

lateral interpolation coefficients for the model properties at nodes defined along the vertices av̂ , 173

bv̂ and cv̂ , respectively.  With irregular surfaces directly incorporated into the model design, 174

radial interpolation is not as trivial as with regularly spaced layers and fixed layer thicknesses.  175

In order to determine the radial interpolation weights for any arbitrary point-of-interest (POI), a 176

radial profile is created through lateral interpolation of radii defined along the vertices of the 177

highest level triangle (  cba vvv ˆ,ˆ,ˆ , Figure 2).  Simple linear interpolation is then performed in the 178

radial direction based on the distances of the POI to the surrounding interpolated nodeset radii.  179

Although the efficient interpolation procedure may seem inconsequential for building an Earth 180

model, this rapid communication with the model is essential for integration into a routine event 181

monitoring system.  Moreover, the hierarchical triangle search inherently produces lateral 182

interpolation weights for every recursion level, thus providing an efficient means for calculating 183

sensitivity kernels at any (or all) recursion level(s). 184
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185

3. Mixed-determined Tomographic Inversion and Parameterization Schemes186

Travel time tomography involves developing a set of linear equations relating 187

perturbations of seismic slowness to travel time observations in the form:188

bAx  (2)189

In Equation 2, A is a matrix of model sensitivities, b is a collection of observations (e.g. travel 190

time residuals), and x is a vector of seismic slowness perturbations to be determined through 191

some inversion process.  The inversion procedure is often unstable due to the mixed-determined 192

nature of typical tomographic systems.  This requires some form of regularization such as 193

damping (D) and/or smoothing (S) operators to stabilize the solution:194
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w
w (3)195

where wd and ws are damping and smoothing weights, respectively. For severely ill-posed 196

problems, determining the optimum regularization operators and corresponding weights is 197

difficult and often speculative.  Mixing teleseismic and clusters of regional seismic information 198

generates a global tomographic system that is especially ill-posed given the tremendous 199

variability of data sampling.  We can attempt to overcome the instability of the tomographic 200

system by limiting the number of free parameters by coarsely parameterizing the Earth.  This 201

translates to using a low-level tessellation grid (in our case) or solving for relatively low-degree 202

harmonic components of the velocity field in tomographic systems built on a global parameter 203

basis.  However, if the parameterization is uniformly coarse, details are inherently suppressed in 204

regions where data coverage is dense enough to image small-scale features.205
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An increasingly common parameterization strategy is to establish an irregular grid of 206

nodes/cells based on some criteria prior to inversion [e.g. Inoue et al. 1990; Bijwaard et al.207

1998; Kárason and van der Hilst 2000; Spakman and Bijwaard 2001; Boschi 2006; Li et al.208

2008].  The purpose in developing irregular grids is to address the variable data 209

coverage/resolution and, in addition, reduce the size of the tomographic system.  The a priori210

determination of variable parameter density is often based on data density (often quantified by 211

hit count) since it is reasonable to assume that resolution increases where data are plentiful.  212

However, hit count is not always an ideal indicator of resolvability, particularly when 213

considering scattered clusters of seismic rays traveling in a near-uniform direction.  An irregular 214

gridding approach based on some estimate of the local resolving lengths is another possibility, 215

but an accurate measure of resolvability is difficult to determine for large tomographic systems 216

[e.g. Nolet and Montelli 2005].217

Other parameterization strategies are dynamically adaptive such that meshes/cells evolve 218

during an inversion [e.g. Sambridge and Faletič 2003].  Opposed to building an irregular grid 219

prior to inversion, dynamically adaptive parameterization approaches require some criteria to add 220

or remove model parameters.  Model-based node placement criteria (amplitude changes or 221

velocity gradients established in a prior step) may be employed for adding or removing model 222

nodes; but deciding upon the optimal criteria is a subjective process.  The subjectivity of 223

parameter refinement criteria may be avoided through a stochastic search for parameter 224

definitions and seismic models in a Bayesian framework [Bodin et al. 2009].  Full stochastic 225

modeling approaches are more complete than deterministic modeling and are computationally 226

feasible for regional-scale and/or 2-D problems [e.g. Pasyanos et al. 2006; Bodin et al. 2009].  227

For the 3-D global problem with comprehensive representations of complex Earth structure and 228



11

massive amounts of data, stochastic approaches are computationally intensive.  Moreover, 229

stochastic modeling would require prior constraints on anomaly correlation length, which is 230

tantamount to model smoothing.231

To account for variable spatial resolutions and to avoid designing an irregular model grid,232

tomographic inversion may be performed on regular coarse and fine grids simultaneously [e.g. 233

Zhou 1996, 2004; Chiao and Kuo 2001; Chiao and Liang 2003; Gung et al. 2009].  Overlapping234

grids may be considered explicitly within an inversion [Zhou 1996, 2004] or implied through a 235

wavelet-based multi-resolution representation [Chiao and Kuo 2001; Chiao and Liang 2003; 236

Gung et al. 2009].  The common premise behind these multi-resolution approaches is that high-237

resolution solutions can be expressed as perturbations to a low-resolution model.  Thus a multi-238

resolution model can be decomposed into hierarchical model components with differing scale 239

lengths as determined by the number of recursive parameter grid subdivisions.  The multi-240

resolution model decomposition is analogous to a spherical harmonic decomposition, but with 241

local parameter bases that inhibit artifacts in poorly sampled regions [Boschi and Dziewonski242

1999].  Multi-resolution tomography representations [e.g. Zhou 1996; Chiao and Kuo 2001] 243

provide intrinsic regularization since the parameters associated with the coarsely defined grids 244

generally carry heavier weights than the parameters associated with the base-level grid 245

subdivisions.  Therefore, the subjectivity of choosing global and/or local regularization operators 246

and weights is mitigated.  In the following section, we describe our simplified inversion 247

approach that has many of the same desirable properties as the wavelet-based approach including 248

natural regularization without the requirement for an irregular grid design. 249

250
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4. Progressive Multi-level Tessellation Inversion (PMTI)251

The tomographic procedure developed within this study, Progressive Multi-level252

Tessellation Inversion (PMTI), is designed with the same underlying philosophy as the wavelet 253

and multi-grid approaches described above [e.g. Chiao and Kuo 2001; Zhou 1996].  Specifically,254

the PMTI technique circumvents the need for predefining variable resolution scales through the 255

hierarchical expression of higher resolution solutions as perturbations to lower resolution 256

models.  The most notable difference of PMTI from the wavelet and multi-grid approaches is 257

that model components are found progressively through inversions of tomographic systems built 258

upon successively finer parameterizations defined by a hierarchy of tessellation grids. Therefore, 259

multiple parameter grids with different node densities are not considered simultaneously and 260

wavelet transforms are unnecessary.  Each successive model component is added to the previous 261

solution to form a total model field.  As with the wavelet and multi-grid approaches, the data 262

drive the resulting variable resolution scales and finer detail structures emerge from the regional 263

trends only where it is necessary to explain the given set of observations.  The PMTI process is 264

described at a high level by the algorithm:265

end

Nifor
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11

xAbb
bAxx

xAbb
bAx
















1*

1

2 (4)266

In this algorithm, the subscripts denote the recursion level (or resolution level) and the267

superscript “-1” refers to matrix inversion.  As in the basic (simplified) tomographic system of 268

equations (Equation 2), the variables A, x and b are the sensitivity kernels, slowness perturbation 269

models, and residual travel time data vectors, respectively.  In the case of our tessellation-based 270
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model, A1 corresponds to sensitivity kernels for the starting object (i.e. the 1st-level spherical 271

tessellation) and A2 corresponds to sensitivities to the model nodes defined by the 2nd-level 272

tessellation (see Figure 1).273

Beginning with the initial travel time residuals (b) and sensitivity kernels defined at the 274

lowest resolution level (A1), an initial slowness perturbation model ( 1x ) is determined through 275

an inversion process.  The initial travel time residuals are subsequently reduced by the residuals 276

predicted by the lowest-resolution solution to produce a new data vector, 1b .  An inversion is 277

then performed on the basis of sensitivity kernels defined at the next resolution level (A2) and the 278

reduced data vector ( 1b ). The total slowness perturbation model ( 2x ) accumulates by summing 279

the interpolated model from the previous step ( *
1x ) and the higher resolution solution based on 280

the remaining travel time signals ( 12 bA 1 ).  All subsequent inversions operate on data vectors 281

reduced by the previous solution ( 1ib ) to produce slowness perturbations relative to the previous282

model.  Therefore, if a low-resolution solution accounts for all of the travel time signal, the total 283

slowness model ceases to accumulate additional slowness perturbations.284

To develop the sensitivity kernels at each tessellation level, one could simply redistribute 285

sensitivity weights from nodes defined by the highest tessellation level to a set of nodes defined 286

at a lower level (i.e. collapse the linear system by combining node sensitivities).  This collapsing 287

procedure would nonetheless require defining sensitivity kernels at the highest tessellation level288

considered.  We find it convenient to define kernels for each level simultaneously since the 289

hierarchical triangle searching algorithm determines node interpolation weights at each of the 290

tessellation levels automatically (see the previous section).   291
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To evaluate the behavior of the PMTI approach, we devised a simple 1-D synthetic test 292

case that mimics an ill-posed and mixed determined tomographic problem (Figure 3).  We placed 293

6 equally spaced nodes along a line to represent the 1st recursion level (Figure 3, top).  Points 294

were then placed at the midpoints between the 1st level points to construct the 2nd recursion level295

set of nodes.  This recursion was repeated once again to give a total of 21 node points and a total 296

of 3 tessellation levels.  Seismic velocities were assigned to the nodes to imitate the uppermost 297

mantle P-wave velocity structure, transitioning from a platform/shield environment (with fast, 298

long-wavelength velocity structure) to a tectonically active environment (with lower overall 299

velocity and shorter wavelength heterogeneities) (Figure 3, middle).  300

For a single test, we randomly generated 100 ray paths along the line of points while 301

forcing most of the paths to be within the tectonically active region (Figure 3, bottom).  Travel 302

times were computed along each of the paths and 30% (RMS) random noise was incorporated.  303

Inversions were performed at each recursion level individually (simple inversion) and with the 304

PMTI approach for comparison (Figure 4).  Simple damping was used to regulate the systems 305

and the damping weight was independently optimized for each inversion style to produce models 306

with the lowest level of RMS misfit to the known solution.  For this particular path/noise 307

configuration, the PMTI approach more effectively reproduces the known solution (Figure 4).  308

Within the stable platform/shield environment, a simple inversion fails to reproduce the known 309

structure, particularly if the Level 3 nodes are active in the inversion.  However, the PMTI 310

approach produces a smooth, long-wavelength trend in the poorly sampled platform region while 311

also reproducing the shorter wavelength features within the tectonically-active environment.  312

This test offers some insight into the value of the PMTI approach, but it is only a single 313

realization of path/noise configuration.     314
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For a more comprehensive comparison of inversion approaches (simple versus PMTI), 315

we chose to test a number of random path configurations, noise levels and damping weights.  For 316

a chosen damping weight and noise level, we randomly generated 100 paths (producing the 317

general sampling configuration discussed above) 100 times and added random noise.  For each 318

realization of paths and noise, we performed both inversion procedures and computed the RMS 319

misfit to the known solution.  This process was repeated for a discrete set of damping weights 320

and RMS noise levels ranging from 0 to 50%.  Based on these tests, we find that the PMTI 321

approach most often produces solutions that more closely match the known velocity model, 322

regardless of the noise level and damping weight (Figure 5).  As demonstrated in Figure 5, the 323

optimal range of damping weights tends to be larger for the PMTI procedure owing to the 324

intrinsic regularization. This is a valuable property of the approach since the actual solution is 325

unknown in real cases.326

We also devised a 3-D synthetic test bed to further explore the intricacies of the PMTI 327

imaging procedure.  The synthetic model domain consists of 3 triangular depth slices with nodes 328

defined by a tessellation procedure up to the Level 5 (Figure 6).  Again, we chose to mimic 329

complex, sub-crustal P-wave velocity structure with two dominating characteristic wavelengths.  330

Specifically, the synthetic model consists of a long-wavelength regional velocity trend with 331

short-wavelength details embedded within the center of model domain (Figure 6, left).  The 332

velocities of the triangular depth slices above and below the center slice (shown in Figure 6) 333

were set to a constant value to simplify the tests.  The chosen ray path configuration consisted of 334

clusters of regional phases (sub-lateral travel direction) and teleseismic paths (near vertical travel 335

direction).  The ray path density is highly heterogeneous and designed to imitate a realistic 336

shallow mantle imaging problem.  That is, some regions are well-covered with ray paths 337
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traveling in many different directions, whereas other regions are sampled by only a single cluster 338

of teleseismic or regional phases.  Random noise was also added to the synthetic travel time 339

observations.  340

Similar to the 1-D synthetic test case, inversions were performed directly (simple least-341

squares at the highest tessellation level) and with the PMTI procedure for comparison.  A 342

representative solution from a single realization (paths shown in Figure 6 and 20% RMS noise 343

added) is shown in Figure 7.  For the simple (or direct) inversion, we incorporated simple 344

damping and smoothing operators independently and optimized the regularization weights to 345

find the solutions closest to the known solution (based on RMS model misfit).  With damping 346

alone, detailed structures emerge where there are a large number of crossing paths (Figure 7; 347

SIMPLE damping).  However, instead of recovering the long-wavelength regional trend, isolated 348

velocity structures are generated without a smooth transition through unresolved regions.  In 349

regions with only near-vertical paths (~teleseismic phases), circular velocity structures are 350

generated since there is no sensitivity to surrounding nodes.  In regions with only bundles of sub-351

horizontal paths (~regional phases), linear velocity anomalies are evident.  Such isolated velocity 352

blobs and streaks are undesirable since they may result in geological misinterpretations and also 353

pose serious problems when computing travel times with 3-D ray paths.  Alternatively, simple 354

inversion with a first-order smoothing operator (with an optimum weight) recovers the long-355

wavelength regional trend, but fails to recover fine details where information is sufficient (Figure 356

7; SIMPLE smoothing).  This smooth solution is also undesirable since we would prefer to take 357

full advantage of the resolvability of dense data packets. 358

With the PMTI approach, the long-wavelength velocity structure is established with the 359

first inversion based on nodes defined by the first level tessellation (Figure 7; PMTI Level 1).  360
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Note that only simple damping is used as regularization.  The Levels 2-4 PMTI solutions adjust 361

the model only slightly, relative to the Level 1 solution.  The minor model variation provided by 362

these intermediate steps is due to the synthetic velocity model design with only two dominating 363

characteristic wavelengths.  In the final PMTI stage (Level 5 inversion), detailed structures 364

emerge from the underlying long-wavelength velocity trend (Figure 7; PMTI Level 5).  The 365

detailed anomalies are most refined where data coverage is dense and ray path travel directions 366

are diverse.  Our tests reveal that, similar to the 1-D synthetic example, the PMTI solution is less 367

dependent on the choice of damping weight than a simple direct inversion.  Moreover, a direct 368

(simple) inversion requires both smoothing and damping regularization with strictly optimized369

regularization weights to achieve a result similar to the PMTI solution shown in Figure 7.  370

The Progressive Multi-level Tessellation Inversion (PMTI) approach has important371

advantages over other inversion techniques, especially when considering extreme spatial 372

resolvability variations.  If the travel time observations cannot be explained by a long-373

wavelength velocity trend in a particular region, detailed anomalies emerge from the background374

velocity model.  Therefore, the ‘resolution level’ is predicated by the data without any user 375

intervention.  Dynamic mesh refinement (or adaptive meshing) is one such method of 376

intervention whereby the addition or subtraction of model parameters occurs based on some 377

user-defined criteria, thus generating an irregular grid.  Aside from the additional complexity of 378

establishing and communicating with a model based on an irregular grid, our synthetic example 379

demonstrates other potential pitfalls of a dynamic/adaptive mesh refinement approach (Figure 7).  380

For example, if we chose to refine the mesh from one inversion step to the next based on model 381

movement, the imaging process would cease after the inversion based on the nodes defined by 382

the Level 2 triangular tessellation (see Figure 7).  This cessation could be prevented through 383
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knowledge of the data density (e.g. hit count criteria).  However, hit count does not necessarily 384

reflect resolvability since ray paths are commonly bundled providing limited additional 385

constraints on lateral velocity variations.  For ultra-high resolution modeling with a global basis 386

(<0.5° node spacing), adaptive meshing may be required to limit the size of the tomographic 387

systems of equations.  For our initial global model design, we find that irregular meshing is388

unnecessary.  389

Similar to the multi-grid and wavelet-based approaches [e.g. Zhou 1996; Chiao and Kuo390

2001], the PMTI technique adapts to the variable lateral resolvability of a given dataset while 391

reducing the subjectivity of regularization operators and weighting.  Unlike other multi-392

resolution approaches, PMTI progressively solves for detailed structure at discrete inversion 393

steps.  This progressive-style approach is relatively simple and provides the flexibility to easily 394

perform operations while the tomographic model evolves from a low- to a high-resolution395

solution.  We do not take advantage of this particular benefit in our initial modeling procedures 396

(described below); however, it is potentially a very beneficial property for future modeling.  For 397

example, we may choose to increase depth resolution (with lateral resolution) by simply adding 398

model layers before proceeding to higher tessellation levels.  Furthermore, outlier data could be 399

more easily identified from the population of data after performing low-resolution inversions,400

and subsequently removed before continuing the inversion process.    Additionally, 3-D ray paths 401

may be updated during the resolution progression to account for the path-velocity dependence.  402

403
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5. Global 3-D Tomography with Middle East Emphasis404

5.1. Travel Time Data and Event Locations405

We compiled a Middle East-centric set of teleseismic P and regional Pn travel time 406

measurements from a subset of our local database at Lawrence Livermore National Laboratory 407

[Ruppert et al. 2005] and the publicly available Engdahl-van der Hilst-Buland (EHB) catalog 408

[Engdahl et al. 1998].  The data selection criteria were: 1) all available P and Pn travel time 409

measurements from seismic events occurring within the greater Middle East region, and 2) 410

teleseismic P measurements from globally distributed events with the largest number of 411

recordings within 5° lateral bins and 7 depth bins from the surface to 700 km depth.  In total, we 412

consider 5,401 events (~4,000 within the Middle East) recorded at approximately 4,500 seismic 413

stations around the globe.  The data consist of ~800,000 P arrivals from globally distributed 414

events and stations, and ~42,000 Pn arrivals to stations within the Middle East (Figure 8).  415

Although the compiled dataset is global in extent, more than 60% of the data are from events 416

occurring within the Middle East and/or arrivals to one of the 600+ seismic stations within the 417

region. Ray path hitcount calculations reveal that most of the shallow upper mantle in the 418

Middle East region is sampled by more than 1,000 P and 100 Pn paths providing excellent 419

constraints on detailed velocity structure (Figure 9).420

One of the major issues in seismic tomography is knowledge of the precise location of 421

events from which the travel time residual data are derived.  It may be argued that, event location 422

accuracy becomes less important with increasing amounts of data since interpretable anomalies 423

may emerge from the background velocity field.  However, systematic location errors may result 424

in the inability to resolve true Earth structure, regardless of the amount of data considered.  425

Thoroughly addressing this issue is crucial since the purpose of this work is to design a global-426
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scale model that predicts travel times for the most accurate prediction of future seismic event 427

locations.  We therefore adapted a multi-event location algorithm, initially designed to 428

simultaneously locate event clusters, to handle a global distribution of seismic events [Myers et 429

al. 2007, 2009].  The algorithm, called Bayesloc is briefly described here for completeness.  A 430

thorough description can be found in a companion paper in this issue [Myers et al. 2010b].431

Bayesloc is a multi-event location algorithm that operates within a hierarchical Bayesian 432

statistical framework.  The process entails generating numerous realizations of event 433

hypocenters, origin times, phase labels, and travel time curves using a Markov Chain Monte 434

Carlo (MCMC) sampling scheme.  Using prior statistical models, the process allows for 435

complete statistical characterization of the multi-event problem and thus develops a joint 436

posterior distribution of all elements involved.  The Bayesloc algorithm simultaneously 437

determines event location probability regions, identifies likely outlier arrival time data 438

(inconsistent with the total population), re-labels misidentified seismic phases, and adjusts travel 439

times based on statistically likelihood.  The net result of the procedure is a set of event locations 440

and travel times such that the spread of the travel time residuals relative to a 1-D velocity model 441

is minimal (Figure 10).  442

Numerous seismic phases, for the aforementioned set of events, were included within the 443

Bayesloc location procedure.  However, we chose to consider only globally distributed P arrivals 444

and Pn arrivals in the Middle East region for tomographic imaging.  The average event locations 445

and origin times from the joint posterior probability distribution were used to form the set of 446

travel time data for the tomographic problem.  The effect of the relocation procedure is 447

demonstrated in terms of the residual travel time spread relative to the 1-D AK135 [Kennett et al.448

1995] global P-wave velocity model (Figure 10).  In terms of data variance, the apparent travel 449
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time residual signal of the raw data (based on the original event locations) is ~12 times larger 450

than the signal based on the Bayesloc event locations.  This suggests that a tremendous amount 451

of the apparent signal associated with the raw event locations is not due to 3-D velocity structure, 452

but rather hypocenter mis-location, mis-identified seismic phases and arrival time pick errors.  453

The total signal reduction signifies the improved data consistency that Bayesloc provides, 454

but another important aspect is the shift of the mean from a positive 0.44 seconds to a negative 455

0.53 seconds.  This mean shift and the residual trend with distance (see Figure 10) have 456

tremendous implications on the absolute velocity structure needed to explain the data.  457

Hypocenter locations based on single-event location procedures often do not recover such trends;458

particularly when assuming a location such that the residual travel times are zero-mean. 459

    460

5.2. Hybrid Starting Model 461

A starting 3-D P-wave velocity model was designed by combining components of 462

existing models of the crust and mantle to form a single hybrid model.  The hybrid model was 463

built within the tessellation-based node architecture described in previous sections.  Components 464

of the crust below Eurasia and northern Africa (between 0° and 90°N latitude and 20°W to 75°E 465

longitude) were taken from a modified version of the compilation of Pasyanos et al. [2004] and 466

Steck et al. [2004].  Modification of the Eurasia/Africa crustal model is based on the regional 467

travel time tomography described in Myers et al. [2010a].  Outside of Eurasia and North Africa, 468

we employed the crustal model of Bassin et al. [2000] (Crust 2.0).  The crust consists of 7 layers 469

including water, 3 sediment layers (with ice layers), and 3 crystalline crustal units (upper, middle 470

and lower).  These layers were built into the tessellation-based model framework with 14 471

nodesets describing the top and bottom of each of the discontinuous layers.  We defined the 472
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crustal components (velocities and depths) at discrete points along vertices corresponding to473

tessellation Level 7 (~1° node spacing).  All model node points were projected in the radial 474

direction to conform to the WGS84 reference ellipsoid.  475

Sub-crustal (shallowest upper mantle) P-wave velocity structure was taken from the476

Regional Seismic Travel Time (RSTT) model [Myers et al. 2010a].  The shallow upper mantle 477

velocity structure in the RSTT model is represented by the mantle velocity at the Moho (often 478

referred to as Pn velocity) and a depth-dependent velocity gradient.  The RSTT mantle velocity 479

and mantle gradient terms were interpolated to a fully three-dimensional velocity field 480

immediately below the Moho to a depth of 115 km.  Similar to the representation of the crust, the 481

shallowest upper mantle P-wave velocity and boundaries were defined at points along the Level482

7 tessellation vertices (~1° node spacing).483

The remainder of the mantle velocity structure (115 km depth to the core-mantle 484

boundary) was based on the GyPSuM Earth model [Simmons et al. 2010 (in press)].  GyPSuM is 485

a 3-D model of mantle S-wave speed, P-wave speed and density developed through simultaneous 486

inversion of seismic and geodynamic constraints.  The GyPSuM model represents the next major 487

phase of a sequence of joint global modeling efforts fully described in Simmons et al. [2006, 488

2007, and 2009].  The shear wave data consist of waveform-correlation-based travel time 489

measurements for numerous teleseismic phases including S, sS, ScS, SKS, and numerous surface-490

and core-reflected multiples [Grand 2002; Simmons et al. 2006].  The geodynamic information 491

consists of the global free-air gravity field, dynamic surface topography, tectonic plate motions, 492

and the excess core-mantle boundary (CMB) ellipticity.  These geodynamic observations are 493

linearly related to internal density loads in the Earth through viscous flow sensitivity kernels; and 494

density is coupled to velocity structure via mineral physics parameters.  495
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For the purposes of the current study, the most important improvement of GyPSuM over 496

the past global joint models [e.g. Simmons et al. 2006, 2007, 2009] is the addition of globally 497

distributed teleseismic P-wave arrivals from the work of Engdahl et al. [1998] and Antolik et al.498

[2003].  Wave speeds and density are coupled together with relative heterogeneity ratios 499

constrained by mineral physics parameters that describe the effect of temperature variations on 500

mantle material.  Non-thermal effects are gradually introduced producing a mantle heterogeneity 501

model that is most consistent with thermal variations and model fields (S/P wave speeds and 502

density) that most resemble one another.  Thus, several forms of data (seismic, geodynamic and 503

mineral physics) control the outcome of each of the modeled properties in an explicit, non-linear504

joint inversion process.  505

Upper mantle P-wave velocity structure from the GyPSuM Earth model was integrated 506

into the tessellation-based model architecture. Upper mantle velocities were defined along 507

vertices corresponding to tessellation Level 7 (~1° spacing) at discrete depths (radii) with 508

average depth spacing of ~40 km.  For the initial model design, transition zone boundary depths 509

were fixed according to PREM [Dziewonski and Anderson 1981].  Similar to the upper mantle, 510

lower mantle P-wave velocity structure from the GyPSuM model was incorporated into the 511

tessellation-based model design.  However, we chose to define model nodes along vertices 512

corresponding to the Level 6 tessellation (~2° spacing) to limit the number of model parameters.  513

The lower mantle velocity field is represented by 25 nodesets (layers) with an average depth 514

spacing of ~90 km.515

In summary, the crust and upper mantle velocity model is represented by 33 nodesets 516

(layers) with a lateral spacing of ~1° (Level 7 tessellation) and the lower mantle is represented by 517

25 nodesets (layers) with a lateral spacing of ~2° (Level 6 tessellation).  In total, the crust and 518
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mantle P-wave velocity structure is defined at ~1.6 million points (1.35 million points in the 519

crust and upper mantle; 250,000 points in the lower mantle).  This hybrid starting model will be 520

referred to as ‘RSTT+GyPSuM’ in further discussions.521

522

5.3. Travel Time Calculations and Sensitivity Definitions523

In order to accurately predict travel times and model space sensitivities in complex 3-D 524

media, we have adapted a 3-D ray tracing procedure specifically tailored to communicate with 525

the aforementioned tessellation-based model design.  The general approach we have taken is 526

based on the techniques originally conceived by Zhao et al. [1992] to model direct arrivals 527

within a subduction zone and extended to teleseismic phases by Zhao and Lei [2004].  The 528

procedure combines pseudo-bending in continuous media [Um and Thurber 1987] while 529

simultaneously satisfying Snell’s Law at discontinuous interfaces through an iterative process.  530

The bending/interface iterations continue until the minimum-time-path is found; or the process is 531

terminated when travel time reduction is nominal from one step to the next.532

One major shortcoming of this general approach is the inability to find global minimum 533

travel times and paths for complex regional phases such as Pn.  We have therefore adapted the 534

procedure to find such global minima by considering multiple starting ray path configurations.  535

A similar adaptation has recently been developed by Ballard et al. [2009] where the 536

computational process was designed within a distributed computing environment.  Ballard et al.537

[2009] demonstrated the ability to dramatically improve the efficiency of the technique thus 538

providing support for the implementation of the general approach for routine seismic event 539

location.  540
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In our specific approach, we initially create several crude 3-D ray path estimates based on 541

an imposed set of rules for a given source-receiver configuration (Figure 11).  Each of the initial542

paths is perturbed with a limited set of pseudo-bending iterations and discontinuity piercing point 543

adjustments as described in Zhao et al. [1992].  Rather than performing ray path adjustment544

iterations until convergence, we cull out paths that provide travel times within some tolerance of 545

the minimum time achieved by the full set of perturbed paths (we chose a 1 second tolerance).  546

Ray path adjustment iterations are then performed on the remaining paths until the minimum 547

travel time is attained.  The paths that generate the minimum time within a secondary time 548

tolerance (we chose 0.2 seconds) are accepted and used in the development of model space 549

sensitivity kernels. For example, near the upper mantle transition zone crossover distance range550

(~18° distance for a surface event), ray paths traveling through the shallow upper mantle and 551

below transition zone discontinuities are accepted if they satisfy the minimum time tolerance 552

criterion.  By accepting all paths that produce near-minimum travel times, we directly address 553

the multi-pathing problem.  Additionally, model sensitivity may be distributed over a wide depth 554

range as opposed to two (or more) distinct geological units in a pure multi-pathing scenario (see 555

the example in Figure 11).  Thus, the issue of interdependence of velocity structure and ray path 556

is mitigated.  This procedure is similar to the “fat ray” approach described in Husen and Kissling557

[2001]; however, our primary concern is with distinct multi-paths rather than perfectly 558

representing a Fresnel volume.  Our model space sensitivity definition may also be considered a 559

compromise between linear 3-D ray paths and finite frequency sensitivity [Dahlen et al. 2000]; 560

albeit our approach is a less comprehensive/formal description of seismic sensitivity. 561

Three-dimensional ray paths were computed for each of the data on the basis of the562

hybrid 3-D velocity model (RSTT+GyPSuM).  The individual RSTT and GyPSuM models are 563
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based on regional and teleseismic travel times, respectively.  However, the hybrid model fails to 564

predict Pn and P arrivals better than the 1-D AK135 model (Figure 10).  Based on the overall 565

residual travel time statistics, travel time predictions using on the hybrid velocity model (with 3-566

D ray paths) are actually less consistent with the data than AK135 (with 1-D ray paths).  There 567

are a number of potential causes for this degradation including the different crustal models used 568

for each (RSTT and GyPSuM), and the different forward theories used in their development.  569

Particularly, the GyPSuM model assumes Crust 5.1 [Mooney et al. 1998] and the forward model 570

was based on 1-D ray paths.  RSTT, on the other hand, assumes the same crustal structure that is571

built into the hybrid RSTT+GyPSuM model (see the previous section and Myers et al. [2010a]).  572

The forward model design used for RSTT is based on ray paths constructed with local crustal 573

legs and analytical approximations of mantle paths based on the average mantle velocity gradient 574

along an event-station transect [Zhao 1993; Zhao and Xie 1993].  Therefore, one should not 575

anticipate drastically improved travel time predictions on the basis of 3-D ray tracing through the 576

hybrid velocity model.  577

The degradation of travel time predictions on the basis of the hybrid velocity model 578

(relative to AK135) is a direct indication of the lack of self-consistency of the combined models579

when using a singular travel time calculation approach (3-D ray tracing in this case).  The issue 580

of self-consistency of patchwork regional/teleseismic models may be partially addressed through 581

empirical baseline travel time adjustments [e.g. Yang et al. 2004] or more sophisticated empirical 582

travel time or velocity model corrections.  However, to achieve the highest level of self-583

consistency, a singular and seamless tomographic model of the crust and mantle must be created584

through simultaneous inversion of regional and teleseismic data with the same forward theory for 585

predicting all of the seismic travel time data.586
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587

5.4. Tomographic Inversion Procedures and Data Predictions588

Sensitivities to each of the model nodes defined in the starting solution 589

(RSTT+GyPSuM) were determined based on the calculated 3-D ray paths and model space 590

sensitivity definitions described in previous sections.  Also described in a previous section, the 591

starting model is a hybrid combination of multiple P-wave velocity models represented by 55 592

nodesets (layers) and ~1.6 million model nodes.  For the inverse problem, we chose to combine 593

certain layers to limit the number of free parameters and account for limited resolvability in 594

particular depth zones.  Layers were combined by simply summing sensitivities across multiple 595

layers, thus collapsing the matrix of sensitivity kernels.  Specifically, sensitivities to all nodes596

representing the crust (as defined in the full hybrid model) were summed along the geocentric 597

vertices to define a single set of sensitivity kernels associated with the crust.  Therefore, 598

tomographic inversion yields slowness perturbations for the entire crustal stack at each lateral 599

position instead of within each individual crustal layer.  The upper mantle sensitivities were 600

condensed in a similar manner creating 9 total inversion layers in the crust and upper mantle with 601

an average effective depth spacing of ~80 km.  The lower mantle sensitivity kernels were only 602

slightly condensed providing an average depth spacing of just over 100 km.  In total, the number 603

of nodes sensitivities were reduced from ~1.6 million (55 layers) in the forward model to604

~600,000 (31 layers) free parameters to be determined in the tomographic inversion process.605

In order to set up the inversion using the PMTI approach, sensitivity kernels were 606

developed for each tessellation level up to the defining levels in the starting model (Level 7, ~1° 607

spacing, in the crust and upper mantle; Level 6, ~2° spacing, in the lower mantle).  The travel 608

time residuals were defined as the Bayesloc posteriori travel times minus the predicted travel 609
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times based on 3-D ray paths through the hybrid starting model, RSTT+GyPSuM.  One of the 610

major assets afforded by the Bayesloc procedure is knowledge of the statistics of the full data set 611

and meaningful error estimates for each data point.  Thus, the data were weighted according to 612

these error estimates.  See Myers et al. [2009] and the companion paper in this issue Myers et al.613

[2010b] for more details.614

Global-scale velocity model updates were determined by carrying out the PMTI 615

procedure where successive inversions were performed using the LSQR algorithm [Paige and 616

Saunders 1984].  We initiated the progression by solving for model updates at nodes defined by 617

tessellation Level 4 vertices (~8° lateral node spacing) followed by Levels 5,6 and 7 (4°, 2° and 618

1° node spacing, respectively).  We chose not to begin the progressive inversion below Level 4 619

to limit structural leakage across drastically different tectonic environments.  In addition, we 620

chose not to adjust the depth resolution during the progression.  A global damping operator was 621

employed as regularization and the damping weight was chosen based on the trade-off of model 622

norm and data misfit (L-curve analysis).  623

Owing to the substantial non-linearity of ray paths and velocity structure for regional 624

phases, Pn ray paths and sensitivity kernels were re-computed after one complete PMTI cycle 625

and the inversion procedure was performed again.  After the 2nd inversion cycle, Pn ray paths 626

were computed once again to test for convergence.  It was concluded that most minimum-time 627

ray paths did not change appreciably; and paths that noticeably changed, did not generate 628

substantially different travel time predictions relative to the previous stage.  It is our conclusion 629

that the sensitivity definitions, which include multi-pathing and broadened kernels, mitigate the630

non-linear path-velocity interdependence issues to a large degree.  However, we are cautious 631

about generalizing this observation to every scenario and region.632
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Ray paths for upper mantle triplicated phases (~15-22°) are also expected to be strongly 633

dependent upon lateral velocity variations.  Before re-computing these ray paths with an updated 634

velocity model, we chose to first consider prior information regarding the topographic variations 635

of the upper mantle transition zone discontinuities.  Numerous studies have independently 636

concluded that significant topographic variations of the transition zone discontinuities exist [e.g. 637

Shearer and Masters 1992; Flanagan and Shearer 1998; Gurrola and Minster 1998; Chevrot et 638

al. 1999; Lawrence and Shearer 2008; Deuss 2009].  Namely, the ‘410’ km and ‘660’ km 639

discontinuities actually vary in depth by ±30 km or more over relatively short length scales 640

[Lawrence and Shearer 2008].  These discontinuity topography fluctuations may lead to 641

incorrect 3-D ray path geometries, incorrect model sensitivity estimates, and therefore inaccurate 642

velocity structure after tomographic inversion is performed. With this issue in mind, we adjusted 643

the depths of the ‘410’ and ‘660’ according to the transition zone discontinuity topographies 644

determined in the global high-resolution SS precursor study of Lawrence and Shearer [2008].  645

Subsequently, we re-computed all P and Pn ray paths (all distance ranges) and performed a final 646

tomographic inversion using the PMTI approach.647

The final P-wave model, LLNL-G3Dv1, predicts the Bayesloc posteriori data to within 648

0.50 seconds standard deviation (Figure 10).  This equates to ~75% variance reduction relative to 649

Bayesloc posteriori travel times predicted with AK135 (1.01 second standard deviation).  The 650

initial bulletin data (without Bayesloc statistical operations) are predicted to within 3.45 seconds 651

standard deviation on the basis of the 1-D AK135 Earth model.  The combination of Bayesloc652

processing and the LLNL-G3Dv1 velocity model yields data fits on the order of 98% variance 653

reduction relative to the initial data and AK135 (see Figure 10).  Thus, the travel times for the 654

~800,000 P and ~42,000 Pn arrivals are predicted to extremely high degrees given the statistical 655
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corrections provided by Bayesloc and the 3-D velocity heterogeneities in the new global-scale 656

tomographic model.  The misfit to data at upper mantle triplication distances (~15-22°) is 657

relatively high compared to other distance ranges.  This result is likely a product of the 658

difficulties in measuring these arrivals and correctly identifying the arrivals that correspond to 659

the theoretical minimum time ray path.  Regardless of the issues with triplicated arrivals, the 660

level of data fit is dramatically improved as a result of Bayesloc processing and tomographic 661

inversion.662

663

5.5. Model Observations and Interpretations664

Large-scale features in the new global P-wave velocity model, LLNL-G3Dv1, are665

illustrated in Figures 12-14.  The large-scale heterogeneities, generally observed in past global 666

tomographic investigations, are also seen in our current model.  Particularly, in the shallow upper 667

mantle, cratonic roots are found to be fast and spreading centers (such as mid-ocean ridges and 668

rifts) are seismically slow.  We also detect broad high-velocity features within the transition 669

zone, along the western Pacific convergent margins, that are likely subducted slabs deflected 670

horizontally along the upper-lower mantle boundary.  In the mid-mantle, fast linear anomalies 671

beneath North America and Asia are widely recognized to be associated to the ancient subducted 672

Farallon and Tethyan slabs [e.g. Grand et al. 1997; van der Hilst et al. 1997].  In the deep 673

mantle, P-wave heterogeneities are dominated by large-scale low-velocity zones associated with 674

the African/Pacific superplume structures and high-velocity zones that might represent subducted 675

slabs that have penetrated into the lower mantle (Figures 13-14).  676

Most of the major features imaged in the current model are also present in the starting 677

model (GyPSuM) [Simmons et al. 2010] as well as our previous global studies [Simmons et al.678
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2006, 2007 and 2009].  A significant additional feature emerging in the new model (not clearly 679

seen in GyPSuM) is the apparent subducted slab in the lower mantle beneath the Sea of Japan 680

extending westward beneath the Korean Peninsula and eastern China (Figure 14).  The horizontal 681

fast-velocity structures along the base of the upper mantle in this region suggest hindered 682

downward flow of material into the lower mantle.  However, the fast anomalies well below the 683

upper mantle suggest that slabs associated with subduction along the northwestern Pacific Ocean 684

occasionally penetrate deep into the mantle as evidenced by numerous tomographic models 685

including global P-wave studies [e.g. van der Hilst et al. 1997]. Some of the other major 686

geologic/dynamic features observed in the LLNL-G3Dv1 model are pointed out in Figure 14.  687

See Simmons et al. [2010, in press] for a more comprehensive discussion of the properties of 688

some of the major mantle heterogeneities seen in Figures 12-14.  The remainder of the discussion 689

will be focused on the Middle East upper mantle.690

Although the LLNL-G3Dv1 P-wave velocity model is global in scope, detailed regional-691

scale heterogeneities are imaged within the upper mantle beneath the greater Middle East region.  692

Figure 15 highlights the imaged details in the shallowest mantle (just below the Moho) beneath 693

the Middle East and the evolution of the velocity structure through the PMTI process.  The Level 694

4 model update (inversion at nodes with ~8° spacing) increases the velocity in the surrounding 695

shield regions relative to the RSTT velocity model [Myers et al. 2010a].  Most notably, the 696

Archean/Proterozoic cratonic zones beneath the Baltic shield and East European Platform 697

become exceptionally fast.  The shallow mantle beneath India and the Tibetan Plateau become 698

similarly fast.  In addition, the velocities beneath the eastern portion of the ancient Arabian 699

shield are significantly increased to values comparable to the Pn tomography study in Al-Lazki et 700

al. [2004].  Through the PMTI progression shown in Figure 15, low-velocity zones along the 701
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Arabia-Eurasia and India-Eurasia collision zones become increasingly distinct.  A number of the702

focused low-velocity structures in the shallowest mantle can be quickly associated with zones of 703

recent volcanism in the greater Middle East region.  In addition, the high-velocity structure along 704

eastern Arabia, interpreted as Precambrian cratonic material, becomes increasingly higher 705

velocity and more sharply defined with each step in the PMTI process.706

At a depth of 150 km, the final model differs dramatically from the starting solution in 707

the shallow upper mantle beneath the Middle East region (Figure 16).  A number of high-708

velocity anomalies emerge along the convergent Arabia-Eurasia and India-Eurasia plate 709

boundaries.  A broad high-velocity anomaly is evident beneath much of the eastern part of the 710

Arabian continent, likely indicating the existence of ancient continental lithosphere that has not 711

been severely altered by rifting processes occurring along the Red Sea.  The thick lithosphere712

beneath Arabia is connected to high-velocity material that extends several hundred kilometers 713

beneath Iran at a depth of about 150 km (see cross sections along A-A’ and B-B’ in Figures 16-714

17).  A high-velocity structure is also observed beneath the Makran region of southern Iran and 715

Pakistan; however, the structure does not extend deep into the interior of the Eurasia plate (see 716

the cross section C-C’ in Figures 16-17).  The lateral extent and connectivity of the high-velocity 717

structures are illustrated more completely with a 3-D view of the seismic heterogeneity (Figure 718

18).719

The collision of the Arabia and Eurasia plates began 16-30 Ma and approximately 300-720

500 km of convergence has occurred based on plate reconstructions [Dewey et al. 1989; 721

Robertson 2000; Allen et al. 2004].  In the crust, Arabia-Eurasia plate convergence is 722

accommodated by shortening along the continent-continent collision zone as well as distributed 723

deformation throughout Iran and surrounding regions [e.g. Jackson et al. 1995; Allen et al. 2004; 724
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Paul et al. 2006; Reilinger et al. 2006].  In particular, the continent-continent collision produced 725

the Turkish-Iranian plateau and crustal shortening features such as the Caucasus Mountains 726

(spanning between the Black and Caspian Seas) and the Zagros Mountains that extend from 727

northwestern Iran to the Strait of Hormuz.  At depths well below the crust (>100 km), our 728

tomographic model suggests that the Arabia-Eurasia collision results in extensive underthrusting 729

of Arabian lithosphere beneath Iran (see Figure 17).  Thus accommodation of the deep 730

lithosphere may be achieved by underthrusting in contrast to shortening processes that 731

accommodate the collision in the shallow lithosphere.  Note that the extent of underthrusting 732

beneath Eurasia (based on the cross sections in Figure 17) is on the same order of the proposed 733

maximum plate convergence of 500 km since the initial collision [Dewey et al. 1989; Allen et al.734

2004].735

The continent-continent collision along the western Arabia-Eurasia boundary transitions 736

to an oceanic-continental subduction zone along the southern plate boundary beneath the Makran 737

region of Iran and Pakistan [Byrne et al. 1992; Regard et al. 2004].  The transition from collision 738

to subduction is manifested at the surface by the termination of the Zagros Mountains near the 739

Strait of Hormuz and the existence of a trench along the Makran subduction zone.  More 740

robustly, the transition is marked by seismicity patterns [Byrne et al 1992; Engdahl et al. 2006] 741

and complex crustal deformation patterns deduced by GPS studies [e.g. Vernant et al. 2004; 742

Reilinger et al. 2006].  The transition from collision/underthrusting to subduction is also 743

suggested by the modeled upper mantle structures which have two distinct structural orientations744

(Figures 16, 18).  In particular, the fast anomaly beneath Arabia extends to the northeast, 745

generally in line with the plate convergence direction (along the B-B’ transect in Figure 16).  746
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However, the fast anomaly ~150 km beneath southern Iran and Pakistan has a more east-west 747

orientation, similar to the orientation of the Makran subduction zone trench (Figure 18).    748

749

6. Conclusions750

In this paper we construct a global-scale P-wave tomography model with built-in detailed 751

crustal components including explicit representation of undulating and discontinuous boundaries 752

modified from previous works [Bassin et al. 2000; Pasyanos et al. 2004; Steck et al. 2004].  In 753

addition, the topography of the transition zone discontinuities is explicitly characterized based on 754

the work of Lawrence and Shearer [2008].  Moreover, layers are defined in space to conform to 755

the WGS84 ellipsoid and the expected hydrostatic shape of the mantle and core [Nakiboglu756

1982; Alessandrini 1989].  This more realistic representation of the crust and mantle allows for 757

accurate prediction of regional and teleseismic travel times via 3-D ray tracing without 758

substantial travel time corrections.  The model architecture, based on spherical tessellations, is 759

designed for rapid communication with the model via a hierarchical version of the triangle 760

searching method [Lawson 1984].  We further take advantage of the hierarchical nature of the 761

tessellation-based design by development of a tomographic imaging procedure we call 762

Progressive Multi-level Tessellation Inversion (PMTI).  Similar to wavelet and multi-grid 763

approaches [e.g. Chiao and Kuo 2001; Zhou 1996], the PMTI method captures long-wavelength 764

structures where data are sparse while details emerge only where the data necessitate.  PMTI is a 765

relatively simple, but effective method for imaging seismic structure at multiple length-scales 766

without the subjectivity of dynamic mesh refinement and/or optimization of complex 767

regularization operators.768
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We show that the global version of the Bayesloc multi-event locator [Myers et al. 2007, 769

2009] produces extremely consistent travel time data that are ideal for seismic tomography [see 770

the Myers et al. companion paper in this issue].  A tremendous amount of travel time signal that 771

might be interpreted as 3-D structure is shown to be primarily due to errors in event location, 772

phase identification, and travel time measurements.  All such errors are statistically modeled by 773

the Bayesloc algorithm, providing an extremely valuable method for data culling and weighting 774

for a tomographic inversion.775

Our initial monitoring model, named LLNL-G3Dv1, is a global-scale tomographic model 776

of P-wave velocity that predicts >800,000 P and >42,000 Pn travel times (mostly from Middle 777

East events) to within 0.50 seconds standard deviation.  The model is built with the tools and 778

processes described in this paper including: Bayesloc data processing, 3-D ray tracing with 779

multi-pathing, and PMTI imaging.  The current model consists of large-scale mantle structures780

such as spreading centers, cratons, superplumes and lower mantle slabs (generally observed in all781

modern global tomography models).  In addition, the image depicts remarkably detailed 782

structures in the upper mantle below the Middle East, owing to the dense data coverage in the 783

region and data consistency yielded by the Bayesloc processing.  As a result, our model provides 784

a new and important perspective of the upper mantle structures associated with convergence of 785

the Arabia and India plates with Eurasia.  In particular, we image the underthrusted continental 786

Arabian lithosphere beneath Iran along the western Arabia-Eurasia plate boundary.  In addition, 787

the transition from continent-continent collision to subduction beneath the Makran region along 788

the southern Arabia-Eurasia boundary is evidenced by the imaged structures in the LLNL-G3Dv1789

model.  The next phase in this modeling effort will be to perform the same procedures developed 790

and demonstrated in the current study with a massive set of teleseismic P travel time data that are 791
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more globally distributed than the data considered herein.  In conjunction, Pn travel time data 792

from multiple regions will be considered simultaneously for the purpose of self-consistent travel 793

time prediction at both regional and teleseismic distances. 794
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Figure Captions1021

Figure 1. Spherical tessellation grids and parent-daughter triangle relationships.  The initial 1022

object (a regular icosahedron; Level 1) consists of 20 triangular faces and 12 distinct vertices.  1023

The triangular faces (parents) are recursively subdivided into smaller triangles (daughters) and 1024

the vertices are normalized to the unit sphere.  Each recursion represents a level in the 1025

tessellation hierarchy and parent-daughter triangle relationships are indexed for efficient 1026

communication.  Triangular regions are shaded simply for visual orientation of the parent-1027

daughter regions and sub-regions.1028

1029

Figure 2. Model referencing and node architecture.  (a-b) A hierarchical triangle searching 1030

algorithm is used to establish the vertices that surround a unit vector in the direction of the point-1031

of-interest, p̂ .  Barycentric coordinates are inherently determined at each step in the hierarchical 1032

search providing lateral interpolation weights at all tessellation levels (see text). (c) Model nodes 1033

are placed at arbitrary radii in the direction of the tessellation vertices allowing for representation 1034

of irregular surfaces.  To determine radial interpolation weights, radial profiles are determined 1035

along p̂ by lateral interpolation of radii for surrounding points (R1 interpolated from ca1,r  and R21036

interpolated from ca2,r  ).  The distances of R1 and R2 from the point-of-interest (POI) provide the 1037

simple radial interpolation weights, and any model property can then be determined.  1038

1039

Figure 3. One-dimensional synthetic test case used to demonstrate the PMTI modeling1040

procedure described in the text.  (top) Six equally spaced nodes were placed along a line to 1041

represent the 1st recursion level.  Points were then placed at the midpoints between the 1st level 1042

points to construct the 2nd recursion level set of nodes.  This recursion was repeated once again to 1043
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give a total of 21 node points and a total of 3 tessellation levels.  (middle) Seismic velocities 1044

were assigned to the nodes to imitate the uppermost mantle P-wave velocity structure, 1045

transitioning from a platform/shield environment (with fast, long-wavelength velocity structure) 1046

to a tectonically active environment (with lower overall velocity and shorter wavelength 1047

heterogeneities). (bottom) A single realization of the randomly generated set of paths designed 1048

to create an ill-posed tomographic imaging problem.  For each realization, 100 1-D ray paths 1049

were generated such that at least 95 paths were entirely beyond 600 km in the X-direction.1050

1051

Figure 4. An example comparison of inversion techniques for the 1-D synthetic model design 1052

shown in Figure 3.  Travel times were computed along each of the paths shown in Figure 3 and 1053

30% (RMS) random noise was incorporated to generate a single synthetic data realization.  (left 1054

column) Simple least-squares inversions were performed at each recursion level individually.  In 1055

order to capture the regional velocity trend, the nodes defined by the Level 1 tessellation would 1056

suffice (top left).  However, a finer parameterization is required to capture the details in the 1057

tectonically active part of our synthetic model space (see Figure 3).  (right column) The PMTI 1058

procedure solves for the low-resolution model (defined by the Level 1 nodes, top right) and 1059

continues to the next resolution level by reducing the travel time signals on the basis of the 1060

previous lower-resolution model and velocity anomalies accumulate (see text).  Within the 1061

synthesized platform/shield environment, simple inversion fails to reproduce the known 1062

structure, particularly if the Level 3 nodes are active in the inversion.  However, the PMTI 1063

approach produces a smooth, long-wavelength trend in the poorly sampled platform region while 1064

also reproducing the shorter wavelength features within the tectonically-active environment. 1065

Note that simple damping was used to regulate the systems and damping weights were1066
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independently optimized for each inversion style to produce models with the lowest level of 1067

RMS misfit to the known solution.1068

1069

Figure 5.  Comprehensive comparison of simple and PMTI modeling approaches for the 1-D 1070

synthetic test case shown in Figures 3-4.  For a chosen damping weight and noise level, we 1071

randomly generated 100 1-D ray paths (similar to the example in Figure 3) 100 times and added 1072

random noise.  For each realization of paths and noise, we performed both inversion procedures 1073

and computed the RMS misfit to the known solution.  This process was repeated for a discrete 1074

set of damping weights and RMS noise levels of 0, 15 and 30%.  The PMTI approach most often 1075

produces solutions closer to the known velocity model regardless of the noise level and chosen 1076

damping weight.  The optimal range of damping weights tends to be larger for the PMTI 1077

procedure owing to the intrinsic regularization.1078

1079

Figure 6. Synthetic tomography scenario imitating a combination of regional and teleseismic 1080

phases and complex shallow upper mantle velocity structure parameterized by a triangular 1081

tessellation with 5 hierarchical levels. (left) Synthesized velocity structure with a regional trend 1082

(from left to right) and embedded, small-scale velocity heterogeneities. (center) Map view of 1083

synthetic ray path coverage consisting of several clusters of sub-horizontal regional phase ray 1084

paths and 3 clusters of near-vertical teleseismic ray paths (highlighted with green circles). (right)1085

3-D view of the synthesized ray path coverage.    1086

1087
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Figure 7.  Representative tomography solutions for the synthetic tomography scenario shown in 1088

Figure 6.  Synthetic travel time data were derived from the ray paths shown in Figure 6 and 20% 1089

RMS noise was incorporated.  For the simple least squares inversion, we incorporated damping 1090

and smoothing operators independently and optimized the regularization weights to produce the 1091

best possible model (based on RMS model misfit).  (left column) Synthetic model and 3 possible 1092

solutions using different approaches and regularization.  With damping alone (‘SIMPLE 1093

damping’), detailed structures emerge where there are sufficient crossing paths.  Isolated velocity 1094

structures are generated where there are gaps in ray path coverage.  Thus, blobs and streaks are 1095

created and the regional velocity trend is not recovered.  Simple inversion with a first-order 1096

smoothing operator (‘SIMPLE smoothing’) recovers the long-wavelength regional trend, but 1097

fails to recover fine details where information is sufficient.  Using the PMTI approach (‘PMTI 1098

Level 5’), the regional trend is recovered and details emerge where there is sufficient ray path 1099

coverage (in the northern portion of the model domain).  (right column) The accumulation of 1100

velocity structure through the PMTI process.  The Level 1 inversion (top) recovers the long-1101

wavelength regional velocity trend.  Note that the solution changes only slightly through the first 1102

3 progressions (Levels 1-3).  These slight changes demonstrate the potential pitfalls of dynamic 1103

mesh refinement that would likely cease to insert new model nodes, thereby never recovering the 1104

fine (yet resolvable) details.1105

1106

Figure 8. Seismic events and stations used in this study and processed with the Bayesloc1107

algorithm [Myers et al. 2010, this issue] (top) We consider 5,401 seismic events including all 1108

Middle East events with arrival times recorded in the LLNL database and the best-recorded 1109

events within 5° bins globally from the EHB catalog 1110
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(ftp://ciei.colorado.edu/pub/user/engdahl/EHB). Approximately 4,400 of the seismic events are 1111

within the black box drawn on the map.  (bottom) Approximately 4,500 globally distributed 1112

seismic stations were used in this study including ~1,100 stations within the black outlined area.1113

1114

Figure 9. Data coverage in the greater Middle East region. (top) Pn ray path coverage, seismic 1115

stations (blue triangles) and seismic events (red circles).  (middle) Pn hit count map at 150 km 1116

depth below the spheroid plotted in log scale.  For this study, Pn phases were only considered in 1117

the region shown.  (bottom) Teleseismic P phase hit count at 150 km depth below the spheroid1118

in the greater Middle East region.  P phase coverage is global in extent, but the plot is limited to 1119

the region shown to demonstrate the excellent sampling in the Middle East region.1120

1121

Figure 10. Travel time residuals for the compiled P and Pn data set.  Residual travel times are 1122

plotted as a function of great circle distance in terms of point density on a normalized log scale. 1123

(top left) Travel time residuals for the initial EHB bulletin and LLNL data set with respect to 1124

(w.r.t.) the AK135 1-D velocity model.  (top right) Travel time residuals w.r.t AK135 after 1125

Bayesloc processing that includes hypocenter relocation, phase label re-assignments, outlier 1126

removal, and statistically based travel time corrections.  See Myers et al. [2010] in this issue for 1127

more detail.  (bottom left) Residuals based on Bayesloc processed data relative to the hybrid 1128

regional-teleseismic velocity model described in the text (RSTT+GyPSuM).  The hybrid global 1129

3-D velocity model offers no improvement in the prediction of the data set relative to the 1-D 1130

AK135 velocity model.  (bottom right)  Travel time residuals w.r.t. to the global 3-D P wave 1131

model constructed in this study (LLNL-G3Dv1).  1132
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Figure 11. Three-dimensional ray tracing procedure adapted from Zhao et al. [1992] and seismic 1133

sensitivity definitions.  (top) Several trial ray paths are tested to seek out the global minimum 1134

travel time.  We perform a limited number of pseudo-bending [Um and Thurber 1987] and 1135

piercing point adjustment iterations on a set of simple starting paths (black dashed lines).  Ray 1136

paths that provide travel times within some time tolerance (black solid lines) are further refined 1137

through bending and piercing point adjustments until only slight improvement (reduction) in 1138

travel times is observed (green dashed and solid lines).  The minimum time path can then be 1139

selected from the set (green solid line).  (bottom) Example 3-D ray paths calculated through the 1140

global velocity model constructed in this study.  All computed ray paths that produce travel times 1141

within a given time tolerance of the minimum time path were used in the development of 1142

sensitivity kernels.  Sensitivity is spread across broad depth zones and/or multiple model units to 1143

mitigate the problem of interdependence of paths and velocity structure as well as multi-pathing.       1144

1145

Figure 12. Maps of upper mantle velocity structure from the LLNL-G3Dv1 global P-wave 1146

velocity model constructed in this study.  The black box indicates the region with detailed 1147

structures shown in Figure 15-16.1148

1149

Figure 13. Maps of lower mantle velocity structure from the LLNL-G3Dv1 global P-wave 1150

velocity model constructed in this study.  A number of the major features are pointed out in 1151

Figure 14.1152

1153
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Figure 14. Selected 360° cross sections through the LLNL-G3Dv1 velocity model.  Most of the 1154

major features highlighted are also observed in the hybrid starting model based on the joint 1155

seismic-geodynamic image called GyPSuM [Simmons et al. 2010, submitted].  However, a 1156

number of additional features are observed in the LLNL-G3Dv1 model including apparent deep 1157

slabs originating from the Japan subduction zone and detailed upper mantle structures beneath 1158

the Middle East region (see Figures 15-18). 1159

1160

Figure 15.  Close-up view of the mantle P-wave velocity at the Moho (shallowest mantle) from 1161

the LLNL-G3Dv1 model.  The evolution of the velocity structure within the Progressive Multi-1162

level Tessellation Inversion (PMTI) process is shown.  The starting velocity model, RSTT 1163

[Myers et al. 2010a], is updated by solving for slowness perturbations on a coarse grid (Level 41164

tessellation, ~8° node spacing).  The model is subsequently updated on progressively finer grids 1165

defined by the Level 5 tessellation (~4° spacing), Level 6 tessellation (~2° spacing), and Level 71166

tessellation (~1° spacing) to construct the final model.  The arrow shows the Arabian plate 1167

motion relative to Eurasia from NUVEL-1A [DeMets et al. 1994].  Plate boundaries are courtesy 1168

of the PLATES Project at the Institute for Geophysics at the University of Texas at Austin.  1169

1170
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Figure 16.  Close-up view of the P-wave velocity at 150 km depth from the LLNL-G3Dv11171

model.  The final model differs dramatically from the starting solution in the shallow upper 1172

mantle beneath the Middle East region.  Most notably, several high-velocity structures emerge 1173

beneath the region and correlate well with the location of deep earthquakes used in this study.  1174

These high-velocity features are likely depicting underthrusted/subducted Arabian and Indian 1175

lithosphere beneath the Eurasia plate.  Cross sections along the A-A’, B-B’ and C-C’ transects 1176

are shown in Figure 17.1177

1178

Figure 17.  Cross sections along the A-A’, B-B’ and C-C’ transects shown in Figure 16.  1179

Velocity perturbations are relative to the global mean velocity anomalies in LLNL-G3Dv1 at 1180

each depth.  High-velocity structures extending from Arabia to beneath Eurasia represent 1181

underthrusted continental lithosphere along the western plate boundary and subducted oceanic 1182

lithosphere beneath the Makran region along the southern plate boundary.1183

1184

Figure 18. Three-dimensional perspective of the velocity structures beneath the Middle East 1185

region.  (top) Map view of contoured fast and slow blobs in the upper mantle.  The contours are 1186

+1.8%, +1.3%, and -1.0% velocity perturbations relative to the global mean velocity anomalies 1187

in LLNL-G3Dv1.  (bottom) Same as the top panel, but with the low-velocity zones removed to 1188

reveal the full lateral extent of the high-velocity structures and the connectivity of the ancient 1189

Arabian shield material to fast structures beneath Iran.  The Strait of Hormuz marks the transition 1190

from continent-continent collision (creating the Zagros Mountains) and oceanic-continental 1191

subduction beneath the Makran region of Iran and Pakistan.1192
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