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Abstract 

In 2009 the National Ignition Campaign (NIC) gas filled/capsule imploding hohlraum 

energetics campaign showed good laser-hohlraum coupling, reasonably high drive, and 

implosion symmetry control via cross beam transfer. There were, however, discrepancies 

with expectations from the standard simulation model including: the level and spectrum 

of the Stimulated Raman light; the tendency towards pancake-shaped implosions; and 

drive that exceeded predictions early in the campaign, and lagged those predictions late in 

the campaign. We review here the origins / development path of the “high flux model” 

(HFM). The HFM contains two principal changes from the standard model: 1) It uses a 

detailed configuration accounting (DCA) atomic physics non-local-thermodynamic-
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equilibrium (NLTE) model, and 2) It uses a generous electron thermal flux limiter, 

f=0.15, that is consistent with a non-local electron transport model. Both elements make 

important contributions to the HFM’s prediction of a hohlraum plasma that is cooler than 

that predicted by the standard, NLTE average atom, f=0.05 model. This cooler plasma is 

key in eliminating most of the discrepancies between the NIC data and revised 

expectations now based on this new simulation model. The HFM had previously been 

successfully deployed in correctly modeling Omega Laser illuminated gold sphere x-ray 

emission data, and NIC empty hohlraum drive. However, when the HFM was first 

applied to this energetics campaign, the model lacked some credibility / acceptance 

because, compared to the standard model, it actually worsened the discrepancy between 

the observed hohlraum drive (for the 1 MJ class experiments performed late in the 

campaign) and the revised expectation of higher drive based on the HFM. Essentially, the 

HFM was making a prediction that the laser-hohlraum coupling was less than that 

assumed at that time. Its credibility was then boosted when a re-evaluation of the losses 

matched its prediction.  
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Introduction 

In late 2009, the National Ignition Campaign (NIC) team conducted the first 

experimental campaign of capsule implosions in ignition-scale gas-filled hohlraums using 

over 1 MJ of laser light at the National Ignition Facility (NIF). The goal of the campaign 

was to understand the energy balance in such a capsule/hohlraum/laser-pointing 

configuration. In general this campaign showed very good laser-hohlraum coupling [1], 

reasonably high drive [2], and good implosion symmetry control via the technique of 

cross beam transfer [3], to be discussed in further detail below. To date, based on 

extensive data analysis, all of these very positive conclusions remain essentially 

unchanged. 

However, there were discrepancies between several types of data and the 

expectations based on (even post-shot) simulations using the standard simulation 

modeling methodology.  In this paper we will describe the process whereby a new 

modeling methodology was introduced, called the “High Flux Model” (HFM). We will 

describe what it is, its historical antecedents, and its successes prior to this important 

campaign. We will explain why it predicts hohlraum plasma conditions different from the 

standard model, mainly a cooler electron temperature, and how this can explain most of 

the here-to-fore discrepant data. We will also stress that at the time of its application to 

this data set, it actually made one discrepancy between model and data even worse, and 

how resolving that issue demonstrated that the HFM was not only a “post-dictive” 

success, but also actually a correct predictor of important phenomenon. 

In what follows, in Section 1 we will briefly review the data. Section 2 will list 

the discrepancies between data and the expectations based on the standard model. In 
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Section 3 we will describe the HFM. Section 4 will review the history of its development. 

In Section 5 we will summarize its application and successes in explaining the NIC 2009 

data. So as not to interfere with the main flow of this narrative, we defer, to Appendix A, 

a discussion of the rather involved issues of electron conduction flux limiters and of non- 

local heat transport models. 

 

Sec 1. The NIC Energetics Campaign of 2009 

The NIC 2009 energetics campaign progressed from sub MJ laser energies 

incident into smaller hohlraums, and culminated, on Dec. 4, 2009 when the NIF 

illuminated a full ignition scale cylindrical gold hohlraum, of length 1.0 cm and a 

diameter of 0.544 cm with over 1 MJ of laser light. At the hohlraum center was a 2 mm 

diameter capsule. The capsule was composed of a 180 µm thick Ge-doped plastic shell 

filled with a (mostly He) gas that contained some deuterium to produce neutron signals.  

This capsule served as a surrogate to an ignition capsule that would have a frozen shell of 

equi-molar Deuterium / Tritium (DT) just inside the plastic shell. The hohlraum itself was 

filled with He gas in order to help hold back the expansion, into the interior of the 

hohlraum, of the portion of the gold walls heated to high (several keV) temperatures by 

the incident beams  

The pulse shape was a typical ignition “shaped pulse” [4], namely a series of 3 

pickets (that produce 3 shocks) followed by a main pulse between 16 and 19 ns which 

provides most of the drive. The NIF laser has 1/3 of its beams entering the vertical 

hohlraum (equally split to enter the top and bottom laser entrance holes (LEHs)) at 50o 

with respect to the hohlraum’s vertical rotational axis. Another 1/3 enter at 44.5o.  These 
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two sets of beams, comprising 2/3 of the NIF power and energy are called “outer beams” 

because they intersect the walls of the hohlraum at an axial position roughly midway 

between the hohlraum waist and the LEH end-caps. The remaining 1/3 of the NIF beams 

are split equally between 30o and 23.5o beams that are called “inner beams” because they 

intersect the hohlraum wall at an axial position very near its waist, directly above the 

capsule situated at the hohlraum center.  The NIF beams come in a cluster of 4 unit called 

a “quad”, with 32 outer quads and 16 inner quads. 

The NIF was designed with the flexibility to change the “colors” of the laser 

beams in anticipation of the possibility that these color differences (“Δλ “) could help 

control the transfer of energy between beams. When the beams overlap near the LEH, the 

local velocity field can provide a resonance which can facilitate Brillouin side scattering 

processes that transfer the energy from one beam to another [5].  

This 2009 NIC gas-filled /capsule-imploding hohlraum energetics campaign 

showed good laser-hohlraum coupling [1]. Nearly 90% of the incident laser was absorbed 

by the hohlraum. That 90% level is high enough to mitigate stress on the laser system and 

help it to routinely provide sufficient incident power needed for ignition. The ~10% loss 

is due to scattered light produced by laser plasma instabilities (LPI). These include the 

Brillouin process in which the incident laser light stimulates ion waves, which then act as 

a grating/mirror to scatter that incident light (“SBS”). In a similar way the Raman process 

stimulates electron plasma waves that scatter the light (“SRS”). The scattered light’s 

power level and spectrum vs. time was measured on one 50o outer beam quad and on one 

30o inner beam quad. In general the loss was due to SRS on the inner beams.  
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In addition, the SRS induced plasma waves eventually “break” and can accelerate 

electrons to high energy. These “hot-electrons” can pre-heat the capsule, making ignition 

more difficult. The hot electron temperature (“Thot-e”) and level (“fhot-e”) of hot electrons 

produced are inferred by the hard x-ray bremsstrahlung created as the hot electrons stop 

in the gold wall of the hohlraum.  

The campaign also showed reasonably high drive [2] of nearly 300 eV. This is 

measured by a multi-broad-band-channel x-ray detector (with a coverage of 0.1-several 

keV photons) looking into the hohlraum through the LEH at an angle of 37.5o.  The 

“brightness temperature” is determined by the observed x-ray power (integrated over the 

entire spectrum of emission), assuming (for the sake of definiteness) its emission area is 

the original LEH area. Of course the LEH is heated and closes in time. We post-process 

our simulations (that include that effect) and mimic the detector. Thus, we actually 

compare the radiant intensity (W/Sr) emitted from the hohlraum at the given viewing 

angle. The peak in time of this signal comes at 19 ns, at the end of the main drive pulse. 

Since the spectrum is close to a sub-keV Planckian in shape, the color temperature and 

brightness temperatures are quite similar. There is also a harder component, 1-3 keV, 

which is the “M-band” from the laser-heated gold that is also monitored. It too can 

preheat the fusion capsule, and the Ge doping of the plastic ablator shell is adjusted to 

mitigate this issue. The 300 eV level of radiation drive temperature is that required to 

implode the ignition capsule to sufficiently high velocity such that, upon stagnation, the 

hot spot temperature will be high enough for ignition [6].  

The capsule implosion symmetry is another important parameter. Hohlraums 

naturally control short wavelength drive asymmetries just due to geometric, “view factor” 
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considerations [6,7]. However long wavelength (“P2” and “P4”) asymmetries are 

controlled by beam placement along the hohlraum walls and the relative power in the 

inner and outer beams. The outer beams make hot-spots on the hohlraum wall whose x-

rays tend to push on the poles of the capsule, aligned with the vertical hohlraum axis. The 

inner beams counteract that push, by creating a hot source near the waist of the capsule, 

since they propagate to the wall at the waist of the hohlraum. The NIC 2009 campaign 

showed that we can control symmetry via cross beam transfer [3]. The implosions 

converged about a factor of 10 and their symmetry was monitored by measuring the 

shape of their ~ 5 keV x-ray emission upon stagnation [1]. The images clearly went from 

severely “pancaked”, implying ineffective inner beam drive, to round as Δλ was 

increased, and power was transferred from outer to inner beams. Another metric of the 

increase of cross beam transfer from outer to inner beams as Δλ was increased, was the 

decrease in x-ray brightness of the spots at the positions where the outer beams hit the 

hohlraum wall. After optimizing, via this Δλ tool, the images were within about 10% of 

round, (from a P2 and P4 perspective) implying of order 1% (time integrated) drive 

symmetry. Actual ignition capsules will converge further, but we have yet to do a full 

campaign that monitors symmetry (and adjusts beam powers) in a time dependent way in 

order to ensure even better time-integrated symmetry. Nonetheless, these initial results 

are encouraging as they show that the Δλ technique acts in a reproducible and 

controllable way to transfer energy between beams to help achieve good symmetry. 

While all of these results are very positive and very promising with regards to 

achieving hohlraum conditions conducive to driving targets to ignition, there were, 

however, a number of unresolved questions that remained. Achieving a fuller 
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understanding of the plasma conditions in the hohlraum and arriving at a more fully self 

consistent picture of the physics at play here, could lead to an even more optimized 

hohlraum. We discuss those discrepancies in detail, in the next section.  

 

Sec 2. Discrepancies between the data and the simulation model’s expectations 

Our expectations from any given shot during the campaign are formed by the 

following procedure. We use the radiation-hydrodynamic two-dimensional simulation 

code LASNEX [8]. We input the measured laser power but subtract from it the estimated 

SRS and SBS losses. The estimate takes the measured value of SBS and SRS detected on 

a single 50o outer beam quad, assumes this loss happens for all of the outer beam quads 

equally, and thus multiplies that observed value by 32. Similarly the losses measured on 

the single 30o inner beam quad are multiplied by 16.  

One of the key ingredients of the simulation model is the choice of non-local-

thermodynamic-equilibrium (NLTE) atomic physics model. Our standard model uses the 

XSN package [9]. It has done so for several decades based on analysis of gold disk 

emission data [10]. A second key ingredient is the choice of electron thermal flux limiter, 

which we will discuss in detail below. It was chosen to be f = 0.05, again based on that 

same Au disk data analysis [10]. In general, hohlraum data prior to NIF have been 

matched rather well by using this standard model [11].  

For each experiment there was a conscious choice of the Δλ between inner and 

outer beams. The procedure by which we predict how much transfer of power occurs 

from outer to inner beams is described in detail elsewhere [12]. With all of these 
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ingredients, the simulation is performed and then post processed to mimic the diagnostics 

that report the data from the shot. 

There were, in fact, a number of unresolved questions that arose when comparing the 

data from this campaign to our expectations based on the methodology described above:  

• Why was the level of the Stimulated Raman Scatter (SRS) light, detected as it 

leaves the hohlraum, higher than expected?  

• Why was its spectrum below 580 nm, when 650 nm was expected?  

• Despite the incontrovertible fact that transfer of power took place from the outer 

to the inner beams as Δλ was increased, and, that SRS was coming from the inner 

beams, why did the SRS level not go up with Δλ?  

• Why did the hot electron fraction, fhot-e, inferred from the hard x-rays, not track 

the SRS levels?  

• Why did Tdrive go down with Δλ?  

• Why was the slope of the hard x-ray spectrum, Thot-e, 30 keV, when, based on the 

(surprising) SRS spectra we would expect 18 keV?   

• Why was the drive of the September ’09 shots more than predictions, and those of 

the Nov. ’09 shots less than predictions? And finally,  

• Why was the implosion, before applying the  "Δλ  technique”, pancaked, when it 

was designed (of course) to be round?  

 

Other questions regarding capsule performance, yield, peak x-ray brightness times, 

hydro-dynamic instabilities, etc. are beyond the scope of this discussion, as they were, 

indeed, beyond the original scope of this energetics campaign. What would prove key in 
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unlocking the mystery of these discrepancies would be a better physics model. That is 

described in the next section. 

 

 

Sec 3. The High Flux Model 

In the Spring of 2010, we deployed a hohlraum simulation model that has several 

improvements over that of the standard model, including a more complete atomic physics 

description. We call it the “high flux model” (HFM), because, when compared to the 

standard model, it produces a higher flux of x-ray emission and of electron heat from a 

given laser heated high-Z (such as Au) plasma.  

The HFM uses a detailed configuration accounting (DCA) NLTE atomic physics 

package [13] with many tens of levels while accounting for tens of iso-electronic 

ionization states. The levels and transitions considered include Δn=0 transitions, and 

dielectronic/auto-ionizing processes. This is in contradistinction to the standard model’s 

use of an XSN, 10 level, average atom NLTE model, which does not allow for Δn=0 

transitions, and which, in its default mode of operation, does not include dielectronic 

processes. (The XSN model does have an optional package that attempts to account for 

the dielectronic/autoionizing processes). We note the irony that the name "detailed 

configuration accounting" is somewhat of a misnomer here: the model used in hohlraum 

simulations is based on super-configurations described by principal quantum numbers 

and is considered to be highly averaged, except when compared to XSN. The reader is 

referred to Ref. [13] for the details of the implementation of this model. This paper will 
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focus on the application of this model to the important, ICF ignition relevant, problem at 

hand, namely the elucidation of the issues raised in the previous section. 

The DCA model has been benchmarked extensively against even more detailed 

codes such as SCRAM [14]. For a given high Z ion, in a plasma at a fixed electron 

density and temperature, the DCA-predicted emissivity is greater than that predicted by 

the standard model. For example, [15], Au at a temperature T of 2 keV and a mass 

density ρ of 0.01 gm/cc has an emissivity of 7.4 TW/cc according to SCRAM, but only 

3.1 TW/cc according to XSN. The DCA opinion is 7.9 TW/cc, quite close to SCRAM. In 

general, for a given hot, high Z plasma, the higher emissivity of DCA will more rapidly 

radiatively cool the plasma faster than the lower emissivity standard XSN model. 

The second key element of the HFM is a more liberal electron heat flux limiter. 

Since this discussion is rather extensive, and can be a major detour from the flow of this 

narrative, we refer the reader to the details in Appendix A. In brief, a hot plasma with a 

steep temperature gradient violates the basic assumption of a local, Fick’s law form of 

heat transport that is in the hydro codes. The basic assumption is that the heat-carrying 

electron’s mean-free-path is short compare to the gradient length. Quite often it is 

decidedly not. To avoid non-physical results, the heat flux is limited to a fraction, f, of the 

free streaming heat flux, nvT, where n is the electron density and v is the thermal 

velocity. The HFM uses a relatively generous electron conduction flux limiter (f=0.15), 

because that choice agrees favorably with the results obtained with a more physically 

motivated non-local transport model. That too is discussed in detail in the Appendix. The 

HFM thus has more conduction cooling when compared to the standard model’s choice 

of a relatively more restrictive f=0.05.  
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The two key changes, DCA, and f=0.15, each contribute directly to radiatively 

and conductively cooling a hot plasma faster than the standard model. Moreover, in some 

sense the sum is greater than the parts. The cooler plasma due to more electron heat 

conduction places the ion in a somewhat cooler state with more electrons in “active” 

atomic levels, and thus they do more radiative cooling. Similarly, the dielectronic 

processes also accomplish that. Together, the DCA and the f=0.15 re-inforce each other, 

and lead to a prediction of a hohlraum plasma that is substantially cooler than the 

standard simulation model. As shown explicitly in the figures in the Appendix the 

difference in T is ~ 4.5 keV for the standard model vs. ~ 2.5 keV in the HFM. This 

difference proved to be a key element in solving the “mysteries” discussed in Section 2. 

Before focusing on that solution, we first, for completeness, review the history of how 

this new model came to be.  

 

 Sec 4. The history and development path of the High Flux Model 

The standard model was developed in the 1970s in an era of limited computer 

resources. [9,10], and was based on analysis of a laser heated gold disk’s emission from a 

small (relative to NIF) spot illuminated by a small amount of energy. While the XSN 

NLTE atomic physics model was ‘state of the art’ then, we were continually “on the 

lookout” for better models. In the mid 1980’s, in the context of laboratory x-ray laser 

research, [15], better models became available, albeit for low-Z to mid-Z elements, and 

mostly deployed in the “post-processing” mode, rather than as an in-line predictor of 

NLTE populations and emission. The importance of dielectronic recombination was 

certainly seen in that milieu. [16]. The DCA model continued to develop, and with more 
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powerful computers, it was eventually ready to be run “in-line” as an important 

component in the prediction of plasma conditions. A good example of this was in the 

Thomson scattering data that determined the T and the ionization stage of a laser heated 

Au disk. The data was matched well by an early version of DCA and was not matched by 

XSN [17]. 

Much effort by the NLTE community over the last decade has resulted in a better 

understanding of the most important aspects of modeling high-Z atomic systems.  In 

particular, a series of workshops [18-22] produced results highlighting the importance of 

doubly-excited states and the critical role played by autoionization / dielectronic 

recombination.  A key piece for inexpensively calculating this important process came 

from Chung et al [23], who showed that the simple formulation developed by Sobel'man 

et al [24] reproduces the results of detailed calculations very well.  The improvements in 

the current version of DCA which pertain to hohlraum plasmas, followed from these 

advances. 

Meanwhile, however, experiments continued to be analyzed via the standard 

model. Suter et al [14] pointed out that a key issue, as lasers and targets progressed 

upward in scale size, is the contribution of the volumetric laser heated Au coronal energy 

(and the emission there-from) to the general hohlraum energy balance. Whereas it was 

~10% on Nova scale, ~ 20% on Omega scale [12], it exceeds 30% on NIF scale. While 

hohlraum energetics are generally dominated by wall loss, [6,7], which scales with 

hohlraum area, as we progress to larger scales the coronal terms can be important: 

Volume / Area ~ scale size. As such it is only of late, in the NIF era, that it was 



UCRL-xxxx-2011  14 
 

absolutely crucial to accurately calculate (and measure) the coronal x-ray emission, and 

thus to truly need a detailed, full physics model such as DCA.  

Quite analogous to the atomic physics issues are the electron transport issues. As 

discussed in the Appendix, there are numerous reasons why an effective flux limiter 

could be the restrictive value of 0.05. Many of those reasons involve finite spot effects, 

and the non-uniform 2 or even 3 dimensional issues of the cooler area and volume that 

surrounds the spot. Hohlraums such as those shot on Nova and Omega had their walls 

illuminated by tight laser spots. NIF’s 192 large spot size beams more uniformly fill the 

hohlraum wall area. The uniformity may be a reason for the less restrictive, “classical” 

flux limiter of 0.15 being operative now.  

In a closely related way, the Appendix also discusses in detail the Au spheres 

illuminated uniformly by the Omega laser at the University of Rochester’s Laboratory for 

Laser Energetics (URLLE). These experiments, and their analysis [25, 26] are, in 

essence, the modern analog of the gold disk experiments of the 1970s [10]. Just as those 

old gold disks set the tone for the standard model, the Au spheres set the tone for the new 

model, namely the HFM. In particular, the spherical illumination uniformity in the Au 

sphere experiment may be the key ingredient in why the absorption and x-ray emission in 

those experiments are best matched with f=0.15. Again, in those experiments, the non-

local electron transport package supports that f=0.15 result (see Fig. A2 of the Appendix).  

 In addition, the DCA model applied to those experiments did a better job than 

XSN in reproducing the spectral shape of the emission. [26]. For example, for a 3 ns 

1014W/cm2 illumination of the Au sphere, the observed spectrum [25] at the time of peak 

emission (just before the end of the 3 ns pulse) had 2 ~ equal height peaks of emission: A 
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~ 150 eV wide clump of emission centered around a photon energy of 350 and a ~ 300 

eV wide clump of emission centered around a photon energy of 750 eV. The XSN 

prediction was a single dominant peak at ~ 750 eV, whereas the DCA model reproduced 

the data with 2 equal height peaks of the correct width and photon energy central 

positions.  

In the lead-up to the NIF experiments, Suter et al [14] predicted that the NIF 

hohlraum’s coronal emission (as calculated by DCA) will be so important (as a drive 

enhancer) that the NIF laser would need ~ 20% less incident laser power to achieve the 

required ignition-level drive, than the laser power needed as predicted by the standard 

model. This was based on some 1-Dimensional (1-D) spherically symmetric simulations. 

At ~ the same time, full 2-Dimensional simulations (2-D) [26] implied the savings would 

only be ~ 5% in the incident laser power requirements. In retrospect both of those 

calculations used only the “DCA half” of the HFM: both used an f=0.05 flux limiter. 

Nonetheless this discrepancy in 1-D vs. 2-D predictions was puzzling at that time.  

Then came NIF. The first experiments were empty hohlraums. The drive emitted 

from those hohlraums exceeded the standard model’s prediction by ~ 25 to 30%! [27, 

28]. In hindsight, had the full HFM (with f=0.15) been deployed in the Suter et al 1-D 

pre-shot calculations, they would have predicted this high drive level almost exactly. The 

higher flux limit of the full HFM allows for greater absorption of the laser in this empty 

hohlraum, and even more coronal emission (as discussed above). Nonetheless, the 

essence of the prescient Suter et al prediction was there. The large coronal emission at 

NIF scale came to the fore, and blew the standard model out of the water.   
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On the basis of these empty hohlraum results, whose analysis now had the added 

realization of the importance of the f=0.15 “other half” of the HFM, the full NIF gas- 

filled, capsule-containing ignition hohlraums were re-calculated. At a fixed laser power 

input, the HFM predicted a 10% higher drive than the standard model. Recall from just 

above, that the DCA-only “half of the HFM” gave a 5% enhancement; thus the f=0.15 

was supplying the other 5%.  And yet, despite the evidence from the Au spheres and the 

NIF empty hohlraums, the HFM was not adopted for the full ignition hohlraums. Why 

was that? In part, in real time, we were not fully confident in the astounding drive results 

from the empty hohlraums. This was the first full NIF experimental campaign. There 

were large corrections to be made due to cable response. Caution was (quite properly) the 

byword. In addition, the ~10% difference in drive predictions for the full ignition 

hohlraum seemed too small to abandon the standard model that had served us so well for 

decades. Also, it was deemed better to be “conservative” in our expectations of drive.  

In addition there was still the unanswered question: Why was the original 1-D 

simulation prediction of 20% savings in NIF laser energy so much higher than the 2-D 

simulation’s prediction of 5%? (Or equivalently now, the full HFM’s 1-D prediction of 

30% vs. the 2-D prediction of 10%?). We believe we can answer that question now, with 

the benefit of hindsight. A full 2-D simulation of an empty hohlraum has the hot laser- 

heated Au corona fill most of the volume in a semi-uniform way. Thus a uniform 1-D 

spherical simulation of that system is not too bad an approximation. Indeed the full 2-D 

simulations of the empty hohlraums do reproduce the 30% enhancement vs. the standard 

model [28]. The very same 2-D methodology applied to a gas-filled capsule-containing 

ignition hohlraum give a 10% enhancement of HFM over the standard model. Upon 
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inspection, the capsule blow-off and the gas-fill conspire to severely limit the laser heated 

Au coronal blow-off to a much smaller volume (than it had in the empty hohlraum). The 

volume is restricted both radially and especially axially: the inner beam absorption and 

the capsule blow-off severely restrict the size of the corona near the hohlraum waist. 

Thus, the 1-D hohlraum simulation with its large, uniform corona, was a rather poor 

approximation to this 2-D geometry with its much smaller corona. Therefore, the 1-D 

simulation with its overly large coronal emission produced an overly optimistic estimate 

of laser power savings for this gas-filled capsule-imploding ignition hohlraum geometry.   

This concludes our narrative of the historical development of the HFM. It sat 

ready, willing and able to be applied to the 2009 NIC ignition hohlraum energetics 

campaign. Due to real time uncertainty in the astounding empty hohlraum data (which, in 

the end turned out to be true) and due to a desire to be conservative (at least with respect 

to drive expectations) the standard model was still the tool of choice going into the 

campaign. As we shall see in the next section, in hindsight, the choice of the standard 

model turned out to not be conservative with respect to LPI and coupling issues. 

 In the next section, the major one of this paper, we will describe how the HFM 

re-emerged to explain the discrepancies described in Section 2 above. As we shall see, 

despite the HFM’s many past successes in correctly modeling high radiative fluxes seen 

in the Omega Laser Au sphere data [25, 26] and in explaining the surprisingly high drive 

seen in NIC empty-hohlraums [27, 28], it met some resistance when applied to the NIC 

2009 campaign. In part, this was because it was initially thought that the HFM was over-

predicting the drive in this 2009 energetics campaign. However, re-evaluating the total 

SRS losses (especially by properly interpreting the hot electron fraction) and by including 
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scattering losses in the later shots due to aging of the disposable debris shields (DDSs), 

brought the HFM drive predictions into agreement as well. Given that this improved 

model has led to an overall understanding of the hohlraum performance, by virtue of its 

consistency with a great variety of observations (described in detail below), the HFM has 

become the preferred hohlraum model for going forward towards ignition. 

 

Sec 5. The HFM applied to the 2009 NIC hohlraum energetics campaign 

Sec 5.1 The Raman Spectrum and Levels 

The first breakthrough in explaining the discrepancies and inconsistencies that 

were delineated in Sec 2, came in a creative attempt to understand the observed SRS 

spectrum. In general, the gain of SRS will increase with both laser intensity I and electron 

density n, and it will decrease with T. The standard model predicted a rather high T  in 

the fill gas that occupies most of the volume of the hohlraum. In particular, consider the 

“mid-point of the road” position, which is at about the midway point of the path of the 

inner laser beam as it moves from outside the hohlraum, through the LEH (the 

“beginning-of-the-road”) and eventually hits the hohlraum waist above the capsule (the 

“end-of-the-road”).  In the standard model the “mid-point of the road” position was 

deemed too hot (it is ~ 4.4 keV at a time near the end of laser peak power at ~19 ns) to 

have much SRS gain there. The plasma is even hotter at the “beginning-of-the-road” near 

the LEH where the beams overlap. Also, at the LEH, the plasma is less dense since the 

plasma flows out of the hohlraum there, so on several counts the SRS was even less 

likely at the LEH. On the other hand, SRS was most likely near the cooler, denser region 

near the hohlraum waist, the “end-of-the-road” position.  
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As time progresses in the pulse, the density throughout the hohlraum rises, as 

does the plasma frequency. As such, the SRS scattered light shifts downward in 

frequency (upward in wavelength) throughout the pulse. The standard model thus 

predicted a spectral shift characteristic of the highest density (the high “end-of-the-road” 

density), and thus a large wavelength shift. That was not what was observed.  

D. Hinkel and E. Williams et al [29] invoked two insights into getting theory to 

agree much better with the spectral data. One was to “fudge” and invoke an artificially 

lower T. This would allow SRS to happen at the “middle of the road” at a lower density. 

The second was to invoke a 3-dimensional effect. The nearest-neighbor inner-beams 

overlap in an azimuthal sense, and thus, are effectively more intense. They progress from 

complete overlap (3x the single beam intensity) at the LEH, to partial overlap (2x the 

single beam intensity at the “mid-point of the road” position) as they propagate, in an 

axial sense about halfway into the hohlraum. By the time they are at the hohlraum waist 

(the “end-of-the-road” position), the beams have all separated azimuthally. The 

combination of lower T and 2x the intensity at the “mid-point of the road” position now 

allows the peak SRS gain to occur there, at a lower density than previously thought, and 

thus to much better match the SRS spectrum vs. time.  

Upon hearing of this result, we suggested [30] the use of the HFM, since it 

naturally gives an appropriately low Te (due to its high radiative and electron flux cooling 

of the corona, as discussed above, in Sections 3 and 4) at that spatial point in the 

hohlraum (and at a density of about 1021 electrons/cc). The HFM gives a T of about 2.6 

keV, without the need for an artificial “fudge” of lowering T. The spectrum was thus 

matched “naturally”. 
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In addition, the HFM’s cooler plasma leads to less Landau Damping and thus 

predicts, [29] higher levels of SRS (meaning, a higher fraction of incident energy back-

reflected by SRS) than the standard model does with its hotter Te. This higher level of 

SRS approximately agrees with observations, especially after SRS was re-evaluated to be 

even higher than initially believed, as will be discussed below. 

 

Sec 5.2 The Capsule Implosion Symmetry 

Upon applying the HFM to the 2009 NIC hohlraum energetics campaign in support 

of the efforts to much better match the SRS spectrum, as described just above in Sec. 5.1, 

we discovered [30] a delightful bonus. We found that it was immediately clear that the 

HFM would match the observed implosion symmetry behavior. Relative to the standard 

model:  

1. The outer beams, with their higher electron conduction, convert laser light to x-rays 

more efficiently. These x-rays shine on the poles of the capsule driving it towards a 

natural “pancaking” shape upon implosion.  

2.  The cooler plasma of the HFM inhibits (via inverse bremsstrahlung absorption) the 

propagation of the inner beams deeper into the hohlraum, thus preventing them from 

reaching the waist of the hohlraum wall surrounding the capsule waist. If they cannot 

reach there, they cannot provide the drive on the waist that they are supposed to 

supply which is needed to counter the outer beams’ drive on the pole. They cannot 

efficiently produce a “sausageing - counter-force” to the outer beams “pancaking -

force”. A balance of forces would produce a round implosion. The standard model 
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with its hotter plasma produces such balance. The HFM with its cooler plasma 

inhibits the “sausaging” force, and results in an imbalance, a net “pancaking”. 

Thus, both effects, the enhanced outer beam drive, and the denial of the inner beams to 

getting to the hohlraum waist, both give a natural “pancaking” to an implosion, as 

observed. It takes cross-beam transfer (via Δλ) to make the capsule implosion round, as 

observed. The detailed modeling of the symmetry vs Δλ, using the HFM, and its very 

successful matching of the data is discussed in detail in Ref [12] of R. Town, M. Rosen, 

et al. 

Since most of the reportage to date involves symmetry vs. Δλ, [1, 3, 12] we 

present here an additional successful result of the HFM in its matching of symmetry data. 

Here we consider the change in implosion symmetry at fixed hohlraum and laser 

conditions, including, at a fixed Δλ. Instead, what is varied is the capsule’s CH ablator 

thickness: from the nominal 180  µm to a thinner 155 µm. The experiment went from 

round (a rather large Δλ was used in both shots) for the nominal case, to 40% P2 sausage 

for the thinner ablator. 

The standard model (used here, incorrectly with no beam transfer (despite the 

high Δλ used in the experiment) in order to get the nominal case round) predicts a less 

than 20% P2 sausage for the thinner ablator. The HFM correctly gets the nominal capsule 

round (using a 65% enhancement of incident inner beam energy due to the transfer of 

energy from the outer beams to the inner beams, as is reasonable for the experimental 

value of Δλ), and more significantly, gets the correct result for the thinner ablator: a 

+40% P2 sausage. 
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The physics of this difference is clear. The standard model’s hot corona did not 

put much of a roadblock in front of the inner beam’s propagation path to the wall at the 

hohlraum waist. So a thinner ablator, which fills the hohlraum with less plasma, simply 

made an “easy job easier”. The HFM however, made life very difficult for the inner 

beams to propagate to the wall at the hohrlaum waist. The thinner ablator put less plasma 

out into the hohlraum and thus made a “difficult job much easier”. Hence the standard 

model predicted a very small change in the symmetry. The HFM predicted a very large 

change, and indeed it was that very large change that was observed. 

 

Sec 5.3 Energy Balance 

Having succeeded in explaining the SRS spectrum and level, as well as the 

surprising pan-cake symmetry image (when little Δλ is applied) and the rapid sausaging 

of the symmetry image when the ablator thickness is diminished, it remained to be seen 

how well the HFM would explain the measured drive. For a given laser input (after 

subtracting off the measured losses, as per the procedure described in Sec. 2) the model 

should correctly match the observed drive if energy balance was intact. 

The HFM immediately solved the prior (when using the standard model) 

discrepancy of too much drive for shots early in the campaign. The HFM, with its higher 

emissivity, naturally gives more drive than the standard model, for a given laser input. 

Early in the campaign the power was relatively low (compared to the MJ class 

experiments at the end of the campaign) so LPI coupling issues were small. In general, 

early in the campaign, Δλ tended to be small as well. The disposable debris shields were 

rather pristine early in the campaign as well. Thus the possible losses were accounted for. 
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In essence, the early-in-the-campaign high drive “discrepancy” was merely Mother 

Nature’s way of hinting to us that we should have been using the HFM, and not the less 

emissive standard model. 

With the HFM now with the just described 5 triumphs (for those keeping score…) 

under its belt, the final and most important challenge was for it to demonstrate energy 

balance for the important MJ class shots late in the campaign. However, there was 

already a “missing energy” problem. Even with the low emitting standard model, the 

observed drive was lower than expectations (again, even with accounting for the known 

losses at that time). Applying the HFM to these shots, with its high emissivity, only made 

the “missing energy” problem worse! The observed drive was now much lower than 

(HFM based) expectations.  It seemed as if the HFM had failed its most important test, 

since the 1 MJ shot was the culmination of the entire 2009 campaign, and the HFM made 

the drive discrepancy problem worse, not better! 

It seemed to us highly unlikely that the HFM, a model with better physics than the 

standard model, a model that had been successful on previous data (Au spheres at Omega 

and empty NIC hohlraums), a model that had already explained 5 discrepancies in the 

2009 NIC energetics data, could all of a sudden be so wrong. We then turned the problem 

on its head, and considered this challenge of “missing energy” to be an opportunity. It 

was an opportunity for the HFM to not only “post-dict” experimental data, but for it to 

boldly make a prediction. The prediction [30] had to be that there were more losses, and 

lower coupling to the hohlraum than had been assumed at that time (~ March 2010).  

The prediction of more losses had several components. The first was rather 

obvious: that the disposable debris shields (DDSs) were aging by collecting debris, in 
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other words, doing their job! They had not been “disposed of” throughout the campaign, 

so it was quite plausible that, by late in the campaign, the built-up debris and damage 

sites might be scattering incident light into larger angles that would have some fraction of 

the incident light not enter the LEH in the first place. With the campaign over, these 

“veteran”  DDSs were taken into a dedicated lab, and assessed. Indeed, they were deemed 

to be scattering ~ 5% of the incident laser light into angles that would make it miss the 

LEH. [31] 

The second component of the prediction was less obvious: that the level of the 

SRS losses was higher than presumed at the time. As the SRS level was only measured 

on the 300 inner beams, in order to restore energy balance for the HFM model via the 

route of postulating increased the level of losses, we were “forced” into the bold assertion 

/ assumption that there was more SRS on the un-monitored 23.50 inner beams. In the 

previous sentence two phrases need commentary: by “more SRS”, we mean over and 

above the “going-in” (and reasonable) assumption that the SRS levels were the same on 

the un-monitored 23.50 beams, as they were on the measured 300 beams; by using the 

word “forced”, we mean it in the same sense of the famous dictum of Sherlock Holmes: 

“When you have eliminated the impossible, whatever remains, however improbable, 

must be the truth”. There was no good reason, at that time, for thinking that the 23.50 

beams should behave differently than the 300 beams (in fact, to date, there still is none), 

so it was truly a bold prediction based solely on the necessity of energy balance (along 

with the assumption that the HFM is the ~ correct description of reality). It remained to 

be seen if this SRS prediction was true.  
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A breakthrough in confirming this prediction came when L. Divol and P. Michel 

et al [32] re-interpreted the hard x-ray spectrum, not in terms of a single (30 keV) Thot-e 

and fhot-e, but rather as a 2 temperature distribution:  

1) A dominant fwarm, with an 18 keV Twarm. This is the value of Twarm that was 

expected from the observed (and now understood) SRS spectrum. The expectation is 

based on a Twarm ~ (1/2) m vphase
2 argument, where vphase is the phase velocity of the 

plasma wave that both scatters the incident light out of the hohlraum and then breaks to 

create hot electrons. 

2) A much smaller fhotter, with a 60 keV Thotter. This hotter component may be due 

to SRS happening at higher density (the “end-of-the-road” position above the capsule 

waist) whose reflected light would refract and be trapped within the hohlraum, or perhaps 

another LPI issue- the 2ωp instability in which the laser light decays directly into 2 

plasma waves.  

Following through on this 2-temperature insight, they found that fwarm indeed 

increased as Δλ was raised. This made eminent sense, since more energy and power was 

“cross-beam-transferring” into the inner beams, where SRS was known to be happening, 

and the plasma wave of that SRS process produces hot electrons. Using the Manley Rowe 

relations, from that fwarm a total SRS can be inferred. Since we only observe SRS light 

from the 300 inner beams, subtracting that 300 data from the newly inferred total SRS tells 

us how much SRS is coming out of the 23.50 inner beams.  What they found (from this 

long string of inferences) was that for the larger incident laser energy shots, with larger 

Δλ (such as the 1 MJ shot), there was indeed substantially more SRS on the 23.50 inner 

beams. In fact, there was as much as ~ 3x more energy scattered into the unmonitored 
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23.50 inner beams! These surprising results were completely in line with the SRS 

predictions “forced upon us” by the need for the HFM to conserve energy balance. 

Theory [3] predicts that, as Δλ is increased, outer beam energy is transferred to 

both cones of the inner beam. An area of active investigation is to understand why the 300 

inner beams’ SRS signal mysteriously stayed almost constant vs. Δλ, (as was observed in 

the NIC ’09 campaign), while the 23.50 beams’ SRS signal increased with Δλ, as was 

inferred by the data analysis method just described above. Massive plasma simulations 

are underway that could lead to some understanding of this phenomenon of a dichotomy 

between the two “flavors” of inner beams [29]. 

In summary, late in the campaign, as higher laser powers and higher values of Δλ 

were used (which, as described above, led to SRS in the un-monitored 23.50 beams), 

losses were larger.  Those losses, as well as the DDS losses, were initially un-accounted 

for. Therefore, initially, the drive predictions were above the drive data for the Nov.-Dec. 

’09 shots. Now, with all the losses accounted for, the HFM matches the observed radiant 

intensity emerging from the hohlraum. Again, as with the symmetry, R. Town, M. Rosen 

et al describe this agreement of the HFM drive with the data in great detail in Ref. [12].  

Thus, the HFM had made some bold predictions, which appear to have come true. 

In addition, in this context of the Michel, Divol et al [32] work, we can now also explain 

the single remaining discrepancy on the long list of Section 2, namely the observed drop 

in Tdrive with Δλ. The total SRS increased with Δλ, but, as we now believe, it was lost 

from the hohlraum by exiting the hohlraum in the unmonitored 23.50 inner beam lines. 

Thus, with more losses, the Tdrive naturally drops. This too is documented in detail in R. 

Town, M. Rosen et al [12] which shows the HFM’s quantitative agreement with that data. 
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There was one question remaining. The total SRS loss, and the extra SRS loss 

occurring in the unmonitored 23.50 inner beams, as just discussed, was all based on a 

string of inferences from the hard x-ray spectrum. It would be far more convincing to 

actually measure the SRS on the 23.50 inner beams. Thus, the credibility of the HFM 

hung in the balance for nearly half a year as a diagnostic was prepared for a 23.50 inner 

beam line to do exactly that. What if this entire “house of cards” collapsed under an 

observation of SRS in that previously unmonitored beam line that would be different than 

the inferred amounts described above? As it turned out [12], in late 2010 the 

measurement was made, and the SRS levels directly observed agreed well with the SRS 

amounts that previously were only inferred, as described above. The HFM model had 

withstood the test. 

 

Sec 6. Summary: Lessons learned and taken into the future 

Let us remember, that after all of this analysis, while the initially believed SRS 

loss level has now been re-evaluated as higher, we have not changed the drive 

assessment. The HFM supplies extra drive, and it matches the drive data while 

accounting for the extra losses. We have also not changed the level of hot electrons, just 

its detailed interpretation. 

 

Reaching this understanding of the ignition scale hohlraums, based on finding 

consistency with the wide variety of data from the NIC ’09 energetics campaign, has 

allowed us to project into the future and to invent new schemes for achieving even more 

optimal hohlraum conditions.  
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For example, incorporating a suggestion by E. Moses, P. Michel [32] has 

calculated a Δλ30−23.5 that transfers laser power from the 23.50 inner beams, which have 

proven to be more prone to SRS, to the more benign 300 inner beams. This is a possible 

method of reducing SRS losses (and reducing the level of hot electrons that they create) 

as we progress to the 1.3 MJ class ignition experiments. This experiment has actually 

been done, and the proof of principle been demonstrated. [33].  

Another example of lessons learned taken into the future is the following. One of 

us (D. Callahan) has made HFM based design changes to hohlraum geometry. A 

somewhat shorter and somewhat wider hohlraum allows the inner beams better access to 

the waist. This minimizes the need for beam transfer in order to get round implosions. 

Less beam transfer to the inner beams can mitigate the SRS levels, as they will have less 

power in them, under this new design, than they had in the NIC 2009 campaign.  

Another implication of the HFM is in moving forward to higher incident laser 

energies. The relatively lower T of the hohlraum plasma, as predicted by the HFM led to 

more SRS. A higher laser energy will heat up that plasma and lower the SRS gain. 

Indications that this has indeed occurred has been seen in the 2010 1.3 MJ shots. These 

too are described in somewhat more detail in Ref [12] of R. Town, M. Rosen et al.  
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Appendix A:  The role of the “flux limiter” in modeling ICF targets 

A.1 Introduction: 

When a laser passes through a plasma, it is absorbed “classically” by inverse 

bremsstrahlung. The electric field (“E”) of the laser drives a free electron into oscillatory 

motion. When that electron suffers a collision, that reversible oscillatory energy becomes 

irreversible electron heating. The thermal energy thus produced is transferred to other 

parts of the plasma via electron heat conduction, which will then govern the spatial 

distribution of the electron temperature, T. 

For systems in which the mean free path, λ, of the heat carrying electrons is much 

shorter than the electron temperature gradient scale length, L, a well defined expansion in 

the small parameter λ/L can be carried out, resulting in a first order result that the heat 

flux, Fe, down that T gradient can be described (in 1-D notation for now, for simplicity) 

as -κe dT/dx. 
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Unfortunately for many an ICF application, the situation is not so simple. Steep 

gradients and long mean free paths can make the expansion invalid. If we allowed the 

heat flux to be described solely as Fe = -κe dT/dx, absurd results could ensue, whereby the 

heat flux can exceed a physical limit of free streaming heat flux, nvT, where n is the 

electron density, and v is the thermal velocity. To ensure “non-absurdity” we typically 

make sure the flux does not exceed this limit, and for generality, impose a coefficient, fL, 

“the flux limiter” on this term, resulting in “fLnvT”. The heat flux in a hydro code is then 

computed either as: 

Fe = min (-κe dT/dx, fLnvT), 

or, in a numerically smoother, “harmonic mean” formulation: 

Fe = [(-κe dT/dx)-1 + (fLnvT)-1 ]-1 . 

 

A.2 Choosing a value for “fL”: 

The central question is: What value of “fL” should we choose? A heuristic 

calculation, presented in the Atzeni  & Meyer-ter-Vehn textbook [A1] (pg. 199) gives a 

value in the neighborhood of 0.1. The calculation follows from the classical, derivation of 

Fe, using an expansion in the small parameter λ/L. It treats the electron distribution 

function as a zero order Maxwellian (with temperature T), f0M, plus a first order term, 

µf1(v). Here µ is the cosine of the angle between the temperature gradient, dT/dx, and the 

velocity vector. This f1 term carries the heat. The heat flux moment is calculated as an 

integral of (µv )(mv2) µf1(v,t) 2πv2 dv dµ. The resulting integrand is not monotonic in v. 

For values of y = (v/ vth, )< 8 1/2, (with v=(kT/m)1/2), the integrand is actually negative. In 

other words, electrons with these velocities represent heat that is actually flowing up the 
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T gradient!  This is the return current needed to ensure charge neutrality. For values of y 

= (v/ vth,  ) > 8 1/2, the integrand is positive, representing net, “usual”  heat conduction 

down the T gradient, wherein the heat is carried by the longer mean free path electrons. 

The value at which the integrand peaks, y=3.7, tells us the “typical” electron velocity that 

carries the heat. To ensure a “physical” result when the small parameter approximation 

begins to break down, we impose the heuristic requirement that f1 , evaluated at y=3.7, not 

exceed f0M.  This requirement leads to an equivalent requirement that the resultant heat 

flux not exceed (0.1) nvT, in other words, a value of “fL” of 0.1. 

Of course the actual answer will be far more complicated and depend on the exact 

convolutions / velocity integration. As an example, consider the results of a calculation 

performed by the URLLE [A2]. Here, a Fokker Planck code is run for a typical direct 

drive implosion, resulting in a value for the heat conduction. A hydro-code is run, and 

“fL(t)” is varied in time in such a way that the hydro code matches that Fokker Planck 

result for each time. This procedure results in an fL that varies in time between 0.12 and 

0.06, in the neighborhood of the heuristic derivation described above. More importantly, 

we note the general complexity of the problem. Even for this simplified application, there 

is no single “correct” value for fL. It varies in time, and varies in range between a typical 

“high flux” value of 0.12 and an inhibited “low flux” value of 0.06. 

It is really no surprise that there is no single “correct” value for fL. Especially in 

physical situations in which phenomena occur that are not accurately treated in the hydro 

codes, heat conduction can behave as if it is effectively “inhibited”. To match the data 

from such systems, values of fL such as 0.03 - 0.05 have often been used. Examples of 

such underlying, un-modeled physics could be “sub grid” ion acoustic turbulence that 
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effectively acts as increased collisionality to long mean free path heat carrying electrons, 

Weibel instabilities that lead to “sub grid” but strong B fields that may inhibit cross-field 

transport, and larger scale MHD generated B fields that also can inhibit the high velocity, 

long mean free path heat carrying electrons. This latter effect can in principle be modeled 

explicitly (it is not “sub grid”). However, owing to the many complicated MHD terms 

that can generate B fields, great computational care and cost is involved in correctly 

including them explicitly in 2-D.  The fact that MHD effects are inherently 3-D, 

complicate the issue even further. As a result, such calculations are not currently 

tractable. In addition, high power laser absorption in high Z plasmas often leads to the 

“Langdon effect” [A3] which produces non-Maxwellian electron population distributions 

which complicate things even further still! 

Having become inured to such low values of fL (for all of the possible reasons just 

discussed) over many years and many experiments, we were somewhat surprised when 

modeling the x-ray emission from Au coated spheres [25] on the Omega laser at the 

URLLE. The usual low value of fL (= 0.05) led to too high a coronal T, because energy is 

not transported deeper into the target, so it is bottled up in the under-dense corona and 

heats it to high values. This high T led to too low a collisionality and thus too low an 

absorption fraction of the laser. Moreover, the low, inhibited flux limit led to too low an 

efficiency of converting absorbed laser into x-rays because too little energy is transported 

deeper into the target where denser warm material is the “sweet spot” for making x-rays. 

All told, the resulting prediction of the x-rays emitted by these Au spheres was low by a 

factor of two. The data was fit much better by a value of fL of 0.15.  
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A possible reason for this “classical” behavior is the removal of flux inhibiting 

transverse gradients in this spherically symmetric situation (as well as possible radiative 

smoothing of non-uniformities in the corona). When applied to the large plasmas and 

large spot-size laser beams of a NIF hohlraum, it is possible that similar arguments could 

be applied, and thus at least a plausible expectation that for NIF hohlraums a high value 

of fL could be in play.  Thus using fL = 0.15 in the “High Flux Model” that seems to 

correctly describe the plasma conditions and a great deal of the NIC data is not that 

unreasonable. Further support for this value came from comparisons with non-local 

models, to be discussed next. 

A.3 Non-local Models 

Given the inherent non-local nature of long mean-free-path large-velocity heat-

flow-carrying electrons transporting energy large distances across locally steep T 

gradients, there is a clear need to incorporate that more relevant physics into the hydro 

codes, and thus to replace the fundamentally flawed approach of a local description of 

heat flow and the “fL” crutch upon which it stands. There are many different non-local 

models that have been incorporated into 1-D and into 2-D hydro codes. We will briefly 

mention a few. 

The Luciani, Mora, and Virmont model [A4] finds Fe(x) as a convolution:  

€ 

Fe (x')G(x,x ')dx '∫  

The non-local propagator is given by: 

€ 

G(x,x ') =
exp{− dx' '

λ(x ' ')
}

x '

x

∫
2λ(x')
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This is usually run in 1-D. As it is explicitly non-local and couples every zone to every 

other zone, it scales rather unfavorably in big 2-D runs. The Schurtz, Nicolai and Busquet 

[A5] model uses a Krook collision operator and a multi-group electron approach, which 

scales much better for the big 2-D runs. The Manheimer, Colombant, and Goncharov 

model(s) [A6] also use a Krook operator but treat the E field / return current correction 

differently. All of these models have had some degree of validity established by 

comparisons with Fokker Planck treatments in various test problems. Recent work by A. 

Prochaska and G. Moses [A7] shows a favorable comparison of the Schurtz et al and the 

Manheimer et al models. 

The Schurtz et al non-local model was implemented in the 3-D radiation hydro-

dynamics code Hydra [A8]. Based on promising results [A9] seen there, it was then 

implemented into Lasnex. It is the Lasnex results and comparisons that we show next. In 

Fig. (A1) below we show the change (going clockwise from the upper left) in plasma 

conditions (at a fixed time of 18 ns, midway through the main pulse) of an ignition 

hohlraum in 2 steps from the standard model to the High Flux model. The temperature 

contour color-scale (0 to 5 keV) is the same for every one of the 4 panels. The y-axis is 

the radial direction, from 0 to 0.4 cm, of the cylindrical hohlraum. The x-axis is the axis 

of rotation, from 0. to 0.55 cm. The simulation extends even further along that axis. Thus 

the “right half” of the hohlraum is simulated, with mirror symmetry assumed. While, by 

convention, the rotation axis is “horizontal” here, in NIF it is vertical. The radiatively 

driven capsule at the center is “blacked out” to avoid distraction. 

The upper left panel of Fig. (A1) is the XSN f=0.05 model and shows a very hot 

hohlraum plasma (for a “mid-point on the road” SRS relevant location, at R=0.2, Z=0.2) 
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of about T = 4.5 keV. The upper right is the DCA model with f=0.05 and shows a cooler 

hohlraum plasma: at the same reference location its T value is about 3.3 keV. The lower 

right is the full HFM (DCA and f=0.15) and it is cooler yet, with T about 2.5 keV. The 

final comparison (lower right to lower left) is the fL =0.15 to the non – local model.  

 

 

 

Figure (A1): Comparison of 2-D hohlraums’ plasma electron temperature for 4 different 

models at a time t=18 ns (the middle of the main pulse). 

 

For locations well within the volume of the hohlraum (say, R=0.2, Z=0.2) it is clear from 

the figure that the non-local and the fL =0.15 agree best, with both having a T of about 2.5 
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keV. At these locations important laser plasma interactions such as Raman scattering may 

take place. At the laser entrance hole the figure does show some differences between the 

two models, which do need to be taken into account when calculating the cross-beam 

transfer that may occur there. 

This general behavior can also be seen in 1-D simulations of the URLLE 

experiments on Au coated spheres. In Fig (A2) we show T profiles at a time of 0.9 ns, 0.1 

ns before the end of the 1 ns 1015 W/cm2 irradiation. The y-axis goes from 0 to 5 keV, 

and the x-axis is the radial direction, and goes from 0.04 to 0.09 cm. The original radius 

of the Au sphere was at 0.04839 cm. In decreasing values of peak T they are: XSN, 

f=0.05 (green / dot-dash); DCA, f=0.05 (green dotted); DCA, f=0.15 (red / dashed); and 

DCA non-local electron transport (black). The values of T are quite close, in each model, 

to that at the center of the 2-D hohlraum calculation of Fig. (A1). Again we see the close 

agreement between the f=0.15 and the non-local electron transport result.  

What can certainly be said of this set of 1-D calculations is that each run is well 

resolved and numerically converged. Each run uses 400 radial zones to model the very 

thin (~ 1µm) layer of Au that is heated by the laser. At any given time throughout the 

pulse there is the challenging ultra-thin region just within the critical density radius.  

Proceeding in the inward radial direction, the rapidly dropping T, and rapidly rising 

density create a ‘sweet spot” for the radial layer that best converts thermal energy to 

radiation. In these runs that ultra-thin conversion layer has ~ 10 zones which is sufficient 

to be well resolved and numerically converged. 
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Figure (A2): Comparison of T profiles on a 1-D Au sphere for 4 different models 

 

A.4 Summary: 

With the advent of non-local electron transport models in 2-D simulations, the use 

of a flux limiter may soon go the way of the horse and buggy. The complexities of 

properly modeling high Z hohlraums still remain a challenge. Besides “sub-grid” physics 

issues, electron population distribution functions may be inherently non-Maxwellian, 

which can affect the radiation physics, which in turn can affect the distribution functions, 
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as well as the gross plasma conditions. As always, we do the best we can with the tools 

we have, and keep our eye on better methodologies that advanced computer capabilities 

may allow us to implement in the future. 
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