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Abstract

Wells for Engineered Geothermal Systems (EGS) typically occur in conditions presenting significant challenges
for conventional rotary and percussive drilling technologies: granitic rocks that reduce drilling speeds and cause
substantial equipment wear. Thermal spallation drilling, in which rock is fragmented by high temperature rather
than mechanical means, offers a potential solution to these problems. However, much of the knowledge surrounding
this drilling technique is empirical - based on laboratory experiments that may or may not represent field conditions.
There is a lack of understanding coupled with large uncertainties in the phenomenology of the process which could
be resolved with computer modeling.

System-scale simulations of thermal spallation employ phenomenological models of rock damage due to the
thermal gradient and erosion of spalls by the fluid. This allows rapid evaluation of mass and energy balances near
the drill head and parametric studies of the relationship between drilling performance and the parameters of the jet.
However, large-scale modeling is not suitable for resolving rock grains and inhomogeneities, and the damage model
must account for the temperature gradient — not typically used as an input parameter in such material models. Thus,
the parameters governing such phenomenological damage models require calibration by mesoscale simulations that
fully resolve rock grains.

This paper outlines a new numerical modeling effort investigating the grain-scale processes governing thermal
spallation drilling. Several factors affect spall production at the mesoscale, including grain size and size distribution,
surface temperatures and material heterogeneity. To investigate the relative influence of these factors, we have con-
ducted a series of simulations using GEODYN - a parallel Eulerian solid and fluid dynamics code. In this paper, we
describe a two-dimensional model used to simulate the grain-scale processes and present preliminary results from
this modeling effort.

1 Introduction

Drilling costs account for 30-60% of the total capital investment required for a geothermal or Enhanced Geothermal
System (EGS) well [25] These costs are dominated by expenses resulting from slow drilling rates in granitic rocks
and time-lost for equipment replacement [24]. New drilling technologies are required to lower this capital investment
and to facilitate the development of relatively low emission renewable geothermal energy production on a competitive
basis with other technologies. Thermal spallation - in which rock is fragmented by extreme heat - promises more rapid
drilling of hard brittle rocks compared to conventional mechanical drilling techniques. Moreover, the drill suffers
minimal wear as the bit head is not in contact with the rock [9, 17]. However, to date, the theory describing these
drilling techniques is largely based on laboratory and near-surface experiments, which may not be representative
of conditions at depth or properly account for variations in rock types. Consequently, there is a need for accurate
numerical models of thermal spallation to help address the uncertainties in this process.

This paper outlines some of the critical issues and needs of thermal spallation drilling (TSD) as a new drilling technol-
ogy that can be addressed by computational modeling of the process. We develop a computationally rigorous modeling
approach that incorporates key physics and micromechanics will lead to improved understanding of the thermal spal-
lation process. More specifically, we need improved understanding of thermomechanics of spallation coupled with



the fluid dynamics and heat transfer of the high temperature jet to the rock face. This phenomenon is the most im-
portant part of high temperature jet drilling which can be used to access geothermal energy sources or deeply buried
IeServoirs.

There is a lack of understanding coupled with large uncertainties in phenomenology of the process which could be
resolved with computer modeling:

1. What rock compositions are drillable with TSD? There is an experimental observation that some brittle rocks
spall and some not, depending on composition.

2. Is thermal spallation driven by heterogeneities of the rock? If so, what incipient flaw distribution is sufficient
for the process to work? How does grain size and grain size distribution affect TSD and drilling rates?

3. It is not clear what combination of macroscopic (Poisson ratio, heat capacity and thermal conductivity) and
microscopic (flaw distribution, tensile strength) characteristics favor thermal spallation.

4. How well will experimental results under lab conditions (relatively low confinement pressure and low ambient
temperature) extrapolate to deep underground reservoir conditions? For example, some rocks can undergo high
temperature brittle-ductile transitions that will make them harder to spall. Alternatively, higher confinement
pressure can help spallation.

5. There is high mass content of rock debris in the bottom of the hole which can significantly alter heat transfer
from the high temperature jet to the rock surface. Simulations can quantify the multiphase flow conditions.

6. Nozzle properties and jet shape and parameters could be optimized for a specific rock type for optimal drilling
speed and energy efficiency.

The aforementioned processes are strongly coupled requiring a simulation environment that integrates thermomechan-
ics and particle laden fluid flow. This paper primarily is focused on micromechanical aspects of rock damage under
sharp temperature gradient.

Thermal-spallation drilling was first employed in the

1940’s to prepare blast holes for Taconite mines, and

later used in granite quarrying and well drilling [5,20]. QEEZ&
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face — examples include hydrothermal flame, laser, — o

and microwave spallation. Nevertheless, the process V = —

by which spalls are produced is thought to be similar b)

in each case; following a mechanism first proposed by %

Preston to describe brick spallation [18, 19]: T o e o
1. Heating the rock produces large temperatures, V — ~—

and associated compressive-stresses, which are c) e e

confined close to the surface due to the rock’s

low thermal conductivity. Figure 1: Simplified illustration of spall-production.

a) Applied heat flux causes compressive stresses ad-

2. The compressive stresses generate fractures jacent to the surface. b) Fractures grow parallel to
parallel to the rock surface from pre-existing the surface from incipient flaws in the rock. ¢) Upon
flaws. reaching a critical ratio of surface-area to width,

3. Upon reaching a critical ratio of surface-area to spalls buckle and are ejected from the surface.

width, the heated fragments adjacent to the sur-
face buckle and are ejected as spalls (Figure 1).



Building on Preston’s mechanism of spall production, Dey and Kranz [7, 8] employed plate-buckling theory to bound
the heat flux required to generate spalls from a granite surface. Their analysis estimated spall rates by relating heat
penetration depths to an assumed Weibull distribution of fracture-nucleation sites within the rock mass. Later, Rauen-
zahn and Tester [21] and Wilkinson and Tester [26], combined this approach with a fluid dynamics model to calculate
thermal spallation drilling rates and drilling hole profiles for flame-jet spallation under steady state conditions. While
the Tester group [21,26] successfully matched simulated and experimental results, they noted that their approach was
necessarily an empirical one. Stating that “[t]he good agreement between predictions and experiments could simply
be the result of fortuitous cancellation of errors,” they stressed the need for further studies to resolve the multi-scale
processes involved in thermal-spallation drilling [26].

In this paper, we outline a new numerical modeling effort investigating the grain-scale thermomechanics of spallation.
In Section 2, we describe a grain-scale model representing spalling in granite, the material parameters employed in the
simulation, and the process by which the granite microstructure is generated. Preliminary results of two-dimensional
simulations examining the relative effects of temperature, surface conditions, grain size and grain-size distribution are
presented in Section 3. Conclusions are given in Section 4.

2 Numerical model

The simulations presented in this paper are conducted using GEODYN - a parallel Eulerian compressible solid and
fluid dynamics code with adaptive mesh refinement (AMR) capabilities [1, 14]. Among its many features are a high-
order material interface reconstruction algorithm [11] and advanced constitutive models that incorporate salient fea-
tures of the dynamic response of geologic media [22]. GEODYN is able to simulate materials under extremely large
deformations, resolve details of wave propagation within grains with high accuracy, and uses a continuum damage
mechanics approach to represent fracture. Consequently, the simulations are able to capture the effects of grain-scale
heterogeneity both in terms of the material and geometric properties of the grains, and can reproduce fracture both
along grain boundaries and within grains themselves.

The Eulerian framework of adaptive mesh refinement [3] is a relatively mature technique for dynamically applying
high numerical resolution to those parts of a problem domain that require it, while solving less sensitive regions on
less expensive, coarser computational grids. Adaptive mesh refinement can help to simulate the entire process region
(or a significant portion thereof) while allowing focus on greater details in interesting locations. In combination,
Eulerian Godunov methods with AMR have been proven to produce highly accurate and efficient solutions to shock
capturing problems. The method used here is based on some modifications of the single-phase high-order Godunov
method. This method is not as straightforward as Lagrangian FEM, so it will be briefly summarized below. For solid
mechanics, the governing equations consist of the laws of conservation of mass, momentum and energy, an equation
for distortional elastic deformation, and a number of equations in a form of
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which represent specific rtheological equations F,=®; (a superposed dot denotes material time differentiation) for
history dependent parameters F; (like porosity, plastic strain, etc.) The viscoplasticity is modelled with a measure
of elastic deformation as a symmetric, invertible, positive definite tensor B, which is determined by integrating the

evolution equation ]
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where L denotes the velocity gradient [23]. It is possible to define a unimodular tensor which is a pure measure
of elastic distortional deformation B.. In traditional von Mises materials shear stresses depend purely on BZ. The
inelastic deviatoric deformation tensor A ; can be written as:
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where the scalar rate functions I'y require constitutive equations. The rate-dependent formulation (3) can be easily
converted to a rate-independent von Mises functional form.

The numerical scheme for a single fluid cell is based on the approach of [16], with some modifications to take into
account the full stress tensor associated with solids. The multidimensional equations are solved by using an operator
splitting technique, in which the one-dimensional equations for each direction are solved:

UZ?CTQ = S (S0,0,1 (S0,1,0 (S1,0,0 (Sa (S1,0,0 (50,10 (S0,0.1 (U72)))))))) 4)
where the spatially split operators
Sipinan (U110 5)
are applied in a Strang-splitting order to keep second-order accuracy, while the source term

S (U10) = Ul o + AV H (U071 ) ©)

is always applied at the end of the timestep. Each directional operator is the update of the cell from time step n to time
step n+1 with fluxes computed at the cell’s edges. Edge fluxes are calculated based on upwind characteristic tracing
following [16] and to Riemann solver in an acoustic approximation. The estimate for the velocity gradient L in (6) is
calculated in the Riemann solver step.

The biggest challenge in the Eulerian and multimaterial ALE methods is the treatment of mixed cells that contain
several materials. The algorithm described here treats the propagation of surfaces in space in terms of an equivalent
evolution of volume fractions defined by the equation:

dfa fa

where f, and K, are the volume fraction and the bulk modulus of each material «. The approach to modelling
multimaterial cells is similar to that in [16]. Specifically, material properties have multiple values in a cell, but the
velocity and stress are single-valued. In order to use the single-fluid solver it is necessary to define an effective single
phase for the mixed cells and to update material volume fractions based on self-consistent cell thermodynamics:
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where G, Tj; are the shear modulus and the stress tensor of material a.. Distribution of the velocity gradient amongst
each material in the cell required to integrate (2) for each material is done in a similar way:
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In order to advect volume fractions we use a high order interface reconstruction (interface tracking), which preserves
linear interfaces during translation. Constraint on volume fractions is satisfied assuming fast equilibration of partial
pressures in the cell. The pressure relaxation algorithm consists of iterative adjustments of volume fractions. First,

average pressure is calculated:
foz (e
K a ( )

Next, the change of volume fraction for current iteration step is calculated:

5fazﬁafa(pa_p)/Ka (11

The limiter 3, in (11) is chosen from numerical and physical considerations, i.e. all volume fractions should fall in
the zero to one range, change of material density should be limited, etc.
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Mineral Density Bulk modulus Poisson ratio Heat Capacity Thermal conductivity

Quartz 2.65 g/cm? 37.0 GPa 0.08 0.93J/gK 7.7 W/m.K
Plagioclase  2.56 g/cm? 50.8 GPa 0.26 0.93J/g.K 1.5 W/m.K
K-spar 2.63 g/cm? 53.7 GPa 0.28 0.93J/g.K 1.5 W/m.K

Table 1: Material properties by mineral type.

The granite microstructure is created with an iterative approach that fits Voronoi-cell volumes to a target grain-size
distribution. Although, only two-dimensional simulations are presented here, the method is equally applicable in three
dimensions. Voronoi cells are initially generated from a set of random points, and each cell assigned a target volume
from a predetermined grain-size distribution. The Voronoi-cell volumes are then relaxed towards the target distribution
over a series of iterations, in which the cell centers are updated according to:
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Xnew = Xold + [a)(] (Vtarget - V) ) (12)
where X is a vector of coordinates for the cell-centers; V and V4,4¢¢ are vectors of Voronoi-cell volumes and target
volumes respectively; and A indicates the pseudo-inverse of the matrix A. The iterative improvement is repeated
until the average error in cell volumes is below a predetermined tolerance (typically less than 1% error in cell vol-
umes).

Granite microstructures comprising three minerals — quartz, plagioclase, and potassium feldspar (or K-spar) — are
considered in this paper. The mechanical properties assigned to each mineral are taken from Bass [2] and Mavko
et al. [15] and are summarized in Table 1. In addition, the inter-grain contacts are represented by a separate, weaker
material with compressive and tensile strengths based on grain-contact properties given in Lan et al [13]. The minerals’
constitutive behavior is modeled as elastic-perfectly plastic, with a pressure dependent Von-Mises yield criteria:

Y = \/k(p_pc)v (13)

where k is a material parameter and p. = (1 — D)p,, is a damage-dependent pressure cut-off. The parameters, k
and p., are determined from the minerals’ tensile and compressive strengths, while damage, D, is calculated from the
plastic strain according to a Johnson-Cook damage rule [12]:
d
p= [l (14)
€f

where ¢, is the plastic strain, and € the strain to failure.

Heat capacities and relative thermal conductivities for each mineral are based on values reported in Findikakis [10]
and Clauser & Huenges [6]. As the rate at which heat is transmitted into the rock (O(m/h)) is significantly slower
than the speed of fracture propagation (O(km/s)), we artificially increase the thermal conductivities by a factor of
10,000. This maintains a quasi-static temperature profile over fracture timescales while reducing simulation times
to manageable levels. In this paper, we consider thermal spallation due to conduction from a high temperature fluid
adjacent to the rock surface (e.g. flame-jet or hydrothermal spallation), rather than radiative transfer (e.g. laser spalla-
tion). To avoid thermal shock in the simulations, the fluid adjacent to the rock is gradually heated from the initial rock
temperature to the target surface temperature, and held at a constant temperature thereafter.

3 Results

Images from a typical simulation illustrating fracture initiation and propagation are shown in Figure 2. Fractures
commence at the weaker inter-grain boundaries, then propagate both along grain boundaries and within the grains
themselves. This is consistent with experimental observations that spalls tend to form with maximum lengths several



grain-diameters in extent but with thicknesses less than an average grain diameter thick [20]. The direction of fracture
propagation is largely aligned with the local compressive stress.

Surface conditions play a significant role

in the onset and manner of spallation. 40 e~y WOy e
In particular, artificially flat interfaces are

less likely to fracture than rough surfaces.

Asperities on the rock surface serve as / )
focal points for spall initiation, as pro- 30 0 30 \
truding crystals heat more rapidly than

their neighbors. Conversely, simulations £ £ £

with a flat interface withstand substan- % 20 % 20 % 20

tially higher heat fluxes before spalling and 5 5 i / \
the spalling mechanism also differs. In > > >

these cases, damage occurs predominantly /

along inter-grain boundaries and signifi- 10 10 10-
cantly larger spalls are generated (Figure 3) ;
— suggesting that analyses employing clas-
sical beam and plate buckling theory in an
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production. Higher surface temperatures Figure 2: Fracture initiation and propagation in a typical simu-
cause earlier onset of spalling, aqd .thf_: for- lation. a) Grain microstructure: beige colored grains are quartz;
matlon. of s.maller fragrpents. This is illus- orange grains are k-spar; brown grains are plagioclase. The
trated in Flgure 4, WhICh compares dam- rock is heated by fluid in the voids on the right of the image. b)
age versus time for different surface tem- Fractures (in black) initiate at inter-grain boundaries, c) but then
perature increments. These results sup- tend to propagate in the principal compressive stress direction.

ports predictions by the Tester group that
spalling rates should increase with temper-
ature due to the greater likelihood of initiating new fracture nucleation sites [20].
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tribution (Figure Sc) and, for similar rea-
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Figure 3: a) Damage as a function of time time for simulations
with flat and rough surfaces. b) Fractures in flat surface simula-
tion.

Increasing the confining pressure results in

the production of larger spalls and reduces
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Figure 4: Damage as a function of
time for different surface tempera-
tures.

damage (Figure 6). At first glance, this prediction appears in conflict with results from field tests of flame-jet spallation,
which report increased drilling rates with depth [4]. However, these increased drilling rates have been attributed to
chemical and macrostructural differences — less oxidized and more competent rocks at depth spall more readily than
damaged and weathered rock encountered near the surface [4,5]. Alternatively, this result might also be explained
by differences between simulated and operating conditions. The present two-dimensional model assumes equilibrium
between the formation and fluid pressure to avoid damage from inconsistent initial conditions. However, this is not
true of flame-jet spallation drilling systems at depth, as there is no drilling fluid to balance the lithostatic stresses. We
are currently developing a three dimensional version of the model with the goal of examining the role of hoop-stresses
on spall production, which will address these issues. []
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Figure 6: Damage as a function of time for different confining pressures.



4 Conclusion and future work

This paper describes a model for simulating thermal spallation at the grain scale, and presents results from two di-
mensional simulations that examine the qualitative effects of grain-size, grain-size distribution, surface temperature
increase and surface roughness on spall creation. These preliminary results demonstrate the important role that het-
erogeneous material and grain properties play in determining the material response — factors that would be difficult
or impossible to investigate with empirical continuum scale models. These simulations represent the initial stages in
a larger modeling effort to develop an integrated simulation environment coupling thermal spall and particle-laden
flows.

Coupled solid-fluid mechanics and chemistry code is required to simulate the whole system. While ¢ response of solids
and structures are best handled by Lagrangian methods, the fluid and particulate flow have the be handled in an Eulerian
framework. Hence, we chose to use the Eulerian approach even for rock mechanics. Eulerian mesh also allowed to
skip the extremely labor-intensive mesh generation step. Debris accumulation can be a critical process which controls
heat transfer to the rock face. Future mesoscale modeling of the removal of spalled rock debris by high-temperature,
high-speed fluid flow will help to determine characteristics of the multiphase flow in the borehole and optimize the
flow pattern. Simulation of the whole system should incorporate our understanding of damage and multiphase flow
on the mesoscale level Enhanced macroscale simulations need to include fluid flow, heat transfer from the jet into the
rock and rock spall and can be compared with observations in the laboratory and field experiments.

The developed integrated simulation tool will provide a predictive capability of thermal spallation drilling useful for
process optimization in practical applications.
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