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ABSTRACT 

Micro-power EM-wave sensors positioned on or near a speaker’s Adam’s apple have advantages over other 
acoustic techniques for enabling speech speech sound reduction and masking. For voiced speech, they 
provide glottal closure information with 0.1 ms timing accuracy (i.e., ~10kHz bandwidth), and provide 
closure timing up to ~0.5 ms in advanced of the corresponding acoustic speech signal leaving the speaker’s 
mouth. Unvoiced and silent speech segments are readily identified by the absence of vocal fold motion, by 
their acoustic signatures, and by timing. These unusual data acquisition characteristics enable anti-speech 
acoustic waves and prior recorded acoustic waves to be generated, then synchronized, and re-broadcast for 
purposes of speech masking with much improved timing and fidelity compared to prior approaches. 
 
Index Terms -- radar, speech processing, speech masking, sensors 
 
I. INTRODUCTION AND PRIOR WORK 
 
The technology of “speech masking”, as used in this paper, includes purposeful processes by which a 
human speaker’s acoustic speech signal, propagating in air, is made less detectable and/or less 
understandable to another human listener. For this paper, we also include speech intensity reduction (i.e., 
cancellation) in this category. It is well known that the signal extraction and processing power of the human 
ear-brain system is such that complete cancellation and/or obscuration of speech sounds have been virtually 
impossible to accomplish in realistic situations. However, useful reductions in the perception of speakers’ 
voices and of inanimate sounds are being achieved in office environments [1] and in noisy airplane cabins 
[2].  
 
For individual speakers who wish their communications to be unintelligible to a listener, prior work shows 
that speech signals can be reduced in intensity up to about -10db and partially masked [3] [4]. A 
microphone records the speech, a processor inverts it, and then transmits it a few meters “down stream” 
(faster than the speech wave). There the anti-speech signal is rebroadcast “just in time” to cancel the user’s 
speech signal at the location of a listener. This concept works best in open spaces with few acoustic 
reflections and where the loudspeaker’s radiation pattern at the point of a listener coincides with the user’s 
acoustic radiation pattern. Masking on the other hand, is a technique often used to make listening difficult 
by broadcasting various sound patterns non-synchronously, often during periods when there is a speech 
sound to be masked [1].  Flooding an area with white or pink background noise, music, or speakers’ voices 
(e.g., “babble”) is commonly used for simple masking. 
 
This paper describes an improved masking process by which a human speaker uses miniature radar for 
measuring their vocal-fold activity [5,6]. The radar sensor accurately detects voiced speech excitation in 
advance of the corresponding acoustic signal leaving the speaker’s lips or nose. This occurs because the 
acoustic sound wave takes ~ 0.5 ms to travel up and out of the vocal tract and into the space in front of the 
speaker.  Miniature radar sensors for use in speech characterization such as ASR, de-noising, and other 
applications have been described extensively [5, 6, 7]. In addition, radar sensors also detect the absence of 
voiced speech, enabling techniques to be used for effectively masking unvoiced or silent speech periods. In 
contrast to most other acoustic voice activity detectors [8], radar-like sensors can have bandwidths of  >10 
kHz and are immune to acoustic noise. Hence their signal acquisition time is >10 times faster than an 
acoustic signal traveling through local throat tissues, and >100x faster than the time taken by a natural 
voiced acoustic wave traveling from the vocal folds to the nose or lips. Their unique time resolution 
enables the sub-millisecond timing needed to generate improved real-time cancelation and masking. The 
radar signals are sufficiently synchronous with the corresponding acoustic speech signal that effective 
amplitude reduction and phoneme modification can be accomplished. An important aspect of partially 
cancelled original speech is that masking signals can be added to it without increasing the original speech 



amplitude as perceived by a listener. These techniques enable superior noise masking of an individual 
speaker’s voice compared to prior work described above and elsewhere.  
 
In particular, we show in this paper how to use the prior glottal and corresponding acoustic signal, from the 
just-completed speech period, about 5 ms prior to the presently being generated signal.  We then show how 
to construct an anti-speech signal matched to the present acoustic signal as it leaves the speaker’s mouth 
and nose. First the system tests the recorded prior period acoustic signal for continuity, timing, makes 
corrections as needed, and then re-broadcasts the anti-speech signal through a nearby loud-speaker.  In 
most causes, useful cancellation of the present-period speech-signal occurs in a real world setting, when 
proper electronics and loudspeaker are used, and when multipath effects are minimal. Figs 2 and 3 illustrate 
how prior recorded radar and speech data are time and amplitude adjusted, and then inverted for masking 
purposes. In essence, these techniques enable the construction of partially cancelled, continuous sound 
level, complex “cocktail” noises that reduce a speaker’s intelligibility at a distant listener. 
 
II. EQUIPMENT AND DATA 
 
Figure 1 illustrates the present experimental set up.  
 

 
 
Fig 1: Illustration of experimental apparatus.  a) Present experiments with prior recorded data sampled at the location of 
the dotted-line noted as “data”. b) Illustration of a real-time application with a micro-power radar on a speaker’s neck 
and microphone in front of mouth of a speaker.  In experiments described below, anti-speech and other masking signals 
are generated and then broadcast synchronously (i.e., coherently) with a user’s natural sound signal. 
 
Speech experts have described [8] how voiced phoneme signal shapes change slowly from glottal period to 
glottal period, even when phoneme sounds change.  In prior work [9] [10].], the authors showed the 
relationships between typical voiced speech glottal shapes and a micro-power radar sensor. The slowly 
changing acoustic and radar signals (compared to modern electronics speeds) are easily followed using a 
radar or other sensor of sufficient time bandwidth to obtain absolute and relative timing, amplitude, and 
other data for subsequent masking. In those cases when the well behaved glottal patterns stop or change 
dramatically, such as at the onset of a first or at the end of the last glottal cycle in a voiced speech segment, 
the radar sensor detects such changes and an algorithm tests for unvoiced or silent speech.  Such short-time 
events contain relatively little acoustic energy and usually can be partially cancelled or masked, degrading 
their information content (i.e., masked). 



 
 
 
 
 

 
 
 
Fig. 2  Period-to-period timing study of a radar sensor signal. Time in ms is obtained by dividing horizontal 
axis values by 100.  GEMS is a type of radar sensor [5].  Our cancellation algorithm is illustrated by shifting 
prior data forward in time by one voiced period to match a present radar glottal signal. It is then subtracted 
from the present period signal. A simple zero crossing algorithm is used for timing. The shifted radar signal 
is the red signal (it is the trace with lowest amplitude at time 2450, but by time 2600 it closely follows the 
present signal). Mismatches occur at onset or at times of rapid acoustic phoneme changes compared to the 
nominal 5 ms glottal cycle times. Note that  after 3 periods, the algorithm correctly aligns both the radar 
signals (lower signal). The corrected timing is used to “time-stamp” the corresponding acoustic signal for 
subsequent acoustic cancellation (see Fig. 3). Most of the radar residuals arise from the incomplete 
cancellation at high frequencies, associated with the sharp closure of the glottis. The small residual at time 
2800 illustrates the problem. Such radar residuals lead to incomplete acoustic cancellation, causing less 
effective acoustic speech cancellation. 
 
III.   SPEECH CANCELLATION 
  
The term speech cancelation is used herein to mean a degree of useful sound signal reduction, in - dB. Fig.3 
shows “pretty good” cancellation of an acoustic signal, which has been timed by using the corresponding 
radar signal in Fig 2. When using average quality acoustic sensors, a simple zero-crossing algorithm will 
often not work well because of their limited bandwidth and noise susceptibility. In these experiments, 
accurate glottal closure timing ( < 0.1 ms accuracy)  is needed to identify accurately the corresponding 
onset of a voiced acoustic time period.  Each voiced period is so timed, hence when the prior speech period 
acoustic signal is recalled, it can be adjusted and broadcast to cancel the presently spoken acoustic signal 
with up to 10kHz electronic accuracy (n.b.: many other real-world elements do degrade this bandwidth).  
 



Several human vocal system effects cause noticeable errors at the glottal-period level using the simple 
algorithms described. They include sequential speech signal onset miss-timing due to prosodic effects, 
amplitude mismatching, vocal tract shape changes as new phonemes are spoken, and others. Many of these 
can be accommodated by adaptive techniques, since most such changes are continuous and well behaved.  
For most normal speech sequences, such changes in timing and amplitude are measured to occur at the 1-2  
percent per speech period rate.   
 

 
Fig.  3 : Computer experiment showing voiced acoustic speech reduction.  A prior-period recorded voiced 
sound /ah/,  is offset forward in time by one voiced period; then subtracted from the preent period. The 
corresponding radar signal, used for timing the voiced speech production, is shown above in Fig. 2. 
Residuals of the acoustic cancellation are shown in the lower panel. The larger errors (i.e., residuals) appear 
at onset of speech when the software takes 2 or 3 periods to optimize the timing, as well as during some 
sound changes. No forward adaption was employed to correct for slow changes 
 
 
 
 
 
IV.  CONCLUSION 
 
The procedures described above enable one to contemplate much improved speech denial techniques, when 
compared to prior methods.  In initial studies, we have shown that over 90% of a user’s speech signal can 
be reduced in intensity and virtually the entire acoustic signal, be it voiced, unvoiced, or silence, can be 
“optimally” masked to reduce comprehension by a listener. This is possible because both the cancellation 
and masking signals are time synchronized with the user’s voice production mechanisms (e.g. coherently).  
In particular using prior voiced-acoustic information enables a cancellation signal to be prepared during the 
~0.5 ms before the presently voiced acoustic signal leaves the mouth. It is then broadcast simultaneously 
with the speaker’s natural sound to enable a useful degree of cancellation. Other types of speech such as 
silent speech periods need little processing and unvoiced segments require “colored” noise or voiced 
speech segments for masking. To further reduce intelligibility, synchronous masking uses recorded 
segments of back-ground noise, prior recorded segments of the user’s own speech, as well as other types of 
sounds which are inserted in phase with the production cycle of the user’s speech being spoken.   
 



Micro-power radars and other skin contact sensors have been considered to be too complicated for normal 
use, even by experts needing speech information protection, and other desirable properties.  However, 
increasing needs for speech fidelity in noisy environments, for user verification, for improved speech 
recognition, and for privacy are likely to be met in the future by body-worn devices as discussed here.  
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