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ABSTRACT 
 

Hot	
  electrons	
  created	
  by	
  short,	
  intense	
  laser	
  pulses	
  can	
  heat	
  solid	
  density	
  
material	
  to	
  temperatures	
  of	
  order	
  500	
  eV.	
  	
  Inertial	
  confinement	
  can	
  maintain	
  such	
  
hot-­‐dense	
  plasmas	
  for	
  times	
  of	
  order	
  10	
  ps.	
  	
  This	
  provides	
  a	
  platform	
  for	
  
measurement	
  of	
  basic	
  properties	
  of	
  hot	
  dense	
  matter,	
  such	
  as	
  opacity	
  and	
  equation-­‐
of-­‐state.	
  	
  In	
  this	
  paper	
  we	
  describe	
  the	
  role	
  of	
  computational	
  modeling	
  in	
  the	
  design	
  
and	
  analysis	
  of	
  such	
  opacity	
  experiments.	
  	
  We	
  describe	
  a	
  method	
  to	
  model	
  the	
  hot	
  
electron	
  transport	
  and	
  deposition	
  and	
  the	
  resulting	
  target	
  radiation-­‐hydrodynamics.	
  	
  
We	
  present	
  several	
  design	
  concepts	
  to	
  achieve	
  uniform,	
  long-­‐lasting	
  plasmas.	
  	
  	
  
 
1.  Introduction 
 
 The measurement of radiative opacities relevant to stellar physics and inertial 
confinement fusion has been pursued for a number of years.  Most prior research has used 
long-pulse lasers, e.g. [1,2] and Z-pinch machines, e.g. [3] to obtain opacities of materials 
with temperatures between 15 and 150 eV and densities in the range 1021-1023 
electrons/cm3.  A review of these long-pulse techniques is given by Bailey, et al. [4]. 

During this same period, it has been recognized that high intensity, short pulse 
lasers (in the ps regime) can be used to heat solid targets to temperatures in the range of 
100 to 500 eV.  Early work relied on heating by laser absorption and thermal electron 
conduction of surface or near-surface layers, e.g. [5-8].  Later work utilized deep heating 
by supra-thermal (“hot”) electrons, generated by anomalous absorption of the laser light 
[9-12, and references therein].  Measurements of the temperatures of short pulse heated 
buried layers versus target thickness and laser intensity and wavelength have been 
presented by Brown, et al. [13].  It has been found that a large fraction of the energy in a 
short, high-intensity optical laser pulse can be converted into hot electron energy at the 
surface of a solid target [14, 15, and references therein].  Laser pulses with durations of 
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order 1 ps and intensities of order 1019 W/cm2 produce electrons with energies in the 100 
keV-MeV range [16].  The hot electrons propagate tens to hundreds of microns into a 
target, where they heat the bulk material.  Due to the rapid heating, plasmas can be 
created with densities equal to the initial (solid) value, of order 1-20 g/cc and 
temperatures of order 500 eV.  This enables the creation of hot dense matter at controlled 
conditions and allows the measurement of properties such as the equation-of-state and 
opacity of the material.   

The use of short-pulse lasers for measuring opacity has been proposed [17,18] and 
preliminary experiments have been carried out [19]. The short pulse optical laser heating 
method allows the study several important opacity processes such as atomic models, 
continuum lowering, and line broadening.  This is important for applications such as 
inertial confinement fusion and for modeling of stellar structure and evolution.  It will 
also enable the study of high-temperature radiation-hydrodynamics phenomena, such as 
radiative collapse. 
 
2.  Experimental Concept 
 
 A schematic picture of an experiment to determine opacity by measuring the 
emission from an ultra-short-pulse (USP) heated target is illustrated in Figure 1 [19].  A 
specific target design comprises a light-element “tamper” foil containing a thin buried 
layer, which is irradiated on one side by a short laser pulse.  Hot electrons generated at 
the surface stream through and heat the bulk of the target, including the buried layer.  The 
x-ray emission from the layer is measured with a time resolved spectrometer.  In addition, 
the spectra of reference ions, such as H- and He-like ions, are measured and fit to 
calculations to give the temperature and density of the layer versus time. The frequency 
dependent opacity κν can be expressed in terms of the specific intensity emergent from 
the target (Iν) by solving the radiation transfer equation for a thin slab of thickness Δ𝑧:   
 

𝜅! =   
−ln  [1− 𝐼! 𝐵! 𝑇 ]

Δ𝑧 , 

 
where 𝐵! 𝑇   is the Planck function and we have assumed local thermodynamic 
equilibrium (LTE).  The intensity is determined from the measured signal strength 
(power/frequency), knowing the emission area of the target and the angular acceptance 
and efficiency of the spectrometer.    
 The design of a target for opacity measurements must consider several goals, such 



as achieving the desired temperature and density, achieving uniformity in these 
conditions in space and time, achieving LTE or near-LTE conditions, and producing 
sufficient x-ray emission to record high signal-to-noise spectra.  Parameters such as the 
composition, structure, and size of the target and the wavelength, energy, duration, and 
focal spot size of the laser pulses are to be chosen to achieve the design goals.  We 
describe the design of such experiments utilizing computational modeling. 
 
3.  Simulation methodology 
 
 We use the LASNEX radiation-hydrodynamics computer program to model the 
target dynamics [20, 21]. Initially developed to model laser inertial confinement fusion, 
LASNEX includes models for laser propagation, compressible hydrodynamics, atomic 
ionization and excitation, heat conduction and radiation transport, among other processes.  
All of these models are coupled together to allow time-dependent simulations of laser-
heated targets.  Most importantly for this work, LASNEX contains a model for the 
transport and coupling of supra-thermal or hot electrons [22].  The hot electrons are 
treated by a multi-group diffusion model, which accounts for self-consistent electric 
fields, assuming quasi-neutrality.  This includes a cold return current that balances the 
current of hot electrons flowing out of the source region.  The velocity is assumed to be 
isotropic, to first order, with the drift velocity small compared to the thermal velocities.  
There are no magnetic fields and reflecting boundary conditions are imposed, meaning 
that the escape of electrons from the target is not allowed.  This assumption is justified by 
estimating the escape fraction with a capacitor model [23,24].  Energy is coupled from 
the hot electrons to the cold matter by three processes:  Coulomb collisions between hot 
and cold electrons, resistive heating due to the cold return current (also known as “J•E” 
heating), and hot-electron pressure gradient (“PdV”) work.  The other physics models we 
use are an average atom model for atomic physics, flux-limited electron heat conduction, 
Lagrangian hydrodynamics, and multi-group diffusion x-ray transport.   
 The work presented here assumes one-dimensional plane-parallel symmetry.  This 
is expected to be a reasonable approximation for the hydrodynamic and radiative 
properties of the thin buried layer for which we want to measure the opacity. However, it 
does not account for lateral transport of hot electrons.  The LASNEX-based model is not 
very accurate for such transport due to its lack of angularly resolved transport and 
magnetic fields.  We therefore stick with one-dimensional calculations and adjust the 
input power of hot electrons to account for both the uncertain laser conversion efficiency 
and lateral transport of the hot electrons. 



 To model short-laser-pulse heated targets, we assume that a fraction of the laser 
energy is transferred to hot electrons, placed in a thin region (0.1 µm-thick) at the surface 
of the target with a temporal pulse equal to that of the laser pulse.  The fraction is based 
on past experiments and particle-in-cell simulations [15].  We assume that the initial 
energy distribution is Maxwellian [14,25]. The simulation is thus driven by the transport 
of the hot electrons and their energy and momentum coupling to the cold matter.  
 
4.  Simulation Results 
 
 We first present results from a target containing an Al buried layer similar to the 
targets described in ref. [13].  The target has a 0.15-µm-thick layer of Al, with 6 µm of 
plastic (“CH”) on the front and 2 µm on the back.  We input a 0.5 ps flattop pulse of hot 
electrons with a temperature of 300 keV and an intensity of 3.8x1017W/cm2.  This 
intensity, which is approximately 4% of the laser intensity in the experiments, was 
chosen to match the temperatures inferred in the experiments.  This percentage represents 
both the conversion efficiency of laser light to hot electron energy and a loss due to 
lateral transport. We typically simulate 20 ps of time, utilizing 300 spatial zones and 
4,000 time-steps.  Simulations take 10-60 minutes on single processor computers. 
In this simulation nearly all of the hot electron energy is coupled to the target in 20 ps.  
Approximately 59% goes into PdV coupling, mainly on the outer layers of the target, 
36% is coupled to the thermal electrons by collisions and 5% by resistive heating.  About 
6% of the coupled energy is lost by radiative cooling.   
 Figure 2 shows the time and space dependence of the electron temperature and the 
mass density of the target.  The hot electrons are injected at the right side of the panels, at 
z=8 µm.  Figure 2a shows a build-up to maximum temperature in about 4 ps and a spatial 
gradient from the front to the back of the target (right to left).  The Al layer, which starts 
out at 2 µm, remains slightly cooler than the surrounding CH, due to radiative cooling.  
The temperature within the layer is nearly uniform.  The density plot in 2b shows an early 
expansion of the Al followed by a period of fairly constant density.  We also see 
rarefaction waves traveling inward from the surfaces of the CH.  The rarefaction from the 
rear surface (Z=0) reaches the Al layer at 10 ps.  After that time, the layer begins to 
expand and move towards the left, pushed by the pressure gradient, which is related to 
the temperature gradient.   
 The time variation of the temperature and density at the center of the Al layer are 
shown in Figure 3. The conditions are nearly constant between 2 and 12 ps, with Te = 
510 ±50 eV and ρ = 1.8±0.2 g/cc.  This temperature is within the range measured using 



similar targets at the HELEN laser [13].  This target provides a 10-ps-long period with 
constant and uniform high-temperature-high density plasma conditions, during which 
opacity could be measured. 
 Several target concepts can be invoked to achieve different densities and 
temperatures.  The temperature can be adjusted by varying the irradiance–within the 
constraints of laser system available.  The density can be varied by using a higher density 
tamper material and/or by using a long pulse laser to pre-compress the target.  Figure 4 
shows the evolution of the layer conditions for 3 different tamper materials, CH, 
amorphous carbon (aC), and diamond, with densities of 1.1, 2.0 and 3.5 g/cc, 
respectively. The CH tamper was the same thickness as for the case considered in Figs. 2 
and 3, but the Al layer was placed in the center of the target rather than towards the back.  
The targets with the other tamper materials have the same mass column density (ρΔz) and 
are therefore thinner than the CH target.  The density of the layer during the stationary 
period increases with increasing tamper density (panel a), while the peak temperature is 
relatively constant (panel b).  The increased density is accompanied by a shorter 
stationary period, before the layer decompresses.    
 We can also increase the density by using a long pulse laser to irradiate the back 
of the target and drive a shock wave through it [19].  A simulation has been done using a 
200-ps long flattop pulse at an intensity of 6x1014 W/cm2 irradiating a 14-µm thick 
diamond target containing a 0.15-µm Al layer located 4 µm from the front side.  At the 
end of the long pulse, a short 0.5 ps hot electron pulse is imposed at the front side, as in 
the previous example.  The target evolution is shown in Figure 5.  The long pulse laser 
drives a shock through the diamond at a speed of about 55 µm/ns.  The shock compresses 
the diamond by a factor of about 3.3 to a density of 11.5 g/cc (panel a).   The shock raises 
the temperature to about 20 eV.  The shock then hits the Al layer at 180 ps, compressing 
it to 12 g/cc.  We turn on the short pulse at 200 ps and achieve a temperature of 550 eV 
(not shown in the figure).  Further simulations show that we can achieve lower densities 
by lower the long pulse laser intensity.  For example, with an intensity of 2x1013 W/cm2, 
we get a density of 7 g/cc.  The shock velocity is smaller so that a longer period must be 
allowed between the long and short pulses–800 ps in this example.  By invoking the two 
methods just described, one can achieve densities between 1.8 and 12 g/cc in an Al 
buried layer. 
 
5.  Stellar Opacity Experiment 
 
 Opacity is a key property determining the structure and evolution of the sun and 



similar stars. Our understanding of stars relies heavily on computational models, which in 
turn rely on theoretical opacities.  It is fundamental to check the accuracy of these 
opacities with direct experimental measurements. There is currently particular interest in 
the upper region of the radiative zone of the sun, extending up to the boundary with the 
convective zone.   This region has temperatures between 150 and 400 eV and electron 
densities between 1023 and 1024 cm-3, as shown in Figure 6 [26].  There is currently a 
disagreement between model predictions and helio-seismic observations, which could be 
reconciled if the Rosseland mean opacities were approximately 10-20% larger than the 
theoretically calculated values [27].  The main elements of interest are oxygen, which is 
responsible for  ~35% of the opacity at the boundary, and iron, which contributes up to 
20% in the radiative zone.  Iron is a prime candidate for experimental study due to its 
large contribution and its complex spectrum, which is difficult to calculate.  Several 
groups have proposed and/or performed experiments on stellar opacity, as reviewed in 
refs. [4, 28].  A recent paper proposes an experiment using the long-pulse NIF laser [29].  
 We propose a short-pulse laser experiment to measure stellar opacity.  To access 
conditions appropriate to the radiative region of the sun, we propose a CH tamped target 
similar to those discussed above.  The first design assumes a 0.1 µm Fe layer at the center 
of a 9 µm-thick CH tamper.  In order to achieve a temperature of around 300 eV, the hot 
electron intensity in a 1D simulation is 2.4x1017 W/cm2, 40% lower than in the previous 
examples.  Based on the experimental results of ref. [13], we estimate that this could be 
obtained with 0.53 µm laser light at an intensity of approximately 5x1018 W/cm2.  
Simulated temperature and electron density histories are shown in Figure 7. The Fe layer 
behaves somewhat differently from the Al layer discussed previously.  The electron 
density initially increases as the layer gets heated up and ionized during the first ps (Fig. 
7a).  Then the iron layer expands for a few ps, since its density is much higher than the 
surrounding CH.  This is followed by a period when the density increases from 4 to 
6x1023cm-3 between 3 and 23 ps, accompanied by a decreasing temperature from 260 to 
200 eV.  This response is governed by radiative cooling. About 11% of input hot electron 
energy is radiated in this case.  Since the iron radiates more effectively than the 
surrounding CH, its temperature drops below that of the CH.  This causes a pressure 
gradient, which compresses the layer.  This radiative cooling and collapse period ends 
when rarefaction waves from the target surfaces reach the center and the layer expands 
and cools rapidly after 23 ps. 
 The specific intensity emitted by the Fe buried layer target at a time of 5 ps, near 
peak emission, is shown in Figure 8.  The spectral calculation uses the DCA (detailed 
configuration accounting) atomic model within Lasnex [30, 31].  This model includes 



multiple ionization stages and angular momentum splitting of the principal quantum 
shells and therefore produces a more detailed spectrum than the average atom model.  
The spectrum is dominated by L-shell emission of Fe+16 – Fe+19 in the region between 
0.8 and 1.1 keV.  The rising emission towards lower energy is mainly from the CH 
tamper foil.  The emission lasts approximately 20 ps.  The intensity level of around 
6x1013W/keV/cm2/sr is somewhat smaller than the L-shell intensity measured from Ge 
targets at the HELEN laser [19] and is expected to be detectable with sensitive 
spectrometers. 
 An alternate target design enables one to obtain somewhat lower and more 
constant density conditions.  This is accomplished by using a layer with a mixture of Fe 
and CH. We have performed simulations for layers with 10% and 20% atomic 
concentration of Fe, again at the center of an 9 µm, pure CH foil.  The thickness of the 
layer is chosen to maintain the same amount of Fe.  The density is specified by adding the 
concentration-weighted specific volumes of the solid materials.  Thus the 10% layer has a 
density of 1.52 g/cc and a thickness of 1.59 µm.  The results of simulations for targets 
with 10 and 20% Fe are shown in Figure 7.   The 10% target shows a 20 ps period in 
which the density is nearly constant at 4x1023 (± 10%), while the temperature varies from 
290 to 210 eV.  The experimental fielding of buried Fe layer targets should allow the 
measurement of opacity in an important spectral region for stellar modeling 
 
6.  Conclusions 
 
 We have presented numerical simulations of thin buried layer targets heated by 
hot electrons generated by high intensity short laser pulses.  We have found that layers of 
order 0.1 µm in foils several µm in thickness can be heated to temperatures of 
approximately 500 eV at densities near the original solid value, in agreement with recent 
experiments.   We show that alternate tamper materials can produce buried layers of 
different densities.  The use of a long pulse irradiating one side of the target produces a 
shock wave, which pre-compresses the target and leads to a higher density layer that can 
be heated by a short pulse incident on the other side of the target.  Finally, we propose 
that opacities relevant to the solar interior can be measurement by x-ray emission from a 
short pulse heated target 
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Figure Captions 
 
1.  Short pulse heated target.  A short laser pulse, incident from the right, creates hot 
electrons, which heat a thin, layered target.  An x-ray spectrometer records the emission, 
from which the opacity of the buried layer is determined.   
 
2.  Space-time plot of plasma variables for a CH/Al/CH target.  The laser hits the right 
side of the target and the hot electron energy is input in a thin region.  The hot electron 
source has an intensity of 3.8x1017 W/cm2, a pulse length of 0.5 ps and a temperature of 
300 keV.  The target is 8 µm thick, with a 0.15-µm-thick Al layer placed 6 µm from the 
front surface.  Panel (a) shows the temperature, while panel (b) shows the density.  The 
color scale for both variables is presented in the middle of the figure.  
 
3. Density and temperature history of the Al layer.  The target and laser parameters are 
the same as for Figure 2.  A period of nearly constant conditions is indicated by the box. 
 
4.  Density and temperature histories of Al layer with different tamper materials.  The 
layer is placed at the center of the target.  Panel (a) shows the density for CH, amorphous 
carbon (aC) and diamond tampers, as indicated, while panel (b) shows the temperature.  
The target thicknesses are chosen to maintain the same mass column density as the 
tamper density is varied. 
 
5.  Density and temperature profiles for long pulse compressed target.  The target is a 14-
µm-thick diamond foil with a 0.15 µm Al-layer placed 4-µm from the right side.  The 
long pulse laser irradiates the left side and the short-pulse laser hits the right side.  Panel 
(a) shows density profiles at various times ranging from 20 to 200 ps.  Panel (b) shows 
the temperature.  A shock wave created by the ablation pressure of the long pulse 
propagates through the target, passing the layer at approximately 180 ps.  The short pulse 
laser is then fired, heating the compressed target. 
 
6.  Electron density/temperature profile of the sun.  The surface is at the lower left, while 
the center is at the upper right.  The vertical line marks the radiative/convective 
boundary.  The main region of interest for opacity measurements is in the upper part of 
the radiative region as indicated.  The data are from the standard solar model of ref. [26]. 
 
7.  Electron density and temperature history of Fe layer.  The targets comprise a 9-µm-
thick CH foil with Fe or Fe/CH layers in the center.  Panels (a) shows the electron density 
and vs. time for 3 different Fe concentrations as labeled, while panel (b) shows the 
electron temperature. 
 
8.  Emitted specific intensity of a buried Fe layer target.  The target comprises a 9-µm 
thick CH foil with a 0.1 µm Fe layer in the center.  The emission is presented at 5 ps.   
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