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image with a few values of λ and selected the value that gave
the best visual result. In Eqn. (3), I1 is an indicator function:

I1(j) =

{
1 XOrig(j) > M1

0 otherwise. (4)

The threshold M1 is set to 4000 Modified Hounsfield units
(MHU). A voxel above this threshold is interpreted to contain
metal or be close to metal. The MHU scale has an offset
of 1000 relative to the conventional Hounsfield scale, so that
water is 1000 MHU and air is zero. We use MHU rather than
HU to simplify the summation.

The summation in Eqn. (3) represents the path length
through metal of the ray that gives projection sample i.
We choose an exponential weighting function because the
attenuation of x-rays follows the Beer-Lambert law [2], and
the weights are monotonic and smooth. WXOrig is computed
once per image and then is kept constant for the optimization
problem. Therefore, although WXOrig depends on the image,
the first term in Eqn. (2) is quadratic.

The regularization term ||x||TV is the total variation norm
and β is its strength. The total variation norm is popular in
compressive sensing, and it has been used for reconstruction
from incomplete data [39], [43]. It rewards sparsity of the
gradient. Since this norm is the L1-norm of a linear operator,
it keeps the optimization problem convex. Regularization is
needed for stability but it also contributes to the reduction of
artifacts. However, the artifact reduction is mainly achieved
by the weights and constraint.

Now we discuss the constraint in the second line of Eqn (2).
The symbol � denotes a vector inequality. This is a linear
constraint that has not yet been explored in the MAR literature.
It is motivated by the knowledge that the metal artifacts are
largely due to beam hardening and scatter. These phenomena
are not additive noise. Both work in the same direction: the
measured attenuation is lower than the ideal (monoenergetic
equivalent) attenuation, neglecting noise. Further details about
beam hardening are in Appendix A. We discard the non-
negativity constraint of previous MAR literature, because the
source of the beam hardening and scatter artifacts is addressed
by the new constraint. IP is a diagonal matrix containing a
second indicator function for metal.

IP = diag(p(i)) =

 1
V∑
j=1

aijI2(j) > T

0 otherwise

(5)

and

I2(j) =

{
1 XOrig(j) > M2

0 otherwise, (6)

where M2 is set to 8000 MHU. Since we have noisy measure-
ments, we make an allowance for noise in the constraint. The
term σp is a vector containing the standard deviation (SD) of
the noise estimated per sample. The estimate of the noise in
each sample is derived by established methods [2], [44], [45].
Note that we have used two different metal thresholds. For
weighting, we use M1 = 4000 MHU, and for the constraint
we use M2 = 8000 MHU. This is because we apply the
constraint only for high atomic number metals such as copper

or iron, for which signifcant beam hardening is expected. We
have not applied the constraint for aluminum, because the
hardening from aluminum is smaller, so the constraint may
not be robust enough against partial volume and blurring from
higher atomic number metal objects which may result in lower
CT values. The threshold T represents reprojection through 20
voxel widths. Setting T > 0 reduces the chance of including
voxels wtih high values due to blurring from adjacent voxels,
while still including voxels in the interior of high density metal
structures whose values are lowered by beam-hardening.

B. Practical Implementation

The description of the implementation is broken up into
three subsections, and illustrated in Fig. 1.

1) Identification of metal in the image and sinogram:
An FBP reconstruction of the scanner sinogram gives the

original image, XOrig. Matlab’s standard functions were used
for all FBP reconstructions. We use a simple segmentation
technique, region growing, to identify image regions contain-
ing metal [46]. If a piece of metal has a mass (calculated as
CT density times volume) above a minimum mass threshold,
its trace in the sinogram is calculated and will be replaced.

2) Construction of the prior-image:
The prior-image should represent the attenuation of objects

that are dense enough to cause secondary artifacts, such as
water, rubber and plastics. In the numerical solution, it is
not important to capture textures, to accurately reconstruct
non-dense materials such as fabric, or to match the spatial
resolution of XOrig. We decrease the size of the problem
by solving for a miniature image. The miniature image is
reduced by four in each dimension, therefore by a factor of 16
altogether. Building miniature images allows us also to reduce
the size of our sinogram. We low-pass filter the projections in
view and sample directions, and downsample by a factor of
four in the view direction and four in the sample direction.
This miniaturization allowed us to overcome computational
limitations. The total reduction in size reduces reconstruction
time by a factor of 163.

We forward project the metal voxels to calculate the attenua-
tion from metal and calculate the weights from Eqn. (3). (Note
that we can only approximate the attenuation from metal in this
way because beam hardening degrades the reconstruction of
the metal itself.) The quadratic program expressed in Eqn. (2)
is solved using the Mosek software (Mosek ApS, Denmark)
[47]. A was generated by forward projection software [48].

Let the optimal solution be denoted Xmini
C . Xmini

C can be
upsampled to the same size as the original image XOrig and
directly used as the prior-image, but we do not do so because
although larger structures are preserved, small structures are
degraded. Instead, we reconstruct a second image by minimiz-
ing the following objective function:

min
x

(Ax− b)T (Ax− b) + β2||x||TV . (7)

Let the optimal solution to the above equation be Xmini
LS . In

Eqn. (7), there are no weights or constraints. The regularization
strength here is β2 = 0.1β in Eqn. (2). We use a smaller
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Fig. 1. Pictorial representation of the construction of the prior-image. The flow starts with the scanner sinogram, shown in the center. The optimal solutions
to Eqns. (2) and (7) are shown in the smaller images (not to scale).

strength here because we want less interference with the metal
artifact structure.

The difference between Xmini
C and Xmini

LS gives an image
consisting mainly of artifacts Xmini

A .

Xmini
A = Xmini

LS −Xmini
C (8)

We upsample Xmini
A using bicubic interpolation to get a full-

size artifact only image XA. Artifacts are removed from XOrig

by subtracting XA:

X
′

Prior(j) = XOrig(j)−XA(j) (9)

The minimization of Eqn. (7) can also be solved by the
Mosek solver but we used NESTA [41] because it was faster.
NESTA does not allow constraints. There are two more simple
but helpful steps. We copy the segmented metal voxels from
the original image to the prior-image. This gives us more
accurate trace boundaries. More importantly, metal contributes
high contrast structures, which should be preserved in the
prior-image. Lastly, we clip the small CT values (i.e., below
500 MHU) to the value of air.

XPrior(j) =

{
X

′

Prior(j) X
′

Prior(j) ≥ 500
0 otherwise.

(10)

This removes smaller residual artifacts and any artificial tex-
tures created in low density materials such as clothing.

3) Sinogram replacement and final reconstruction:
In this step, (not shown in Fig. 1), we forward project

the prior-image, and use a previously published method to
replace metal trace data [7]. This method is similar to that
in [8] and [13]. The replacement of the metal trace is also
called projection or sinogram completion. In this sinogram
replacement method, we compute the difference between the
original sinogram and the reprojection. We interpolate over the
metal trace in these difference projections and get the error.
The error is subtracted from the original sinogram, giving us
a corrected sinogram. The corrected sinogram is reconstructed
with FBP. We have improved upon [7] by fitting the data rather
than using linear interpolation, and by blending the corrected
with the original sinogram data using Parker weights.

Our original and final image size is 512× 512 voxels, and
the sinogram size is 1024× 720. Due to the downsampling of
the sinogram and image, the A matrix size is 46080× 16384.

C. Data and Scanner Description

Our data set is obtained from the ALERT group at North-
eastern University [49] and consists of scanner data from eight
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bags. Bags were packed with various levels of clutter and
included an assortment of metallic objects. There were also
metallic bag parts. In each bag, there were some objects with
uniform attenuation, e.g., contained liquids. The bags were
scanned on an electron beam scanner (Imatron, San Francisco,
California). The scan technique parameters were 130 kVp, 63
mAs, axial half-scan, 1.5 mm slice thickness, a 475 mm fiield
of view, 864 views and 888 samples per view. There was a 1.3-
mm increment during the slice acquisition, and a cone angle
of 0.3 degrees. These cannot be compensated with a single-
slice half-scan. The scanner projection data were corrected for
offset (dark current), gain, and beam hardening by water (water
calibration) [50]. The correction was water-based because the
Imatron is a medical scanner. Although another calibration
material for luggage screening may improve overall image
quality, to our knowledge there is no industry standard for
a substitute. No scatter correction was applied.

D. Evaluation

The MAR algorithm was evaluated visually and by three
quantitative measures that measure different aspects of quality.
The first measure is based on uniform objects. Existing MAR
literature has used phantoms with uniform regions to evaluate
the effectiveness of MAR [8], [51]. In our case, each bag
contains objects with uniform attenuation, such as contained
liquids. In the original images, we manually segment those
image regions that we know should be uniform. For each
such region, in both the original and MAR images, we char-
acterize the CT number distribution in MHU with minimum,
maximum, mean and SD. We also measure the Kolmogorov-
Smirnoff (KS2) divergence between the original and MAR
images.

The second measure is a sinogram-based error [52]. The
sinogram-based error is the L2-norm of the difference of orig-
inal and synthetic sinograms computed on metal-free samples,
normalized by the L2-norm of the original sinogram. The final
measure is a reference-free image gradient-based score [52].
The gradient-based score measures the sum of all image gradi-
ents. Lower scores correspond to better image quality. We have
normalized this score by the value computed on the original
images. In addition, we have applied the gradient-based score
in 10 pixel-wide bands outside the uniform regions. These
bands contain the object boundaries. Since we do not want to
lose edges, higher values of this score represent better images.

We evaluate our performance against the iterative projection
replacement (IPR) method [12]. We chose this method as a
benchmark because of its good results on medical images,
and because it makes no assumptions about image content,
which makes it more robust than methods specific to medical
imaging. We did not compare with the more commonly used
benchmark LI-MAR [5] because of its poorer performance
than IPR. We computed optimal solutions of the same size
as with our method. This made it possible to reconstruct the
images on our 16-processor GPU with 96 GB RAM using
their preferred solver, NESTA [41], and optimization problem
definition. While the authors do not specify image sizes in
[12], they state that resolution matching is not required.

We make some improvements to the IPR prior. We copy
the original metal into the prior-image, and set any negative
voxels to the value of air (0 MHU). These are trivial changes
with large improvements in image quality, and are done in
most sinogram replacement methods. IPR substitutes the metal
traces in the scanner sinogram with reprojected prior-image
traces. Substitution may result in discontinuities at the edges
of metal traces, hence it may not give good data estimates
[13]. Therefore, in addition to IPR results, we compute and
present the results of using [7] for data replacement, along
with the clipping in Eqn. (10) to further reduce blurring, and
call this IPR+.

III. RESULTS AND DISCUSSION

We first show one image reconstructed in various ways, in
order to qualitatively explain the image quality improvements
from our method. Next, we present original and MAR images
from more test cases for visual assessment. Third, we show
the quantitative results and compare our results with those
of a previously published method visually and quantitatively.
Finally, we present additional experiments that give a better
understanding of the methods.

A. Qualitative Explanation of Image Quality

Fig. 2 shows a 2D image through one bag. The original
image with artifacts is in (a) and the MAR image is in (b).
The metal artifacts are visually reduced in the MAR image,
and this is later confirmed by the quantitative evaluation. For
comparison, a regularized WLS image without constraints is
shown in Fig. 2(c). This image removes most of the artifacts
from the uniform objects. However, the area around the metal
continues to show some artifacts. An image representing a
benchmark MAR method [5] used in current literature is
shown in Fig. 2(d). This image is reconstructed by sinogram
replacement without any prior-image (but with identical data
fitting, interpolation and blending). The dashed oval shows an
example of secondary artifacts, and of the loss of edges. This
image is not much better than the original image.

As noted in Section I, previous numeric methods discard
all metal data. We demonstrate that discarding all metal traces
leads to a loss in image quality. Figs. 3 and 4(a) show the
optimal solution image when all metal-containing projection
samples are discarded. Fig. 3(a) shows the optimal solution
of the unconstrained problem described in [12]. No metal is
visible here because metal traces are discarded. If we use this
as the prior-image with our own sinogram replacement, we
get the image shown in Fig. 3(b). Our metal trace estimation
is an improvement over data substitution defined in [12] as
discussed in more detail below, but we make this comparison
because we wish to compare only the effect of prior-images. In
Fig. 3(b), the large circular liquid object is distorted in shape,
and dark shadows are present in each of the four uniform
objects. The same shadows can be identified in Fig. 3(a).

The effect of the non-negativity constraint along with the
deletion of all metal samples is shown by numeric reconstruc-
tions in Fig. 4. This experiment demonstrates that there is a
loss of image quality when all metal is deleted, and that the
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(a) (b)

(c) (d)
Fig. 2. Image reconstructions of an image from Bag 1. (a) Original image with arrows pointing to the metal artifacts, (b) our method, (c) unconstrained WLS
+ TV, and (d) sinogram replacement without a prior-image. Window width (WW) = 2500, window-level (WL)=750 MHU. Numbered objects are shown in
(a), these denote uniform objects which are quantitatively evaluated in Table I.

non-negativity constraint allows some artifacts to persist, as
long as the voxel values do not drop below zero. In Fig. 4(a) all
metal data is discarded. Consequently, objects 1, 3, and 4 are
fused, and there is dark shading in objects 1 and 3. Weighting
instead of discarding metal trace data separates the fused
objects as shown in Fig. 4(b). However, the non-negativity
constraint still allows dark shading in object 2 in this image.
While it is true that CT image values should not be negative,
noise, in addition to metal artifacts, can cause negative values
in air. The non-negativity constraint is indiscriminate in that
it ignores the sources of negative values, while our constraint
anticipates where the difference between the measured data
and the forward model should be negative.

B. Visual Evaluation

More test cases are shown in Figs. 5 and 6 which contain
pairs of original and MAR images. In each test case, the MAR
image has less severe artifacts than the original image.

• Bag 2 contains a long piece of metal. MAR removes
the curved bright artifact under it and reduces the dark
streaks.

• Bag 3 shows a dark streak that lowers amplitude by 200-
300 MHU, which could result in objects being split by
ATR. The arrow points to a bright artifact, which could
result in the water phantom and the sheets below the

metal to be merged. The large dark streak, smaller streaks
and bright artifact are reduced by MAR.

• Bag 4 has an image with a large amount of metal inside
and outside a boom-box. The original image has a dark
shading artifact in the uniform object, but the MAR image
has reduced shading.

• Bag 5 has some new fine streaks in the uniform object due
to the many interpolations needed for the cluster of metal
objects at the top and from errors between the scanner
and synthetic projections of such small dense objects.

• In Bag 6, the object with fine detail on the right hand
side of the suitcase appears to be split by the artifact in
the original, but is restored after MAR.

In all cases, we see that large dark artifacts between metal
pieces or along the long axes of metal pieces are nearly elim-
inated along with the bright shadows perpendicular to them.
These large artifacts are nearly eliminated while the structure
of the contents is preserved, because the prior-image included
most of the structures but not the artifacts. The narrower
streaks are nearly eliminated simply from the interpolation
across the traces of the small metal objects. The metal region
may not be well reconstructed because we build our prior-
image by de-emphasizing metal projections. Although we copy
over the metal voxels, if fine spaces exist between metal voxels
exist, they will not be recovered. MAR algorithms can be
expected to degrade metal voxels and their neighborhood when
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(a) (b)
Fig. 3. Images showing the effect of discarding all metal-contaminated projection samples. (a) The optimal solution of an unconstrained regularized LS
solution [12]. (b) MAR image obtained by using the image in (a) as a prior-image (after metal voxels are restored). WW=2500, WL=750.

(a) (b)
Fig. 4. Numeric reconstructions (optimal solutions) with the non-negativity constraint. (a) All metal projection data are discarded and the non-negativity
constraint is applied. (b) Our weighting function and the non-negativity constraint, but not the constraint in Eqn. (2). WW=2500, WL=750 MHU.

they delete or de-emphasize metal projections.

Although there is an overall improvement with MAR in all
images, our algorithm has shortcomings as shown in Fig. 6.
A pot (indicated by a white arrow) in Bag 7 throws off beam
hardening artifact (horizontal streak from the base of the pot).
This is not corrected because the pot was not segmented as
metal (its CT density is not high enough, probably because it
is thin, made of aluminum, and blurred by the system transfer
function). The small water bottle (labeled 1) appears fused to
the metal above it in the original image, due to bright, smooth
metal artifact. With MAR, this bottle is separated but not well
restored. Since it is adjacent to a large piece of metal, when
the metal traces are given lower weight, most of the projection
samples corresponding to this bottle are also de-emphasized,
and in effect, we lose too much data. The larger bottle (labeled
2), however, does not share as much data with the metal object.
High amplitude streaks through object 2 are reduced, but it
also appears joined to the metal.

Bag 8 contains a laptop and metallic bag parts, which
create streaks through the water. After MAR, residual artifact
is visible in the water. There is also a loss of resolution
along the streaks. The loss of resolution, especially along the
streaks, is a phenomenon common to most MAR algorithms
[28], [53]. During data replacement, interpolation across metal
traces blurs edges along the rays unless the edges are perfectly

captured in the prior-image. However, some of the edges in this
image are due to soft materials and thin layers, and therefore
are not preserved in the prior-image.

C. Quantitative Evaluation

Each bag contains some uniform objects, that are shown
numbered in the original images in Figs 2, 5 and 6. The
CT number distributions within these objects were measured.
The results are given in Table I. The object numbers in the
table correspond to the numbering in the original images. The
table reveals that the maximum and minimum CT values are
closer to the mean value in the MAR images than in the
original images. The SD is smaller in the MAR images than
the originals for all but one object (object 1 in Bag 7). The
KS2 test-statistic is shown in the table column labeled KS2.
According to the KS2 test, the CT number distributions are
different at the 0.05 significance level (p-values not shown).
When we consider KS2 along with the SD scores, the KS2
scores tell us that the lower std dev of MAR images is not
caused simply by long tails of the CT number distribution.
A few uniform objects were scanned separately. Their means
were measured and are given in Table I. In the bags, means
shift due to metal artifacts and due to clutter. MAR brings the
means closer to the ideal values.

Table II shows a comparison of the SDs of uniform objects
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Bag Obj Min Max Mean Ideal Std KS2

Bag 1

O1 155 1296 843 159 0.34MO1 713 1080 886 48
O2 380 1140 769 133 0.41MO2 623 1061 843 65
O3 582 1457 988 162 0.15MO3 632 1309 1006 114
O4 692 1327 1025 79 0.25MO4 474 1212 979 72

Bag 2 O1 513 850 690 41 0.07MO1 552 850 687 36

Bag 3

O1 306 1352 695 201 0.46MO1 569 1116 867 101
O2 814 2315 1795 1920 164 0.31MO2 962 2135 1866 74
O3 718 1868 1276 220 0.20MO3 959 1460 1260 114
O4 358 2546 1092 1004 228 0.24MO4 591 2145 1049 121
O5 -427 2644 1114 316 0.17MO5 60 1624 1131 136

Bag 4 O1 456 1155 917 111 0.14MO1 700 1129 958 65

Bag 5 O1 553 1108 991 1002 60 0.09MO1 737 1135 998 38

Bag 6

O1 837 1513 1150 106 0.04MO1 909 1431 1147 94
O2 288 1600 910 1002* 226 0.23MO2 371 1357 919 127
O3 1187 1568 1337 72 0.24MO3 1186 1529 1356 54
O4 618 1080 841 90 0.38MO4 671 1080 907 72

Bag 7

O1 862 1954 1244 143 0.69MO1 387 1912 992 182
O2 -205 1437 935 306 0.52MO2 938 1728 1230 113

Bag 8 O1 269 1229 939 1001 145 0.17MO1 504 1138 958 94

TABLE I
THE MEASURED CT NUMBER DISTRIBUTION IN UNIFORM OBJECTS. IN

THE ORIGINAL IMAGES, THESE OBJECTS (OBJ) ARE NUMBERED 1,2 ETC.,
AND AFTER MAR, THEY ARE NUMBERED M1, M2 ETC. THE SD IS

LOWER IN THE MAR IMAGE IN ALL OBJECTS BUT ONE (BAG 7, OBJECT
1). THE AVERAGE SDS WEIGHTED BY OBJECT SIZE ARE 162 AND 87
MHU FOR ORIGINAL AND MAR IMAGES RESPECTIVELY. THE IDEAL

VALUE MARKED WITH * WAS NOT AVAILABLE, BUT IS DISTILLED WATER
IN A DIFFERENT BOTTLE.

with our MAR and the IPR methods. The mean SD weighted
by object volume from IPR is 128, from IPR+ is 117 and from
our method is 87 HU. An important finding not represented by
uniformity is the distortion of objects in IPR and IPR+ images
as shown in Fig. 7. Objects appear to be fused together as a
result of their edges being blurred in the prior-image (because
all sinogram data containing metal are discarded).

Evaluation with SD alone is insufficient because SD can
be lowered just by smoothing. For example, a reconstruction
algorithm “x = 0” will result in SD being trivially zero.
Therefore, we use other measures also. Table III shows the
sinogram-based error [52]. This sinogram-based error is in-
tuitive and measures an overall error. In each bag, the error
decreases with MAR. The small difference in Bag 1 is likely
due to the fact that there are 27 pieces of metal, so much of
the sinogram is excluded. The IPR method must have the best
scores by definition, because IPR minimizes the same cost that
is measured by this error, i.e., the squared error between the
original and synthetic sinograms in the metal-free samples.

Bag Object StdIPR StdIPR+ Std. KS2 KS2+

Bag 1

O1 96 70 48 0.36 0.09
O2 109 93 65 0.36 0.13
O3 186 128 114 0.34 0.15
O4 181 125 72 0.22 0.14

Bag 2 O1 89 82 36 0.30 0.26

Bag 3

O1 129 110 101 0.30 0.17
O2 134 111 74 0.20 0.14
O3 134 95 114 0.12 0.30
O4 127 120 121 0.31 0.22
O5 165 149 136 0.19 0.11

Bag 4 O1 96 101 65 0.14 0.23
Bag 5 O1 58 43 38 0.22 0.08

Bag 6

O1 187 143 94 0.40 0.23
O2 143 136 127 0.21 0.10
O3 64 61 54 0.27 0.27
O4 130 124 72 0.26 0.15

Bag 7 O1 288 292 182 0.13 0.13
O2 148 177 113 0.14 0.16

Bag 8 O1 76 102 94 0.29 0.07
Mean 128 116 87

TABLE II
THE SD IN UNIFORM OBJECTS FOR IPR AND IPR+ AND OUR METHOD,

RESPECTIVELY DENOTED STDIPR, STDIPR+ AND -OURS. THE OBJECTS
IN EACH IMAGE ARE NUMBERED AS IN THE ORIGINAL IMAGES. THE

SYMBOLS KS2 AND KS2+ DENOTE KS2 VALUES THAT COMPARE OUR
METHOD AGAINST IPR AND IPR+ RESPECTIVELY.

Bag Bag 1 Bag 2 Bag 3 Bag 4 Bag 5 Bag 6 Bag 7 Bag 8
Orig 3.18 4.52 4.26 4.10 4.37 3.74 4.75 5.95
MAR 3.02 3.38 3.16 3.32 4.01 2.83 3.78 3.43
IPR 2.72 2.09 2.75 2.62 3.39 2.84 3.12 3.13

IPR+ 2.99 4.46 3.26 3.30 3.81 2.88 3.71 3.53

TABLE III
THE SINOGRAM-BASED ERRORS FOR EACH BAG ARE SMALLER AFTER

MAR THAN THE ORIGINAL.

Finally, we measure image gradients because the sinogram-
based error can suppress errors accumulated through repro-
jection, and does not fully capture how well resolution is
preserved. Table IV shows the gradient-based scores. In each
bag, the score decreases with MAR, indicating that the MAR
images have less metal artifacts [52]. More importantly, (since
the total gradient has the same limitation as SD), when
measured only at the boundary of uniform objects, the score
is close to that of the original image, indicating that we
do not substantially sacrifice edge sharpness to obtain lower
SD. The slightly smaller score may be due to a loss of
sharpness, or may reflect that the artifacts, which contribute
to the total gradient, are reduced. IPR shows the most loss of
edge contrast, which matches the visual assessment.

Bag Bag 1 Bag 2 Bag 3 Bag 4 Bag 5 Bag 6 Bag 7 Bag 8
MAR 0.83 0.73 0.77 0.81 0.87 0.80 0.80 0.81
IPR 0.93 0.72 0.84 0.86 0.92 0.92 0.93 0.84

IPR+ 0.80 0.71 0.73 0.77 0.87 0.77 0.76 0.80
MAR 0.94 0.98 0.92 0.95 0.98 0.95 0.91 0.95
IPR 0.89 0.96 0.86 0.91 0.92 0.91 0.88 0.92

IPR+ 0.88 0.96 0.87 0.93 0.94 0.90 0.85 0.92

TABLE IV
NORMALIZED SUM OF GRADIENT MAGNITUDES. THE TOP THREE ROWS

CONTAIN VALUES COMPUTED FROM THE ENTIRE IMAGE. LOWER SCORES
REPRESENT BETTER IMAGE QUALITY. THE BOTTOM THREE ROWS

CONTAIN VALUES COMPUTED IN THE BOUNDARY REGIONS. HIGHER
SCORES REPRESENT BETTER IMAGE QUALITY.
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D. Further analysis

In this section we discuss points that give some more insight
into this MAR method.

The LS solution without regularization is equivalent to FBP
reconstruction if adequate sampling is present [54]. Therefore,
the artifact amplitude and locations are similar in FBP and
LS solutions. The numeric solution is influenced by the
regularization term, and the FBP solution is influenced by the
reconstruction kernel, therefore the FBP and LS solutions are
different in details. When we compute the difference of the
numeric solutions, we get an image of artifacts, which we
subtract from the original image. The prior-image therefore
retains the resolution of the original FBP image, and is less
influenced by the regularization term than if the optimal
solution were used directly.

We chose exponential weights because attenuation is expo-
nential, the weights are smooth and monotonic, and a one-
parameter family of weights was easy to tune. The heuris-
tic nature of our weighting motivates the construction of a
constraint. The constraint helps to prevent errors from being
pushed elsewhere in the image. Fig. 8 shows two images with
the weights but without constraints of Eqn.( 2). By comparing
these images with those of Fig. 5, we see that it is helpful to
constrain the solutions. The regularization controls the sparsity
of the image gradient. It reduces secondary artifacts that could
arise from abrupt changes in weights. Fig. 9 demonstrates the
effect of β in Eqn. (2). The allowance for noise provides some
flexibility which is helpful when the constraints are too tight.
With the current constraint parameter tuning and noise on this
dataset, allowance for noise does not make much difference.

We are agnostic about the sinogram replacement technique.
However, the technique should be robust enough against small
errors in the prior. NMAR [53] interpolates a ratio of the
original and synthetic sinograms. When synthetic sinogram
samples have small values, this ratio has large errors. Large
errors in samples near metal will lead to secondary artifacts.
This problem occurs near metallic bag parts of a bag that is not
tightly packed, since there is little material to attenuate those
rays. Our prior-image thresholding also lowers the amplitude
of the synthetic samples. Fig. 10 shows the secondary artifacts.
All of our images reconstructed with NMAR have secondary
artifacts at least as strong as the image shown. Sinogram pre-
processing may help NMAR work with our prior.

We draw a distinction between our method and those that
perform sinogram subtraction without a prior-image, exempli-
fied by [55]. The authors find limited improvement in their
application and Fig. 11 shows this approach is ineffective
in our application. Reprojection of metal voxels cannot ac-
curately quantify the metal due to beam hardening itself, as
demonstrated by simulations in [31]. Therefore, subtraction
of synthetic projections of metal cannot reverse the beam
hardening.

IV. ONGOING WORK

There are many areas to explore for further reduction
of residual artifacts and preservation of small structures. 1)
We can improve the constraints or add to them, e.g., box

constraints per image voxel. Another example is that instead
of thresholds, alternative criteria may give better results for
determining which projections to constrain. 2) We should
explore the use of alternate objective functions [56]–[58].
3) Further research in weighting methods is likely to give
better results. We also can explore how to quantify the metal.
We used indicator functions on the metal rather than to sum
the value of the metal. The reconstructed metal itself is
degraded and forward projection cannot reliably quantify it.
Poor quantification of metal gives rise to unreliable weights.
4) More sophisticated sinogram replacement may give better
image quality e.g., with variational inpainting. 5) Alternate
materials for calibration, and scatter correction may improve
overall image quality.

Faster optimization is necessary for practical use. The
Mosek solver takes about 20 minutes to reconstruct the minia-
ture using the low precision setting. NESTA took under 2
minutes for a tolerance of 10−4. Both are general purpose
solvers. A special purpose solver may allow us to reconstruct
larger optimal images to better preserve small structures. Or
it could be used to obtain practical reconstruction times. In
medical imaging, ICD-based solvers are approaching practical
reconstruction times for full-size images [59].

Although this method was developed for luggage because of
the large amounts of metal and unpredictability of contents,
we believe this method can be applied to medical imaging.
Refinements and parameter tuning may be necessary. The
prior-image based MAR methods in medical CT have shown
that it is not necessary to preserve soft-tissue detail in the prior-
image, but it is necessary to adequately reconstruct bone, air
pockets and high contrast interfaces. The soft tissue details are
captured in the final reconstruction.

V. CONCLUSIONS

We have developed a new MAR method and tested it
on images of luggage with up to 27 pieces of metal. The
results of our method show that metal artifacts were signif-
icantly reduced based on visual assessment and quantitative
evaluation. Our contributions are in three areas. 1) A new
formulation of an optimization problem, including projection
weighting and a constraint. Methods applicable for luggage
scanning, and many MAR methods in general, discard metal
projections, but we do not, so that details and contrast are
better preserved. We use a constraint that accomodates beam
hardening and scatter, and gives better results than the non-
negativity constraint of previous literature. 2) The difference of
solutions to two different optimization problems removes the
effects of mismatched spatial resolution from FBP and optimal
solutions, and isolates the artifacts. 3) Miniaturization allows
us to directly solve the constrained optimization problem, and
subsequent upsampling allows its use in MAR.
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APPENDIX A
CONSTRAINT TO ACCOMODATE BEAM HARDENING

In this section we discuss the reason for the linear constraint
in Eqn. (2). Monoenergetic attenuation is described by the
following equation [60]:

I(s, θ) = I0e
−

∫
s+lθ∈L µ(s+lθ,E0)dl (11)

so that the log-attenuation projections are recovered by

p(s, θ) =

∫
s+lθ∈L

µ(s+ lθ, E0)dl = log

(
I0

I(s, θ)

)
(12)

The integration here is over the scanned space L between
source and detector, s is a vector representing the source
position, and θ is a unit vector in the direction from the source
position to a detector element.

For a polyenergetic spectrum denoted by S(E), attenuation
is described by the following equation [60]:

I(s, θ) =

∫
S(E)e−

∫
s+lθ∈L µ(s+lθ,E)dldE (13)

However, the measured log-attenuation projections are still
calculated with Eqn. (12). If we normalize I0 to 1, then S(E)
represents a probability mass function for the incident energy.
Consider a homogenous object. The expression

− log

∫
e−µ(E)ldE (14)

is a concave function in the path length l since it is of the
-log-sum-exp form [61]. This function includes zero, is non-
decreasing and is positive. Therefore, the measured value is
always less than the ideal. This justifies our constraint.
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Original MAR

Fig. 5. Images showing a variety of objects, metals and configurations. Each row shows one test case. Original images are shown on the left, and MAR
images are on the right. The numbered objects in the original images are uniform objects that are numerically evaluated in Table I. The black arrow in Bag
3 indicates an example of a bright metal artifact. WL/WW (HU) for Bag 1,2,4,6 = 750/2500, for Bag 3 = 850/2300, and for Bag 5 = 750/2100.
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Original MAR

Fig. 6. Original and MAR images showing some shortcomings of our method. WL/WW (HU) Bag 7: 800/2400, Bag 8: 650/2300.
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Fig. 7. Comparison of IPR, IPR+ and our method on Bags 3 (top row) and 6 (bottom row). IPR shows a loss of edges e.g., inside the dashed oval, IPR+
shows a small improvement over IPR, and our method shows the best restoration of edges. In the bottom row IPR image, arrows point to the streak artifacts
from the substitution of reprojected prior-image samples for the original sinogram samples. WL/WW Bag 3: 850/2300 Bag 6: 750/2500.
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Fig. 8. More images with the weights but not the constraints of Eqn. (2). WL/WW =750/2500. The abrupt cutting off of the water is caused by the clipping
step in the generation of the prior-image.

Fig. 9. The effect of varying β in Eqn. (2). The first four objects of Bag 1 are shown by colored lines and the weighted mean of all objects in all bags is
shown by the black line.

Fig. 10. Sinogram replacement by NMAR. Secondary artifacts are indicated by white arrows. WL/WW = 850/2300.

Fig. 11. Sinogram subtraction without a prior-image. WL/WW = 850/2300.


