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I. Introduction

HE accurate numerical prediction of the wind turbine power production and loading is a complex multi-
Tscale spatial and temporal problem. The flow upstream of the wind farm is determined by the local wind
patterns in the atmospheric boundary layer and this can be affected by the global wind patterns. The length
scale of these flow patterns are of the order of several meters/kilometers and can last for several hours. These
wind patterns interact with the turbulent boundary layer developed over the surface of the turbine blades.
The size of these boundary layers are of the order of few micro-meters and have a life time of few seconds.
The accurate predictions of both these flow regimes are necessary to provide an efficient wind farm prediction
tool. The upscaling of a micro scale code’ (adding numerical capability to predict the atmospheric wind
pattern) or downscaling of an atmospheric boundary layer code” ”(addition of capability to predict wind
turbine aerodynamics) is clearly not the optimum solution for this problem due to the multi-scale nature of
the problem. It is becoming widely acknowledged that the use of coupled mesoscale microscale approaches
are essential for improving the performance of a wind farm. The coupling procedure can be performed in two
different ways: (i) realistic inflow and (ii) synthetic inflow. In the former approach all the scales of motions
are explicitly modeled and the solvers used for the different regions of the flow are coupled together to predict
the final wind farm performance. In the latter approach, empirical methods are used to approximate the
inflow that the wind farm sees. The latter approach is computationally inexpensive compared to modeling all
the scales in the flow. However, it is unclear how the use of artificial methods affect the numerical prediction
of the turbine aerodynamics and loading under different atmospheric conditions that the wind turbine faces.
For example, Park et. al® found that for a stable boundary later, turbine-scale variables like wind-speed,
wind shear, etc. are strongly inter-related and should not be prescribed independently. However, most of
the synthetic inflow generators do not currently have the capability to account for the relation between the
different variables and the difference in results due to independently prescribing them is unclear.

To address this issue, the current study investigates coupled mesoscale microscale simulations using real-
istic and synthetic inflow. Realistic inflow is generated using the WRF-LES simulations while the synthetic
inflow is generated using prescribed inflow profile superimposed with Mann fluctuations.” For the microscale
part, four different solvers ranging from a free-wake code to a full rotor code are considered. This was done
to compare the effect of the inflow condition on the wind turbine parametrization. It is expected that there
will be differences in the loading pattern and the understanding of this issue would provide the wind farm
designers with useful information on designing the blades for wind turbines.

The rest of the abstract is arranged as follows. The details of the different solvers and the coupling
procedure is discussed in Section 2. Section 3 demonstrates the initial results from the study. Future work
is presented in Section 4.

II. Computational Tools

The computational framework consists of three different parts: (i) mesoscale solver, (ii) microscale solver
and (iii) coupling module. WRF model and a synthetic inflow model are used as the mesoscale solvers. Four
different CFD solvers of varying complexity are considered as the microscale solvers. The coupling module,
referred to as the mesoscale microscale coupling interface (MMCI) performs two functions: (i) postprocesses
the velocity flow field data from mesoscale solver to provide input and initial flow field to the microscale
solvers and (ii) sets up the overset grid assembly and interpolation between the CFD solvers. Brief description
of the mesoscale and microscale solvers are outlined below. The details of these solvers and their validation
can be found in the literature.””” Detailed description of synthetic inflow and MMCI is provided here.

A. Mesoscale Solvers
1. WRF

In this work, we use version 3.3.3 of the WRF model as the mesoscale solver for performing LES of the
atmospheric boundary layer (ABL). The WRF dynamical core and its surrounding software framework and
physics interfaces are well suited to application of atmospheric boundary layer flows, and the modeling
system has been validated for numerical weather prediction. WRF contains a number of SGS stress models
for calculation of the SGS stress tensor. The current study uses the nonlinear backscatter and anisotropy
(NBA) model of Kosovic'”»'" with a 1.5-order SGS turbulent kinetic energy (TKE) closure. The surface
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shear stress calculations were modified to specify the roughness length zy explicitly in the calculations. This
was necessary since the default value of the roughness length (zp = 0.1m) cannot be used for both the
wind farm simulations. The surface heat flux was set to zero in all the WRF simulations while the friction
velocity was calculated using the Monin-Obukhov theory. The default numerical schemes are used for spatial
discretization and time marching.

2. Synthetic Inflow Solver

The synthetic inflow solver consists of a mean velocity profile and superimposed fluctuations. The fluctuations
in the current study are generated using the algorithm developed by Mann.” This algorithm is based on
a model of the spectral tensor and is capable of simulating all three components of a three-dimensional
incompressible turbulence field. Furthermore, it can simulate turbulence with the same second order statistics
as the atmosphere. The details of the model can be found in Ref.” The model allows the generation of
anisotropic fluctuations and the ability to specify the turbulent intensity. However, the model is applicable
only to neutral boundary layer. Hence, the synthetic inflow has been implemented in two different forms:
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Figure 1. Comparison of the wind speed at z = 65 m for a neutral boundary layer on a domain size of
2048 * 2048 x 1024 m obtained from WRF: (a) Grid resolution of 128 x 128 x 256 and (b) Grid resolution of
512 x 512 x 512.

Ek

Figure 2. Comparison of the energy spectrum at z = 65 m for the coarse and fine grid cases in the previous
figure.
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Figure 3. Comparison of the wind turbine response for a generic turbine operating in the neutral boundary
layer. Inflow data was obtained from LES using OpenFOAM and aeroelastic response was studied using
NREL-FAST.

1. Inflow model: In this form, the flow-field is decomposed as follows
wi(#,) = Uy(¥) + u;(&,1) (1)

where u; is the inflow velocity, U; is the mean inflow velocity and u; is the fluctuations generated by
the model. U; can be specified using a log-law or power law. This form is applicable only for the
neutral boundary layer.

2. Small-scale model: In this method, the flow-field is decomposed as follows
wi(#,t) = Us(&, 1) + u;(7,1) (2)

where U;(Z, t) is the inflow velocity condition from LES of the atmospheric boundary layer and u;(:f:’7 t)
is the resolvable fluctuations which are generated using Mann model. To understand the need for
this term, let us consider two different WRF simulations as shown in Fig 1 and the comparison of
the energy spectra (see Fig 2). The portion of the energy beyond x« = 0.1 is not resolved in the
coarse WRF-LES simulations. However, studies of wind turbine response (see Fig 3) showed that
the small-scale structures in the atmosphere are very important from the turbine point of view and
that the turbine responds dynamically to these disturbances. In particular it was observed that the
small-scale structures corresponding to dx=1-3 m or x ~ 1 have to be accurately captured for studying
the structural response of the wind turbine. However, such fine scale computations of the atmospheric
boundary layer are not feasible. The use of the small-scale model allows us to account for the portion
of the spectrum which can be resolved by the microscale solvers and those which are not resolved
in mesoscale simulations. In addition, the main advantage of the small-scale synthetic model is its
independence of the atmospheric stability. Hence, for stable and convective boundary layers, WRF-
LES can be performed using coarse grid resolutions and the synthetic inflow through the small-scale
model can be added to account for the portion of the spectrum that is not resolved.

The ability of the small-scale model to add fluctuations over a specified range of wavenumbers is shown in
Fig. 4. Figures. 4a and b show the wind speed before and after the addition of fluctuations for a FLOWYO
horizontal resolution of 8 m with a WRF inflow resolution of 16 m.. It can be seen that the fluctuations have
been added only at the smaller scales. To show that the method works, simulations were performed for a
wind turbine blade used in the off-shore Lillgrund wind farm with turbulent inflow provides from WRF-LES
simulations at dr = 16 m. The hub-height wind speed is shown in Fig 5. It can be seen that small-scale
structures which were not resolved in the mesoscale simulations (see Fig 1a) are visible in the microscale
simulations.
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Figure 4. Instantaneous wind speed along a spanwise plane to demonstrate the synthetic small-scale model:
(a) No added fluctuations and (b) Fluctuations added using the small-scale model.

Figure 5. Wind speed at hub-height (z = 65 m) for turbine blade used in the Lillgrund wind farm. The inflow
condition has been modified using the synthetic small-scale model.
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B. Microscale CFD Solvers

Three different solvers using different levels of wind turbine parametrization are used to demonstrate the
coupling approach. These solvers range from a simple free-vortex code to a full CFD code with adaptive
mesh refinement. The free-vortex code can be coupled with the WRF data only in a traditional coupling
manner while the other two codes can be used in both, the traditional and overset manner.

1. UWake

UWake is an in-house free-vortex wake approach that uses a Lagrangian formulation of the vorticity-transport
equation to model the time evolution of vorticity fields. Considering the dominant structures in the wind
turbine flow field to be the tip and root vortices, the present analysis considers a single tip and root vortex for
each wind turbine blade, released from the blade tip and root respectively. The vortex elements are assumed
to convect with the fluid particles. With this assumption, the governing vorticity transport equation can be
expressed in Lagrangian form as
dF(d% C) Ve
t

L)~ Vi, ), )

where 7(1), () defines the position vector of a wake marker, located on a vortex filament that is trailed from
a rotor blade located at an azimuth v, and was first created when the blade was located at an azimuth
(¥ — ¢). The vorticity transport equation can then be written in the partial differential form as

df(l/%() d’F(l/J,C) _ 1 —
e = gV W) ()

The right hand side velocity accounts for the instantaneous velocity field encountered by a marker on a
vortex filament in the rotor wake. This includes the free-stream velocity, the induced velocities due to the
vortex filaments present in the wake, and the induced contributions of the bound circulation representing
the lifting rotor blades. This equation must be discretized into a set of finite difference equations that can
then be numerically integrated. The time marching algorithm is a 2nd order backward predictor corrector
algorithm. @ The velocity term in the vorticity transport equation is computed from the Biot-Savart law:

V(7) (5)

r n /ﬁxﬁ

wwre)
where V(F) is the velocity induced at a point P located at 7 relative to the vortex element dl. The integral
is evaluated over the entire length of the vortex filament. I is the total strength of the filament, and dl is an
elemental unit vector along the vortex filament. The circulation released at the blade tip is assumed to be
equal to the maximum bound circulation along the outboard half of the blade and the circulation at the root
is the negative of the maximum circulation in conformance with Helmholtz laws. The tip and root vortex
core radius is noted 7., and h is the perpendicular distance of the evaluation point from the influencing
vortex element. An appropriate aerodynamic model for the blade has to be coupled with a free-vortex wake
model to predict both the wake evolution as well as the blade loading. UWake utilizes a blade element model
for the aerodynamic modeling, with aerodynamic coefficients interpolated from tabulated 2-D airfoil data.
In addition, the Du-Selig * stall-delay model is included to account for the aerodynamics at separated flow
conditions.

2. Flowyo

Flowyo is an in-house compressible mixed finite volume/difference code that solves the strong conservative
form of the filtered Navier-Stokes equations. The spatial discretization of the derivatives are performed
either using a third-order Monotone Upstream-centered Schemes for Conservation Laws (MUSCL) scheme

or a fifth-order WENO scheme'” or a blended fourth-order central scheme. Temporal discretization is
accomplished using a second-order implicit backward difference scheme. To reduce the storage associated
with the use of the exact Jacobians, a LU-SGS scheme'’ is used for the solution of the implicit system.
The SGS stress closure can be achieved using Smagorinsky model, © 1.5-order SGS TKE closure, ” wall-
adapting local eddy viscosity model,”” detached eddy simulation®’ or delayed detached eddy simulation.

The Smagorinky and 1.5-order SGS TKE closure also have an option for using the non-linear SGS stress
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tensor of Kosovic.'”" The wind turbine can be parametrized using an actuator disc or line model in this
solver. Part of the overset grid assembly module is in-built in Flowyo.

3. Cgins

Cgins is an open-source incompressible flow solver that is continuously developed by Lawrence Livermore
National Lab as a part of the open-source overture framework, an object-oriented numerical tool for solving
partial differential equations. The spatial discretization can be performed using second or fourth order
schemes. A number of implicit time marching methods are available for temporal discretization. Pressure
velocity coupling is achieved using predictor corrector methods. The algebraic system for pressure and
velocity can be solved using multigrid or Petsc solvers. The SGS stress closure can be achieved using an
implicit-LES method. The wind turbine can be parametrized using an actuator disc in this solver. The
coupling of Cgins with MMCI is currently under development.

4. HELIOS

Helicopter Overset Simulation Tool (HELIOS), is a software framework targeted towards prediction of vortex
dominated flows seen in rotary-wing systems. HELIOS is co-developed by the U.S Army and the University
of Wyoming. In contrast to traditional CFD codes which are built on a single gridding paradigm, (e.g.
structured, unstructured or Cartesian grids) HELIOS relies on a more flexible multi-mesh approach. Body
conforming structured or unstructured grids are used for representation of the wetted surfaces, while Carte-
sian grids capable of automatic solution based adaptation are used away from the body. The multi-mesh
approach is implemented using a multiple solver model with dedicated efficient solvers for each grid type.
The communication between near-body and off-body solvers is accomplished through an automated overset
grid assembly algorithm. The execution of the entire solution scheme is orchestrated through a high level
object oriented python based computational platform. HELIOS has the capability for modeling the flow
around a real wind turbine blade.

C. Mesoscale Microscale Coupling Interface (MMCT)

This module handles the interpolation of data between the mesoscale and microscale codes. MMCI can
currently only handle one-way coupling between WRF, and the microscale codes. In this coupling approach,
the mesoscale simulations are performed first. The data from the WRF simulations are fed to MMCI and
this generates the boundary flow field information, and initial condition required for the CFD codes. The
entire framework is setup using a high level object oriented python based computational platform.

One of the important requirements in the performance of the coupled LES is the interpolation of the
SGS quantities between the different codes. This is necessary because the SGS quantities have much larger
values on the coarse WRF grids compared to the fine microscale grids. This interpolation is performed by
introducing a compatibility condition between the mesocale and microscale codes for the interpolation of the
SGS variables. As both Flowyo and HELIOS are Eulerian CFD codes, the compatibility condition required
for both these codes are the same. It is currently unclear on how to satisfy this compatibility condition in
UWake. So, the current study uses the same compatibility condition with UWake as the other two CFD
codes.

In the current study, the approach of Moeng et. al”’ is used to interpolate the viscosity and turbulent
kinetic energy at the overset boundaries. This condition can be better understood by considering the budget
of the turbulent kinetic energy, which can be symbolically written as follows

Unsteady + Convection=Production+Dissipation-+Diffusion (6)

In the above system, the convection, unsteady and diffusion terms are neglected in the overset regions and
a balance between turbulent kinetic energy (TKE) production and dissipation is considered. This results in

2 oU; k3/2
a _ 2 - o T
(214575 3,01661])8%_ Cgp (7)

where iy = CppAVk is the dynamic viscosity, Cj is a model constant, A is the filer width, p is the
fluid density, k£ is the SGS TKE, Sflj = S;j — Snn/3 is the deviatoric part of the strain tensor S;; =
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1/2(0U;/0xj + 0U;/0x;), and Cg is a model constant. If we substitute the expression for the dynamic
viscosity in Eq. (7) and neglect the second-term on the left-hand side (negligible for low-speed flows), we
obtain
k= zﬂﬁsid. oU;
CE J 8mj
If the effect of buoyancy (for convective boundary layers) or a non-linear model for SGS stress tensor is
considered, an explicit solution still exists for the TKE. Once the value of TKE is calculated at the overset
boundaries from the interpolated velocities, the dynamic viscosity can be obtained from it. The above
condition is implicitly satisfied when the Smagorinsky model is used while it has to be explicitly satisfied for
the other models. It should be noted that the grid points in the overset region are available for the solver
through iblanking and no additional effort is required to explicitly calculate the turbulent viscosity in the
overset regions.

(8)

D. Simulation Setup

The coupled numerical simulations are performed in five stages, as outlined below:
1. Generate the grid and perform the WRF simulations.
2. Generate the grid for the microscale CFD solver.

3. Set-up the MMCI interpolation information.
4. Initialize the microscale CFD solver from WRF flow field data.
5. Run the CFD simulations.

The first step is the same for all the three solvers and can be performed independently. The details of
performing LES using WRF can be found in Mirocha et. al'' and will not be repeated here. All the WRF-
LES simulations in the current study used a numerical grid which satisfies the condition: dx = dy = 4d=.
After, the WRF simulations are completed, the one-way coupling is implemented differently for each solver
and will be discussed separately. It should be noted that MMCI is able to handle all the solvers within the
same framework.

1. UWake

For simulations performed using UWake, the only requirement is that the freestream component of the
markers are obtained from WRF data. This is accomplished using a straight forward trilinear interpolation.

2. Flowyo

The domain setup for the coupled simulations using Flowyo is shown in Figs. 6a-c. The outer box in Fig. 6
is a schematic representation of the WRF domain while the inner shaded box represents the CFD domain
(referred as off-body domain). The off-body domain uses a single-block structured grid with grid refinement
in the terrain normal direction, if required. The overset grid boundaries at the interface between the off-body
domain and WRF domain is shown in Fig. 6b for a single grid line. It is not required to have only one line
in the overset region. Multiple grid points can be used and the MMCI module takes care of calculation of
the velocities and SGS quantities at all these locations. The WRF flow field information is interpolated to
the off-body domain using the MMCI module while the turbulent viscosity in the CFD domain is calculated
using Eq. (8). The same procedure is used at the boundaries between the near-body and off-body domain.
The interpolation information at the overset grid boundaries are calculated dynamically to avoid significant
overhead associated with storage of the WRF data in the memory for the entire time span. This setup is
sufficient for performing wind resource estimation studies. It should be noted that for complex terrains,
curvilinear single-block structured grids are used and the MMCI module can account for the curvature in
the terrain. Fluid Structure Interaction capability can also be added by incorporating the structural module
to the CFD solver.”* For modeling a wind turbine using actuator disc or actuator line, cylindrical structured
grids (referred as near-body domain) are overset inside the off-body domain. One such grid is used for each
turbine. This automates the grid generation process and makes it easier to add any number of turbines
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(a) (b)

Figure 6. Mesoscale-Microsale interfacer: (a) Schematic of the WRF domain (shown in red), and off-body
CFD domain (shown in blue). The inner shaded region indicates the boundaries at which data is interpolated
from the WRF to the off-body domain. (b) Schematic of the overset assembly at the top and inflow boundaries.
The CFD boundary (shown in blue, black lines represent the CFD grid) is overset within WRF cell centers
(shown in green). and (c) Schematic of the near-body actuator grid (shown in blue) overset within the off-body
grid (shown in black) in Flowyo.

Windspeedm/s: 1 2 4 5 6 7 910

Figure 7. Setup of the coupled simulation in Flowyo with a single wind turbine.

in the CFD domain in a straight forward way without the need for multiple levels of grid refinement.””
The overlapping regions of the off-body and near-body grids are shown in Fig. 6¢ for a single turbine grid.
Once the grids for all the wind turbines have been assembled, the WRF flow field information is used to
initialize both the domains. In this way, the simulations can be started using realistic initial conditions.
The simulations are performed after the initial conditions have been generated. A sample flow field for a
coupled simulation with a single wind turbine is shown in Fig. 7. It should be noted that the time step of
simulation in Flowyo is much smaller than the WRF simulations. A weighted linear interpolation is used
for interpolation of boundary data from WRF to the CFD domain at time steps which do not coincide with
the WRF data.

3. HELIOS

HELIOS mesh system consists of body conforming (termed near-body meshes) that are overlapped by a
system of nested Cartesian grids of incremental resolution. The Sexbierum site wind turbine, which was
previous analyzed by the authors’ in steady flow conditions, was chosen as the turbine model for illustration
of the setup. Near-body meshes that conform to this three bladed turbine consisted of 2.15 million grid points
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with stretched cells at the surface to provide enough resolution to match the viscous sub-layer requirement
for RANS simulations. The off-body grid system is capable of dynamic feature based adaptation and hence
grew from about 6 million grid points in the beginning to 250 million grid points in 50000 steps of unsteady
simulation (equivalent to 60 seconds of physical time).

In Figure 8(a) we show the near and off-body grid systems utilized by HELIOS. The modular MMCI
developed as part of this work is applied in the same manner as in the Flowyo simulation. The outer
boundaries of HELIOS meshes are setup such that they are overlapped by the extracted WRF boundary
representation. Consequently, weighted interpolation is performed to project velocity from WREF on to the
HELIOS outer boundaries. In Figure 8(b) we show flow visualization obtained from unsteady simulations.
The local velocity field from meso-scale simulations can be observed to induce unsteady perturbations and
cause meandering and break down of the vortex wake emanating from the turbine.

= Off-body
Near-body

Velocity field computed by
WRF interpolated on outer
boundaries of HELIOS off-
body mesh system using the
overset grid approach

(a) helios mesh system

(b) Wake response to turbulent inflow

Figure 8. (a) HELIOS mesh system consisting of near- and off-body meshes. Near-body meshes are body-
conforming and provide and effective method for resolving the viscous sub-layer near the moving wind turbine
walls (wall spacing = 1um). Off-body meshes provide nesting and adaptation capabilities and effective scaling
of the resolution to match grid resolution of WRF data (outer grid spacing = 10m). (b) Iso-vorticity contours
overlaid with velocity field after 50000 steps of unsteady simulation: velocity fields on plane parallel to the
ground and passing through the turbine hub are shown.
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III. Initial Results and Discussion

The initial results obtained from the coupled simulation are shown in the current section for UWake,
Flowyo and HELIOS. As the coupling with Cgins is currently under development, we show initial results for
a single turbine in uniform inflow. The final version of the paper will include the coupled simulation results
for Cgins.

A. UWake

A

T

(a)

Figure 9. Iso-vorticity contours for the Sexbierum turbine at 8 m/s for a (a) steady and (b) turbulent inflow.

The wind turbine blade used in the experimental Sexbierum wind farm~" was chosen for this investigation.
The WRF simulations were performed using a equal horizontal mesh resolution of 16 m and a vertical mesh
resolution of 4 m was used. The grid was uniform in all the three directions. The domain size was taken to be
2048 m in the horizontal directions and 1024 m in the vertical direction. The simulations were driven using
a uniform geostrophic wind: (ug,v4) = (10,0) m/s at a latitude of 45°. Periodic boundary conditions were
employed along the streamwise and spanwise directions. At the lower vertical boundary, the SGS stresses
were calculated using the wall-function approach with a roughness length z, = 0.1 m. A free slip boundary
condition was employed at the top of the domain. The heat flux at the surface was specified to be zero as the
simulations were performed for a neutral boundary layer. The comparison between the turbine in uniform
inflow and turbulent inflow are shown in Fig 9. The turbulent inflow has been enhanced by the addition
of the synthetic inflow. It can be seen that the addition of the fluctuations to turbulent inflow causes the
breakdown of the vortex structures in the wake which the uniform inflow case is not able to capture.

An operational off-shore wind farm operated by Vattenfall Vindkraft AB is also simulated using the
coupled approach. The installed wind turbines in the farm were 48 Siemens SWT-2.3-93 three-bladed,
upwind, horizontal-axis turbines. As the wind turbine blade information was not available, an approximate
method proposed by Churchfield” was used for generation of the aerodynamic information of the wind
turbine blade, required for actuator models. The WRF simulations were performed on a domain size of
4096 x 4096 x 1024 m with a horizontal grid resolution of 16 m and a vertical grid resolution of 4 m. The
mean wind speed and turbulent intensity profiles were matched closely to the existing conditions at the
wind farm. The hub-height wind speed for simulations performed using uniform inflow, WRF inflow, and
synthetic inflow using inflow model in shown in Fig 10.The improved resolution of the turbulent structures
in the flow is clearly evident.

B. Flowyo

Similar to UWake simulations, results obtained from Flowyo simulations are shown for both single turbine
and wind farm. Lillgrud wind turbine blade and wind farm is used for both these simulations, respectively.
The comparison of the turbine power for the uniform, turbulent inflow, and turbulent inflow with added
fluctuations is shown in Fig 11. The average power production from all the simulations are close to each
other. However, the mean values do not give any information of the turbulence in the wind farm. Contours
of instantaneous wind speed at the hub-height are shown for all the three cases in Fig 12. There is a clear
difference in the propagation and recovery of the wake. In the uniform inflow case, the wake propagates
for large distances downstream without recovery. The turbulent inflow case shows that the wake recovers
faster while this happens much faster for the turbulent inflow with added fluctuations. These results clearly

11 of 18

American Institute of Aeronautics and Astronautics



(a) Steady Inflow

(¢) Mann Turbulent Inflow

Figure 10. Hub height velocity contours at 8.5 m s~! for UWAKE with a) uniform inflow, b) WRF turbulent
inflow and c) synthetic inflow using inflow model

suggest that for a wind farm with multiple turbine scenario with multiple wake atmospheric interaction, there
will be significant difference in the instantaneous power production between turbines operating in uniform
and turbulent inflow. In particular, the mean power produced by downstream turbines in the wake of the
upstream turbine, will be much higher for the turbulent inflow case compared to the uniform inflow. Similar
to UWake simulations, the comparison of the wind speed at hub-height is shown in Fig 13 for all the three
cases for the lillgrund wind farm. Significant differences are seen and will be evaluated in detail in the final

paper.

C. Cgins

The coupling between the mesoscale and Cgins is still under development. Currently, we can perform
simulations using actuator disk parametrization of the wind turbine in uniform flow. Figure 14 shows the

12 of 18

American Institute of Aeronautics and Astronautics



2400

Steady ——
2200 ¢ Turbulent -
Turbulent - Mann e
2000 |
g 1800
< 1600
2 1400
[}
& 4200 |
1000 [

800

600 ‘ ‘ ‘ ‘ ‘
0 5000 10000 15000 20000 25000 30000

Time step

Figure 11. Comparison of the turbine power for uniform, WRF turbulent inflow and synthetic inflow using
actuator line model. The results are shown for every 50 time steps.

Windspeedm/s: 1 2 4 5 6 7 910 Windspeedmis: 1 2 4 5 6 7 810

Figure 12. Instantaneous wind speed at hub-height for single turbine scenario: (a) uniform inflow, (b) WRF
turbulent inflow and (c) synthetic inflow using inflow model.

normalized streamwise velocity behind a NREL phase VI wind turbine that was simulated using Cgins. It
can be seen that the turbine wake region is clearly captured by the simulations. The final paper will include
results from Cgins for wind turbine in turbulent inflow.
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Figure 13. Instantaneous wind speed at hub-height for the wind farm: (a) uniform inflow, (b) WRF turbulent
inflow and (c) synthetic inflow using inflow model.
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Figure 14. Streamwise velocity in a plane cut along the axis of the turbine. Simulations were performed using
Cgins with actuator disc model of the wind turbine.

D. HELIOS

HELIOS simulations were conducted for the WPS-30 turbine from the Sexbierum experimental site. The
MMCI module was used to include the effects of the atmospheric boundary layer using the strategy de-
scribed in the methodology section. In Figure 15, the thrust and power variation for the WRF /Helios
(Meso-scale/micro-scale simulation) is compared with measured power and stand-alone Helios computations
(uniform inflow). The unsteady variations in power and thrust caused by the turbulent inflow conditions is
clearly evident from these figures. Note that the mean hub-height velocity could not be exactly matched to
the uniform inflow values of 8 m/s because of constraints in adjusting the geostrophic wind and roughness
length in Meso-scale WRF simulations. The offset in mean power and thrust notable in the figures are
because of the small difference in the mean wind speed. Nonetheless, these results provide proof-of-concept
of the integrated Meso-scale/Micro-scale simulation capability developed as part of this work. To further
substantiate the effects of turbulent inflow, flow visualizations (iso-surfaces of vorticity overlaid on contours
of velocity magnitude) are shown in Figure 16. Meandering of the vortex wake and eventual breakdown are
observed in the flow visualizations. Vortex breakdown is observed to occur between 1.5 and 2.5 diameter
distance from the turbine. In uniform inflow (not shown here), the vortex wake persists to much longer
distance of about 5 diameters before beginning to breakdown. It is expected that the vortex breakdown will
be strongly correlated with the turbulence intensity of the inflow. The capability developed herein provides
enabling technology for analyzing and characterizing such effects.

50 T —— 350 T ——
a5 WRF/Helios | WRF/Helios
Helios (8 m/s) - 300 Helios (8 m/s) -
40 1 250 | Measured (8 m/s)
35 | :
Z 30| S 200 ¢
= 25 = 150 j
3 20 2 100
F 15 £ 50k
10 |
5 0
0 -50
s .. -100 R —
0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40
time [seconds] time [seconds]
(a) Thrust variation (b) Power variation

Figure 15. Thrust and power variation obtained from coupled WRF /Helios simulations compared with stand
alone Helios computations
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Figure 16. Iso surfaces of vorticity (w = 0.003) overlaid with velocity contours. Grid systems are also overlaid
on the flow visualizations to show the efficacy of solution based AMR.
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IV. Future Work

The setup which has been demonstrated in the abstract will be applied to a real site in which wind speed
measurements will be made from a met tower and Windcube lidar. Sample results are shown in Fig 17 .
The wind speed measurements will be used to construct the precursor WRF simulations and the analysis
which has been demonstrated in the abstract will be repeated for single and multiple turbines using the four

different microscale solvers for different turbulent intensities, shear distributions and stability conditions
which would match the existing conditions at the site.
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Figure 17. Measured wind speeds using met tower and WindCube lidar:(a) x-component inflow, (b) y-
component and (c) z-component.
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