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Abstract

Kinetic Vlasov simulations of one-dimensional finite amplitude Electron Plasma Waves (EPWs)

are performed in a multi-wavelength long system. A systematic study of the most unstable linear

sideband mode, in particular its growth rate γ and quasi- wavenumber δk, is carried out by scanning

the amplitude and wavenumber of the initial wave. Simulation results are successfully compared

against numerical and analytical solutions to the reduced model by Kruer [W. L. Kruer et al.,

Phys. Rev. Lett. 23, 838 (1969)] for the Trapped Particle Instability (TPI). A model recently

suggested by Dodin [I. Y. Dodin et al., Phys. Rev. Lett. 110, 215006 (2013)], which in addition

to the TPI accounts for the so-called Negative Mass Instability (NMI) because of a more detailed

representation of the trapped particle dynamics, is also studied and compared with simulations.
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I. INTRODUCTION

In laser-fusion plasmas, parametric instabilities affecting the propagation of the incident

laser light are of great concern. Among these, one distinguishes Stimulated Raman Scatter-

ing (SRS) as well as Stimulated Brillouin Scattering (SBS), which respectively result from

the scattering of laser light off of an Electron Plasma Wave (EPW) or an Ion Acoustic Wave

(IAW). The deleterious effect from parametric instabilities results from the often significant

fraction of reflected laser light and associated loss of target drive, as well as, in the case of

SRS, from the possible generation of energetic electrons which can pre-heat the target.

Kinetic simulations have shown that sideband instabilities, breaking up the finite am-

plitude Electron Plasma Waves (EPWs), provide a potential saturation mechanism for

SRS in inertial-fusion related plasmas. This has been demonstrated both in spatially one-

dimensional Eulerian simulations [1, 2], involving longitudinal sidebands, as well as in spa-

tially two-dimensional PIC simulations [3–5], involving transverse sidebands (filamentation).

The Langmuir Decay Instability (LDI) in which the SRS-driven EPW scatters from an IAW

into a counter-propagating EPW is another potential saturation process.[6, 7].

Kruer, Dawson, and Sudan provided a simple but elegant reduced model (further referred

to as KDS) for describing the mechanism of the Trapped Particle Instability (TPI) [8].

The TPI involves the resonant interaction between trapped electrons in an initially large-

amplitude EPW and sideband modes. This interaction leads to an effective transfer of

energy from the original EPW to the resonant sidebands and thus to their destabilization.

Despite its simplicity, the KDS model appeared to be successful in providing at least a semi-

quantitative agreement with EPW sideband growth rates diagnosed in SRS simulations [1].

The goal of this paper is to present a more systematic study of the longitudinal EPW side-

band instability dynamics, in particular its linear evolution, achieved by analyzing a series of

dedicated 1+1-dimensional (one configuration space dimension + one velocity space dimen-

sion) kinetic simulations over a range of wave amplitudes eφL/Te and wavenumbers kLλDe of

the initial Large-Amplitude Wave (LAW). Here φL stands for the electrostatic potential asso-

ciated with the LAW, Te for the electron temperature, e for the elementary charge, and λDe

for the electron Debye length. Simulations have been carried out with the SAPRISTI code

[9, 10]. SAPRISTI solves the Vlasov-Poisson system considering an Eulerian representa-

tion for the phase-space distribution of each plasma species and applying a semi-Lagrangian
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scheme for carrying out its time evolution, as originally presented in [11]. Eulerian-type sim-

ulations (also called grid-based) have the advantage over the Particle-In-Cell (PIC) approach

in providing noise-free and thus numerically very clean results, particularly well adapted for

analyzing the low amplitude, linear phase of instabilities.

It will be shown that the agreement between the KDS model and kinetic simulation

results reported in Ref. [1] for a particular set of parameters can in fact be confirmed

over a wide range of wave amplitudes and wavenumbers. The ranges considered for these

parameters are respectively 0 < eφL/Te . 1 and 0.25 < kLλDe < 0.45. The detailed analysis

of the simulation results in particular confirms the Bloch-Floquet -type nature of sidebands

predicted by theory, which is the origin of the characteristic symmetric, double-humped form

of the sideband growth rate spectrum. This spectrum is compared to the one predicted by

the reduced KDS model, with remarkably good agreement given the simplicity of KDS.

A more recent reduced model for describing instabilities affecting a LAW has been pro-

posed by Dodin [12], providing a somewhat more detailed description of the trapped particle

dynamics than the KDS model. In addition to the TPI, the Dodin model also accounts for

the so-called Negative Mass Instability (NMI). The NMI is a consequence of the reduction

of the bounce frequency of less deeply trapped particles compared to deeply trapped ones,

potentially leading to the bunching of particles in their phase-space rotation. Whether the

simulation results present any trace of the NMI has therefore been investigated as well.

The remainder of this paper is organized as follows: The KDS model is briefly summarized

in Sec. II. Numerical solutions to the sideband dispersion relation in the context of the

KDS model are presented and discussed in Sec. III. Such a solution is shown in Fig.

1, clearly illustrating how the TPI results from a resonance in the frame of the initial

wave between the Doppler-shifted frequency of the sideband and the bounce frequency of

trapped particles. Based on these “exact” results, a practical analytical solution to the

KDS model for the most unstable sideband is derived in Sec. IV. The Dodin model is

discussed and solutions to its dispersion relation compared to KDS in Sec. V. Figures 5 and

6, for example, illustrate how the solution to the dispersion relation from the Dodin model

contains additional unstable branches associated to the NMI. The TPI branches remain

however the most unstable and essentially unchanged compared to the solutions from the

KDS model. The kinetic simulations carried out with the SAPRISTI code are presented

in Sec. VI. A short description of the code is provided in VI A, and a typical simulation
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result of sideband instabilities affecting a large-amplitude EPW is analyzed in detail in VI B,

including comparisons with the KDS and Dodin model predictions. The time evolution of the

Fourier spectrum of the sidebands is plotted in Figs. 8 and 9, providing a clear illustration

of the perfectly symmetric growth of upper and lower sidebands throughout their linear

phase of evolution, as predicted by theory. The real frequency and growth rate spectra of

the sidebands obtained from the simulation are compared to the reduced models in Fig. 11,

with very good agreement with respect to the most unstable TPI modes. Results of a study

of the sideband instability for an extensive scan over wavenumber kLλDe and amplitude

eφL/Te of the LAW are presented in Sec. VI C. This scan is summarized in Fig. 16, where

the growth rate and associated wavenumber of the most unstable sideband obtained from

the simulation are compared to the theory for all cases considered. Conclusions are drawn

and comparison of the longitudinal sideband to the transverse sideband and the LDI growth

rates are made in Sec. VII. The paper ends with two appendices. Appendix A provides

details to the trapped particle fraction estimation, a key parameter in the reduced sideband

models, in two limiting cases of generation of the LAW: “sudden” and “adiabatic”. Appendix

B presents a systematic derivation of the KDS and Dodin models from the general linear

kinetic formalism by Goldman for the stability analysis of LAWs [13]. With this explicit

derivation the numerous approximations underlying the reduced models are elucidated.

II. THE KDS MODEL

The KDS model [8] provides a linear stability analysis of a large-amplitude, periodic

EPW to sideband modes. Here, kL, ωL, and vL = ωL/kL will respectively stand for the

wavenumber, frequency and phase velocity of the LAW in the laboratory frame. We assume

that the LAW is essentially stationary in the wave frame, therefore corresponding to a BGK-

type mode [14]. In this moving frame, the unperturbed system is thus spatially periodic

and time independent, so that the linear eigenmodes resulting from the stability analysis are

expected to be of Bloch-Floquet -type, i.e. with fixed frequency δω′S and coupling spatial

Fourier modes with wavenumbers kS,n = δkS + nkL, n = 0,±1,±2, . . .. The general theory

for the stability analysis of LAWs has been derived by Goldman in [13]. Although formally

exact, its implementation in practical cases is not straightforward. As shown in [13] and

recalled in Appendix B, the KDS model is in fact an approximate derivation of the general
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Goldman formulation, assuming that only the dynamics of trapped particles are affected by

the presence of the LAW, while all other particles (bulk of the distribution) still respond

as in an homogeneous plasma. In this reduced model it is thus only the trapped electrons

which couple the different Fourier modes kS,n of a Floquet-type sideband mode and lead to

its destabilization. The KDS model makes the further simplification of representing all the

trapped particles in a given potential well of the LAW by a single macro-particle, assumed to

carry out a harmonic oscillation with bounce frequency ωB. In this reduced representation,

the following system of equations is obtained for the Fourier components of the sideband

mode:

ε(k, ω)δÊ(k, ω) =
ω2
t

(ω − k vL)2 − ω2
B

+∞∑
n=−∞

δÊ(k + nkL, ω + nωL), (1)

where δÊ(k, ω) is the Fourier component with wavenumber k and laboratory frame fre-

quency ω of the electrostatic field associated with the sideband. The background response

is represented by the dielectric function ε(k, ω) of the homogeneous plasma, which in the

KDS model is approximated by the following fluid relation:

ε(k, ω) = 1−
ω2
pe

ω2 − 3(kvth,e)2
, (2)

with ω2
pe = Nee

2/(meε0) the electron plasma frequency squared, v2
th,e = Te/me the electron

thermal velocity squared, Ne and Te the background electron density and temperature re-

spectively. Here me is the electron mass and ε0 is the electric permittivity of free space. Note

that the dielectric function (2) assumes fixed ions, which is a well-justified approximation

for describing EPWs.

Equation (1) represents the coupling of Fourier modes (kS,n, ωS,n), with kS,n = δkS +nkL

and ωS,n = δωS + nωL, where the so-called quasi-wavenumber δkS can be chosen within

the first Brillouin zone, i.e. |δkS/kL| < 1/2. Note that in the LAW frame, the Doppler

shifted frequencies for these different coupled Fourier modes reduces to a single frequency,

δω′S mentioned above, thus confirming the functional form of a Bloch-Floquet mode: δω′S =

ωS,n − kS,nvL = δωS − δkSvL.

The coupling between the Fourier modes is provided by the coefficient

C =
ω2
t

(ω − k vL)2 − ω2
B

. (3)

As ω − k vL = δω′S, the denominator approaches zero when the (real) frequency of the

sideband mode in the moving frame matches the bounce frequency δω′S,r = ±ωB, reflecting
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a possible resonant interaction with the trapped particles. It will be shown in Sec. III that

the most unstable sideband closely verifies this resonant condition.

The basic parameter in Eq. (1) providing the coupling between Fourier modes is the

plasma frequency squared of the trapped electrons, ω2
t = Nte

2/(meε0) = ft ω
2
pe, having noted

Nt = ftNe the spatially averaged density of trapped electrons and ft the trapped fraction.

This clearly reflects that the Fourier mode coupling in the KDS model is essentially provided

by the trapped particles.

The fraction of trapped particles ft, as well as the bounce frequency ωB, depend on

the amplitude φL of the LAW; more details about how these parameters are estimated are

provided in Sec. III. In any case, for vanishing φL, one has ωt → 0, and Eq. (1) provides, as

expected, the linear dispersion relation for EPWs in an homogeneous plasma, which together

with the fluid dielectric function (2) leads to the well-known Bohm-Gross dispersion relation

for a single Fourier mode δÊ(k, w):

ε(k, ω) = 0 =⇒ ω2 = ω2
pe + 3(kvth,e)

2. (4)

Equation (1) in fact states (the right side being independent of n) that the Fourier modes

δÊ(kS,n, ωS,n) composing a sideband are such that

ε(kS,n, ωS,n) δÊ(kS,n, ωS,n) = const. (5)

The dominant Fourier components in the Bloch-Floquet mode are thus those which are

nearest to verifying the linear dispersion relation for waves in an homogeneous plasma:

ε(kS,n, ωS,n) ' 0 =⇒ ωS,n = δωS + nωL ' ±ωpe. (6)

As the LAW is also an EPW, one has ωL ' ωpe. Furthermore, expecting |δωS/ωL| � 1

up to moderate coupling of the Fourier components, i.e. moderate normalized initial wave

amplitudes eφL/Te, only the two Fourier components n = ±1 can satisfy the approximate

condition (6). Under this argument, the KDS model furthermore restricts the representation

of sideband modes to these two components, leading to the following rank 2 eigenvalue

problem:

M ·

δÊ+1

δÊ−1

 = 0, (7)
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with

M =

ε+1 − C −C

−C ε−1 − C

 , (8)

having used the compact notation δÊn = δÊ(kS,n, ωS,n) and εn = ε(kS,n, ωS,n). The

wavenumber-frequency pair (δkS, δωS), characterizing a given Bloch-Floquet sideband mode,

must therefore be such that

det(M) = ε+1ε−1 − C (ε+1 + ε−1) = 0, (9)

which provides the TPI dispersion relation. In case ε±1 6= 0, Eq. (9) can also be written:

1 = C

(
1

ε+1

+
1

ε−1

)
. (10)

The corresponding sideband mode structure, i.e. eigenvector, is composed of the Fourier

components δÊ±1 with relative amplitudes, according to (5), such that

δÊ+1

δÊ−1

=
ε−1

ε+1

. (11)

The dispersion relation (10) verifies certain symmetry properties. In general (even in a

kinetic description), the dielectric function must verify the relation

ε(k, ω) = ε?(−k,−ω?), (12)

where ? stands for the complex conjugate. Using relation (12), one can easily derive from

(7)-(10) that if (δkS, δωS) is a solution to the TPI dispersion relation with associated eigen-

vector (δÊ+1, δÊ−1), then (−δkS,−δω?S) is a solution as well with associated eigenvector

(δÊ?
−1, δÊ

?
+1). These symmetry relations just mentioned are simply related to the reality

condition which the (physical) solutions must verify. The fluid dielectric function (2) con-

sidered by the KDS model obviously verifies (12), but verifies as well

ε(k, ω) = ε?(k, ω?). (13)

As a result, if (δkS, δωS) is a solution to (10) with associated eigenvector (δÊ+1, δÊ−1),

(δkS, δω
?
S) is a solution as well with associated eigenvector (δÊ?

+1, δÊ
?
−1), i.e. solutions

appear in conjugate complex pairs, as expected for a fluid-like dispersion relation.

7



0.2 0.25 0.3 0.35 0.4 0.45
0.8

1

1.2

1.4

1.6

ω
L

R
e
(ω

S
, 

1
) 

/ 
ω

p
e

k
L
 = 1/3, N

t
/N = adiabatic, ω

B
 = ω

B, deep

Re(δω
S
’) = − ω

B

Re(δω
S
’) = + ω

B

0.2 0.25 0.3 0.35 0.4 0.45
0

0.01

0.02

0.03

0.04

k
L

k
S, 1

λ
De

γ 
/ 

ω
p

e

Bohm−Gross

FIG. 1: (Color online) Example of numerical solution to the KDS dispersion relation. Considering

a LAW with kLλDe = 0.333 and eφL/Te = 0.5. The real frequency ωL/ωpe = 1.155 is estimated

from the Bohm-Gross (linear, fluid) relation. The fraction of trapped particles is chosen adiabatic,

Nad
t /N = 5.17 · 10−3, and the bounce frequency ωB = ωB,deep = 0.236ωpe. The top plot shows (in

blue) the real frequency Re(ωS,1) and the bottom plot the growth rate γ = Im(ωS,1) of the most

unstable root in units of ωpe as a function of the wavenumber kS,1λDe of the Fourier component

n = 1 composing the sideband. The real frequency of free EPWs from the Bohm-Gross dispersion

relation (in red) as well as the resonance condition Re(δω′S) = Re(ωS,1)− kS,1vL = ±ωB (in green)

are also shown.

III. NUMERICAL SOLUTION TO THE KDS MODEL

The dispersion relation (10) for the TPI considering the dielectric function (2) leads to a

polynomial equation of degree 6 for the normalized complex frequency δωS/ωpe as a function

of the normalized wavenumber δkSλDe, which can be solved numerically. The parameters

appearing in the dispersion relation (10) and characterizing the LAW are its normalized

wavenumber kLλDe, normalized frequency ωL/ωpe, the fraction of trapped particles ft =

Nt/N and the normalized bounce frequency ωB/ωpe.

Consistent with the true limit of the KDS model (see Sec. B 2), the bounce frequency

is chosen as the frequency of deeply trapped particles given by relation (ωB,deep/ωpe)
2 =

(kLλDe)
2(eφL/Te), assuming that the LAW is still essentially sinusoidal, which is a good

8



FIG. 2: Solution to the KDS dispersion relation for an amplitude scan of the LAW with kLλDe =

0.333. The growth rate γ/ωpe of the unstable sideband is shown as a function of both the amplitude

eφL/Te of the LAW and the wavenumber kS,1λDe of the Fourier component n = 1 composing the

sideband (as γ is symmetric around kL, only solutions for kS,1 > kL are plotted). The fraction

of trapped particles ft(φL) = Nt/N is again estimated with the adiabatic relation and the bounce

frequency is set to ωB(φL) = ωB,deep. For each amplitude φL the wavenumber kmax has been

identified for which the growth rate is maximum (dashed black curve).

approximation for EPWs up to large amplitudes as harmonics are non-resonant and thus

remain relatively small.

The fraction of trapped particles, ft = Nt/N , not only depends on the amplitude φL, but

also on how the LAW was generated. The two limiting cases of “sudden” and “adiabatic”

generation [15] have been considered in Appendix A, providing two different estimates for ft,

as given by Eqs. (A1) and (A2) respectively for an initial Maxwellian electron distribution,

f0 = fM . Results shown in Fig. 17.a illustrate that the adiabatic estimate for ft is in very

close agreement with the fraction of trapped particles computed in the kinetic simulations,

especially when the phase velocity vL of the LAW, required for estimating ft, is evaluated

using the kinetic dispersion relation [vL = Re(ω)/kL, with the complex frequency ω solution

to Eq. (A3)]. However, in the spirit of simplicity, most of the following results to the

reduced KDS and Dodin model have been obtained with ft estimated using vL from the fluid

(Bohm-Gross) dispersion relation (4), despite the fact that the agreement with the trapped
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FIG. 4: Similar as Fig. 3 but for (a) kLλDe = 0.250, and (b) kLλDe = 0.425.

fractions from the simulations is not as close (see as well Fig. 17.a). In any case, this

choice has no influence on the qualitative nature of the solutions to the reduced KDS and

Dodin model studied in this section as well as in Sec. V. In Section VI C, where simulation

and theoretical results for an extensive parameter scan are compared, the sensitivity of the
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solution to the KDS model with respect to these different possible estimates of the adiabatic

trapped fraction is discussed.

The appropriate choice for the frequency ωL of the LAW with wavenumber kL to be con-

sidered in the KDS model is a somewhat tricky issue. As discussed in Appendix B, section

B 3, the exact linear spectrum of sidebands should contain the solution (δkS, δω
′
S) = (0, 0).

Demanding the KDS dispersion relation to satisfy this property, despite its numerous under-

lying approximations (see detailed discussion in Sec. B 2), leads to a condition on (kL, ωL)

which appears as an effective dispersion relation for the LAW. Two possible equations in

fact result from this constraint, either the linear dispersion relation

ε(kL, ωL) = 0, (14)

leading to the Bohm-Gross relation (4), or the effective non-linear dispersion relation

ε(kL, ωL) = −2
ω2
t

ω2
B

, (15)

leading to the non-linearly modified relation (B37) (setting α0 = 0, consistent with the KDS

model considered here) and providing the non-linear frequency shift

δωL
ωpe
' − ω

2
t

ω2
B

. (16)

Equation (15) has in fact also been obtained through an alternative derivation in Ref. [16],

but under the same assumption of deeply trapped particles as considered in the KDS model.

One may point out that in Ref. [16] it is shown that to obtain relation (15) one in fact

must assume |ω2
t /ω

2
B| � 1 (this is indeed the case down to very low amplitudes for most

cases of interest as shown in Fig. 17.b). Strictly speaking, the non-linear dispersion relation

(15) is the “correct” one to be considered for (kL, ωL) as it yields a non-linear frequency

shift, as expected for a finite-amplitude wave, which in addition is consistent with the KDS

model. However, the resulting non-linear frequency shift (16) scales as ∼ φ
−1/2
L for φL → 0

(as ω2
t ∼ Nt ∼ φ

1/2
L and ω2

B ∼ φL in this limit), clearly in contradiction with more accurate

models for non-linear frequency shifts resulting from trapping [15, 17] and confirmed by

kinetic simulations [10], predicting a scaling ∼ φ
+1/2
L . In the following, it will be shown

that choosing ωL as verifying the linear Bohm-Gross dispersion relation leads to solutions

to the KDS model which are in good semi-quantitative agreement with simulation results

for the sideband instabilities, while considering ωL according to the non-linear dispersion
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relation (15) leads to predicted sideband growth rates which significantly overestimate the

corresponding simulation results. In a somewhat pragmatic spirit we therefore have mainly

considered the linear solution for ωL.

A typical example of solution to the KDS TPI dispersion relation (10) is shown in Fig.

1 for a LAW with wavenumber kLλDe = 0.333 and amplitude eφL/Te = 0.5. The frequency

ωL/ωpe = 1.155 was estimated from the Bohm-Gross dispersion relation. The fraction of

trapped particles was evaluated with the adiabatic relation (A2) and using the fluid estimate

vL/vth,e = 3.464, providing Nad
t /N = 5.17 · 10−3, and the bounce frequency computed with

the relation for deeply trapped particles, ωB = ωB,deep = 0.236ωpe. Both the real frequency

Re(ωS,1) and growth rate γ = Im(ωS,1) are plotted as a function of the corresponding Fourier

component wavenumber kS,1. Notice the double-humped solution for γ(kS,1) centered around

kS,1 = kL, revealing the even dependence of γ with respect to δkS = kS,1− kL, as well as the

odd dependence of Re(δωS) = Re(ωS,1) − ωL with respect to δkS, clearly the result of the

symmetry properties of the dispersion relation discussed in Sec. II. Remarkable as well from

Fig. 1: 1) the real frequencies Re(ωS,n) of the sideband Fourier components n = ±1 closely

follow the linear dispersion relation of free EPWs provided by the Bohm-Gross dispersion

relation (4) (blue and dashed red curves closely overlap), and 2) the wavenumbers of the

most unstable sidebands (corresponding growth rates highlighted with blue stars) are well

approximated by the intersection points between the Bohm-Gross dispersion relation and

the resonance condition Re(δω′S) = Re(ωS,1)−kS,1vL = ±ωB (green crosses). These two last

points will be invoked for deriving an analytical solution to the KDS dispersion relation in

Sec. IV.

The numerical solution to the KDS dispersion relation for an amplitude scan of the LAW,

still considering kLλDe = 0.333 as well as the adiabatic trapped fraction ft(φL) = Nad
t /N and

ωB(φL) = ωB,deep (obviously both varying with amplitude), is shown in Fig. 2. Plotted is

the growth rate γ of the unstable sideband as a function of both the amplitude eφL/Te of the

LAW and the wavenumber kS,1λDe of the Fourier component n = 1 composing the sideband

eigenmode. For each amplitude φL, the maximum sideband growth rate γmax = maxkS,1
(γ)

and corresponding real frequency |δωr,max| = |Re(ωS,1 − ωL)| and wavenumber |δkmax| =

|kS,1 − kL| have been reported in the log-log plot shown in Fig. 3. These results from the

KDS model clearly illustrate how |δkmax|, |δωr,max|, and γmax all converge to zero as φL → 0.

Also illustrated in Fig. 3 is how the resonance condition |Re(δω′S)| = |δωr,max−δkmaxvL| = ωB
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is closely maintained down to very low amplitudes. Similar numerical solutions to the KDS

model along amplitude scans are shown in Figs. 4.a and 4.b for LAWs with kLλDe = 0.250

and kLλDe = 0.425 respectively.

IV. ANALYTICAL SOLUTION TO THE KDS MODEL

As already mentioned, the dispersion relation (9) for the sideband modes in the frame

of the KDS model, together with the fluid relation (2) for the dielectric function, leads to a

polynomial equation of degree 6 for the frequency δωS/ωpe, which in its general form cannot

be solved exactly. Despite the fact that this equation is straightforward to solve numerically,

as shown in Sec. III, an analytic relation, even approximate, can be desirable for obtaining

quick estimates, as well as for providing further insight into how the various parameters,

in particular the trapped fraction ft and the bounce frequency ωB, influence the instability

growth rates. The goal here is to derive such an approximate analytical relation for the

most unstable solution to the dispersion relation given by Eq. (9). To this end, we shall be

guided by the properties exhibited by the numerical solutions presented in Sec. III.

Appearing in Eq. (9) are the terms ε±1 = ε(kS,±1, ωS,±1). Invoking the fact that the

frequencies ωS,±1 of the most unstable sidebands are close to the dispersion relation of free

EPWs (as illustrated in Fig. 1), the terms ε±1 are approximated as follows:

ε±1 = ε(kS,±1, ωS,±1) = ε(kS,±1, ωkS,±1
+ ωS,±1 − ωkS,±1

)

' (ωS,±1 − ωkS,±1
)
∂ε

∂ω

∣∣∣∣
(kS,±1,ωkS,±1

)

, (17)

having Taylor expanded ε(kS,±1, ω) to first order with respect to ω = ωkS,±1
, where ωk stands

for the actual solution to the homogeneous plasma dispersion relation for wavenumber k,

ε(k, ωk) = 0. Furthermore, as kS,±1 = δkS±kL with |δkS/kL| � 1 for the unstable sidebands

(at least up to moderate values of eφL/Te), ωkS,±1
can itself be Taylor expanded. Considering

terms up to second order, one thus obtains:

ωkS,±1
= ±ωkL±δkS

' ±

(
ωkL
± dω

dk

∣∣∣∣
kL

δkS +
1

2

d2ω

dk2

∣∣∣∣
kL

δk2
S

)
= ±ωL + vgδkS ±

1

2
Dδk2

S, (18)

13



having made use of ω−k = −ωk, ωL = ωkL
, and the notation vg = dω/dk|kL

for the group

velocity, as well as D = d2ω/dk2|kL
for the dispersion. Combining Eqs. (17) and (18) then

leads to

ε±1 =

(
ωS,±1 ∓ ωL − vgδkS ∓

1

2
Dδk2

S

)
∂ε

∂ω

∣∣∣∣
(kS,±1,ωkS,±1

)

' ±
(
δωS − vgδkS ∓

1

2
Dδk2

S

)
ε′, (19)

having used ωS,±1 = δωS ± ωL, as well as ∂ε/∂ω|(−kL,−ωL) = −∂ε/∂ω|(+kL,+ωL) (ε being even

with respect to both k and ω), approximated ∂ε/∂ω|(kS,±1,ωkS,±1
) ' ∂ε/∂ω|(±kL,±ωL), and

finally defined ε′ = ∂ε/∂ω|(+kL,+ωL).

Then, inserting Eq. (19) into (9) and recalling that C = ω2
t /[(δωS − δkS vL)2−ω2

B] gives:

− (δωS − vgδkS)2 (ε′)2 = − ω2
tD δk2

S ε
′

(δωS − δkS vL)2 − ω2
B

, (20)

having neglected the dispersion term D on the left side, but retained it on the right side for

being the lowest order contributing term from the expansion for that part of the relation.

Equation (20) can be re-written as

(δωS − vgδkS)2 =
Γ4

(δωS − δkS vL)2 − ω2
B

, (21)

where Γ, having units of a frequency, is defined as

Γ4 =
ω2
tD δk2

S

ε′
.

Considering the fluid-like dielectric function (2), leading to the Bohm-Gross dispersion re-

lation (4) for free EPWs, one obtains:

ε′ =
∂ε

∂ω

∣∣∣∣
(kL,ωL)

=
2ωL
ω2
pe

,

vg =
dω

dk

∣∣∣∣
kL

= 3v2
th,e

kL
ωL
,

D =
d2ω

dk2

∣∣∣∣
kL

= 3λ2
De

ω4
pe

ω3
L

,

so that

Γ4 =
3

2
ft (δkSλDe)

2
ω8
pe

ω4
L

, (22)

clearly a positive value.
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Equation (21) remains a fourth order polynomial equation for δωS, still requiring further

approximations for obtaining an analytical solution. Let us start by considering relation (21)

in the limit of small values of δkS, |δkSvL/ωB| � 1. Assuming that the complex frequency

δωS → 0 as δkS → 0, which can be checked a posteriori, one observes that the right side

of Eq. (21) reduces to the negative term −Γ4/ω2
B, clearly providing the condition for an

instability, leading to the unstable solution

δωS = δωS,r + iγ, with δωS,r = Re(δωS) = vgδkS, and γ = Im(δωS) =
Γ2

ωB
. (23)

One notices from (23) that ωS,r, γ ∼ δkS, thus justifying the original assumption that δωS →

0 as δkS → 0. The relation δωS,r = vgδkS reflects the fact that Re(ωS,±1) is close to the

dispersion relation of free EPWs, Re(ωS,±1) ' ωkS,±1
, as observed in the numerical solution

depicted in Fig. 1, indeed:

Re(ωS,±1) = δωS,r ± ωL ' ωkS,±1
' ±ωL + vgδkS =⇒ δωS,r ' vgδkS,

having again used Eq. (18).

To obtain an analytical estimate of the maximum growth rate γmax, as well as corre-

sponding real frequency δωr,max and mode number δkmax, one makes use of the observation

made on the basis of the numerical solutions over a wide range of amplitudes eφL/Te and

wavenumbers kLλDe (see Figs. 3 and 4) that this most unstable mode develops in the vicinity

of the resonance δω′r,max = δωr,max − δkmaxvL = ±ωB. As the resonance is approached, the

right side of Eq. (21) increases, which leads to the maximum growth rate. The resonant con-

dition together with the fact that, even for the most unstable mode, the real frequency still

essentially verifies the dispersion of freely propagating EPWs, δωr,max = vgδkmax, determine

a system of two equations for δkmax and δωr,max, yielding:

δkmax = ∓ ωB
vL − vg

, and δωr,max = ∓ωB
vg

vL − vg
. (24)

Inserting δωmax = δωr,max + iγmax together with relations (24) into (21) and (22) leads to

−γ2
max =

Γ4
max

(iγmax ± ωB)2 − ω2
B

' ∓i Γ4
max

2γmaxωB
=⇒ γ3

max = ±i Γ4
max

2ωB
,

with Γ4
max = (3/2)ft(ω

2
Bω

6
pe/ω

4
L)[vth,e/(vL−vg)]2 and having assumed |γmax/ωB| � 1. Finally,

one obtains

γmax

ωpe
=

√
3

2

[
3

4
ft
ωBω

3
pe

ω4
L

(
vth,e

vL − vg

)2
]1/3

, (25)
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having retained only the maximum real part (as we are mainly interested in the growth

rate) among all cubic roots of ±i, i.e. cos(π/6) =
√

3/2. Equations (24) and (25) will be

compared both to numerical solutions to the KDS dispersion relation as well as to kinetic

simulation results in Sec. VI C (see Fig. 16).

V. THE DODIN MODEL

Recently, an improvement to the KDS model has been suggested by Dodin in Ref. [12].

A brief summary of this enhanced model is given here. A systematic derivation starting

from the linearized Vlasov-Poisson system, is provided in Appendix B.

In addition to the TPI already described by KDS, the Dodin model includes the Negative

Mass Instability (NMI)[12]. The basic mechanism of the NMI is the following: If one

considers two trailing trapped particles on a same phase-space orbit, Coulomb repulsion

will have these particles switch orbits. The leading particle, which gains energy as a result

of the interaction, moves to a less deeply trapped orbit where it sees its bounce frequency

decreased, while the trailing particle, losing energy, moves to a more deeply trapped one

where it sees its bounce frequency increased. The difference in bounce frequency between

the inner and outer orbit leads to the bunching of the particles in their phase-space rotation.

This bunching underlies the NMI.

In the Dodin model one essentially makes the same assumptions as for the Kruer model:

1) the Bloch-Floquet -type eigenmodes are reduced to the two dominant Fourier components

δÊn, n = ±1 (this assumption can however be easily relaxed in both cases), 2) all passing

particles are treated as highly passing, 3) trapped particles carry out a harmonic oscillation

with amplitude ∆x0 small compared to λL, |kL∆x0| � 1, which effectively corresponds to a

deeply trapped assumption. The essential difference between the Dodin and KDS models is

the fact that the former accounts for the decrease of the bounce frequency ωB between the

most deeply trapped particles and the less deeply trapped ones while the later model does

not. This variation is clearly a key element in describing the NMI. The actual distribution

of trapped particles fL(W ) in the initial LAW, which in general is a function of the particle

energy W in the wave frame, must be included. For trapped particles, Wmin < W < Wmax,

with Wmax /min = ±eφL in case of a sinusoidal wave with amplitude φL.

The dispersion relation for instabilities in the frame of the Dodin model takes on a very
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similar form to the one of KDS [reproducing here Eq. (B23), limited to keeping only n = ±1,

and to be compared to Eq. (10) for KDS]:

1 = CD

(
1

ε+1

+
1

ε−1

)
, (26)

with the coupling coefficient CD taking on the form [repeating Eq. (B21)]:

CD = ω2
t

∫ Jmax

0

dJ
F (J)

ω2
B − δω′2S

(
1 +

2αω2
B

ω2
B − δω′2S

)
, (27)

having defined the normalized trapped distribution F (J) = 2πfL(W )/mNtλL, such that∫ Jmax

0
dJF (J) = 1, where J is the adiabatic invariant given by the action integral J =

(m/2π)
∮
v′dx over a trapped orbit in the wave frame. Clearly, J is a function of the

energy level W . In Eq. (27), the bounce frequency ωB as well as the coefficient α =

−(J/ωB)(dωB/dJ), providing a measure of the variation of the bounce frequency between

energy levels, are functions of J or equivalently W . Note that in general α > 0. Expressing

CD as an integral over J between 0 and Jmax = J(Wc) provides its most concise form.

However, one can obviously also express CD as an integral over W between Wmin and Wc,

as shown in Eq. (B30), and which may be more practical to implement, where Wc is the

maximum trapped energy level considered. A priori, Wc must be chosen significantly lower

than Wmax to ensure that the assumption of small oscillation amplitude compared to λL is

ensured (|kL∆x0| � 1).

In the limit of a Dirac distribution, F (J) = δ(J − J0), with J0 = J(W0) and Wmin <

W0 � Wmax, the coupling coefficient CD reduces to [repeating Eq. (B24)]

CD = C

(
1−

2α0 ω
2
B,0

δω′2S − ω2
B,0

)
, (28)

with ωB,0 = ωB(W0), α0 = α(W0), and C standing for the coupling coefficient (3) appearing

in the KDS model. The variation of ωB and α with respect to W is plotted in Figs. 18.a

and 18.c respectively in the case of a sinusoidal wave. Thus, even for the case of a Dirac

distribution, the Dodin model accounts for the variation of the bounce frequency ωB(W ) in

the vicinity of W = W0, reflected by the term proportional to α0 in Eq. (28). Note that if

α0 = 0, the Dodin model with Dirac distribution reduces to the Kruer model. As seen from

the sinusoidal wave results, Eq. (B29) and corresponding illustration Fig. 18.c., this only

takes place for W0 = Wmin, i.e. considering the limit of the most deeply trapped particles.
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FIG. 5: Solution to the Dodin dispersion relation, assuming a Dirac distribution of trapped particles

centered on the energy level W0. Same parameters for the LAW as in Fig. 1 and again considering

(kL, ωL) satisfying Bohm-Gross. Shown is the growth rate γ/ωpe of the most unstable mode as a

function of the wavenumber kS,1λDe, for the cases W0/(eφL) = −1.0 (blue), −0.8 (magenta), −0.6

(green), and −0.4 (black). Horizontal dashed lines correspond to the analytical estimates for the

NMI growth rate given by Eq. (30) (same color coding for the different values of W0 as for the

numerical solutions).

The dispersion relation (26) together with CD given by Eq. (28) reduces to a polynomial

equation of degree 8. Recall that the KDS dispersion relation is of degree 6. As will

be illustrated, the two additional branches of the Dodin model are related to the NMI.

Results from this dispersion relation are presented in Fig. 5, considering essentially the same

conditions as in Fig. 1, i.e. a LAW with wavenumber kLλDe = 0.333, frequency ωL/ωpe =

1.155 (Bohm-Gross), amplitude eφL/Te = 0.5 and trapped fraction Nad
t /N = 5.17 · 10−3

(adiabatic). The energy level W0 of the Dirac-distributed trapped particles is however set

in turn to the different values W0/(eφL) = −1.0, −0.8, −0.6, and −0.4, with the parameters

ωB,0 and α0 evaluated according to Eqs. (B25) and (B29) respectively, providing the values

ωB,0/ωB,deep = 1.0, 0.974, 0.946, 0.917 and α0 = 0.0, 2.71 · 10−2, 5.91 · 10−2, 9.78 · 10−2

respectively. As expected, the result for W0/(eφL) = −1.0 is equivalent to the one obtained

with the Kruer model and presented in Fig. 1. Note that in case of a sinusoidal wave

one has kL∆x0 = arccos[−W0/(eφL)], providing kL∆x0 = 0.00, 0.64, 0.93, and 1.16 for the
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FIG. 6: More detailed spectrum for case W/(eφL) = −0.8 of Fig. 5. Shown are both the real

frequency Re(ωS,1) (top plot) and growth rate γ = Im(ωS,1) (bottom) of all unstable roots. One

distinguishes the TPI branch (blue line) with real frequency following the Bohm-Gross relation

(dashed red), from the NMI branches with real frequency in the wave frame, Re(δω′S) = Re(ωS,1)−

kS,1vL equal to either +ωB (black) or −ωB (magenta).

energy levels W0/(eφL) = −1.0, −0.8, −0.6, and −0.4 respectively. The higher energy levels

considered here, W0 & −0.5, are thus in fact already beyond the limits of the Dodin model,

assuming |kL∆x0| � 1.

Figure 5, presenting the growth rate spectrum of the most unstable sideband as a function

of kS,1, illustrates how the Dodin model clearly still reproduces the TPI branch, which mainly

remains unchanged for the different values of W0 considered. One notices that in the regions

of the spectrum where the TPI is not destabilized, an additional instability is clearly visible

for W0 > −1, i.e. α0 > 0. The situation becomes clearer by plotting all unstable branches,

both their real frequency Re(ωS,1) and growth rate γ, as shown in Fig. 6 for the case

W0/(eφL) = −0.8. One notices that in addition to the TPI, with real frequency (in blue)

essentially following the Bohm-Gross dispersion relation (dashed red), there is in fact for all

kS,1 at least one unstable mode (black or magenta) with real frequency in the wave frame
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Re(δω′S) = Re(ωS,1)− kS,1vL such that Re(δω′S) = ±ωB, characteristic of the NMI [12]. The

corresponding growth rates γ are also essentially independent of kS,1. The fact that these

NMI branches have essentially constant real frequency in the wave frame as well as constant

growth rate over the whole k-spectrum reflects that this instability is actually localized in

real space. As explained in Ref. [12], the NMI can indeed take place between trapped

particles local to a single potential well.

An approximate analytical solution for the NMI can be obtained from the dispersion

relation (26) with CD given by Eq. (28), following a similar derivation as presented in Ref.

[12] for the “single trap” case. As illustrated in Fig. 6, the real frequency of the NMI

in the wave frame is given by Re(δω′S) = Re(δωS) − δkSvL = Re(ωS,1) − kS,1vL ' ±ωB.

Except for the wavenumbers δkS where these two linear curves intersect the Bohm-Gross

dispersion relation, the modes (kS,±1, ωS,±1) are thus non-resonant with the EPW oscillations

of the background plasma so that ε±1 ' 1 in Eq. (26). One will note from Fig 6 that the

NMI branches are indeed only unstable away from the above-mentioned resonances. At

the resonance, it is the TPI branch which reaches its largest growth rate, as discussed in

Secs. III and IV. For the NMI, one thus approximates the factor appearing in (26) with

(1/ε+1 + 1/ε−1) ' 2. Note that this factor should in fact read
∑

n 1/εn [see Eq. (B23)],

where the sum is taken over all Fourier components n contributing to the instability. For

studying the NMI, which contrary to the TPI involves non-resonant Fourier components,

the number of these modes should thus in general not be limited to n = ±1 but include all

kS,n-modes such that |kS,n∆x0| . 1, i.e. all Fourier components up to the limit of validity of

the Dodin model. For the larger |kS,n| components, the corresponding fluctuation is anyway

averaged out over the bounce motion of the trapped particles, leading to much reduced and

ultimately zero coupling. For the NMI one therefore should consider the following factor

and its approximation: ∑
n

1

εn
'M, (29)

where M ' 2/(kL∆x0) ∼ λL/∆x0. For the parameters considered in Fig. 5, and corre-

sponding estimates for kL∆x0 cited above, one notices thatM will ultimately take on values

larger than 2 for the more deeply trapped particle cases.

Combining Eqs. (B23), (28) and (29), one can thus reduce the dispersion relation for the
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NMI to

1− β0

w

(
1− 2α0

w

)
= 0, =⇒ w2 − β0w + 2α0β0 = 0,

having defined β0 = Mω2
t /ω

2
B,0 and w = (δω′S/ωB,0)2 − 1. Solving for w provides the two

solutions

w =
β0 ±

√
β2

0 − 8α0β0

2
,

from which one can identify the threshold condition for the NMI: α0 > β0/8. Assuming one

is above threshold and that |w| < 1 (usually a good approximation), one finally obtains the

complex wave frame frequencies for the unstable NMI modes:

δω′S = ±ωB,0
√

1 + w ' ±ωB,0(1 + w/2)

= ωB,0

[
±
(

1 +
β0

4

)
+ i

√
8α0β0 − β2

0

4

]
. (30)

Note that, as expected, the real frequencies of these two unstable branches are essentially

±ωB, with a relative frequency shift β0/4 ' Mft/[4(kLλDe)
2(eφL/Te)] which is usually

very small. For example, β0/4 ' 5 · 10−2 for the case illustrated in Figs 5, considering

M = 2, as the Fourier modes were limited to n = ±1 for obtaining these results. The

growth rates estimated with γ = (ωB,0/4)(8α0β0 − β2
0)1/2 according to Eq. (30) are plotted

in Fig. 5, showing good agreement with the numerical solutions to the Dodin dispersion

relation for the different trapping energy levels considered. One may note that the trapping

level W0/(eφL) = −0.8 is in fact very close to the analytical threshold for the NMI as

|β0/(8α0)| ' 0.9 in this case. The numerical solution to the Dodin dispersion relation

indicates stabilization of the NMI for the trapped energy level W0/(eφL) ' −0.87 for which

β0/(8α0) ' 1.4, i.e. in relatively good agreement with the analytical estimate.

According to the analytical relation (30), the growth rate for the NMI far above threshold,

i.e. for α0 � β0/8, becomes γ/ωpe = (ωB,0/ωpe)(α0β0/2)1/2 = (Mftα0/2)1/2. In this limit,

it is remarkable that the growth rate only depends on the LAW amplitude eφL/Te through

the fraction of trapped particles ft = Nt/N and not through ωB,0.
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VI. KINETIC SIMULATIONS WITH SAPRISTI

A. Simulation model

Kinetic simulations of the non-linear evolution of EPWs were carried out using the

SAPRISTI code, which has also been exploited for studying SRS [1], non-linear frequency

shifts in both EPWs and (multi-species) IAWs [10, 18], as well as the mechanism of Two

Ion Decay (TID) of IAWs and resulting turbulence [19]. The SAPRISTI code considers an

Eulerian representation for the distribution of kinetic plasma species in a 1+1-dimensional

phase-space (1 configuration space + 1 velocity space dimension). The distributions are

evolved according to the Vlasov equation using a semi-Lagrangian advection scheme, which

has the advantage of not being limited by a Courant-Friedrichs-Lewy (CFL) stability con-

dition. In turn, the evolution of the self-consistent electromagnetic fields is determined by

Maxwell’s equations. In the following, the system of equations considered for the simulations

presented here are briefly described. More details to the SAPRISTI physical model and its

numerical implementation are provided in [9, 10], in particular, Section IIIA of Ref. [10].

For studying the dynamics of sideband instabilities affecting large-amplitude EPWs, a

reduced form of the general SAPRISTI model was considered, consisting of the non-linear

Vlasov-Poisson system:[
∂

∂t
+ v

∂

∂x
− e

me

Etot(x, t)
∂

∂v

]
fe(x, v, t) = 0, (31)

−∂
2φ(x, t)

∂x2
=

1

ε0
[qiNi − e ne(x, t)] . (32)

The Vlasov equation (31) determines the evolution of the electron distribution fe(x, v, t) in

the two-dimensional phase-space (x, v). Ions are assumed immobile, which can be considered

a very good approximation for studying the fast time scale dynamics of EPWs. The field

Etot = E + Eext appearing in (31) represents the total (longitudinal) electrostatic field, su-

perposition of the self-consistent, internal component E(x, t) related to the EPW and of an

external component Eext(x, t) acting as a driver. The internal component E(x, t) = −∂φ/∂x

derives from the potential field φ(x, t), solution to the Poisson equation (32). The charge

sources on the right side of Eq. (32) are the uniform, globally neutralizing ion contribution,

qiNi, as well as the fluctuating electron contribution −e ne(x, t) = −e
∫
dvfe(x, v, t). Con-

cerning notations, qi stands for the ion charge, and Ni for the uniform ion density. Global
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neutrality reads: qiNi = e (1/L)
∫ L

0
dxne(x, t), where L is the total system length.

For the simulations presented in this paper, the boundary conditions for all physical

quantities in the x-direction are periodic. The system is furthermore initialized with a spa-

tially uniform Maxwellian velocity distribution for the electrons: fe(x, v, t = 0) = fM(v) =

[N/(2πv2
th,e)] exp[−(1/2)(v/vth,e)

2]. The large-amplitude EPW is then generated by applying

the external driver

Eext(x, t) = Eext
0 (t) cos(kLx− ωextt),

where kL is the wavenumber of the LAW one intends to drive and ωext is chosen in the vicinity

of the corresponding wave frequency ωL, usually estimated from the linear, kinetic dispersion

relation (A3). The driver amplitude Eext
0 (t) is smoothly ramped up from essentially zero

to a value Eext
0 over an initial time interval 0 < t < tramp of a few wave periods, where it

is kept constant until a time tstop = tramp + tdrive, after which it is ramped down to zero,

again over a time interval of length tramp. Such a modulation of the external drive allows

generation of waves which are freely propagating after the time tstop + tramp and is achieved

with a functional form of Eext
0 (t) given by

Eext
0 (t)

Eext
0

=
1

2

{
tanh

[
R

(
2 t

tramp

− 1

)]
− tanh

[
R

(
2 (t− tstop)

tramp

− 1

)]}
. (33)

One typically sets R = 4 in Eq. (33), ensuring a ramp up (respectively ramp down) of

Eext
0 (t)/Eext

0 over the time interval tramp between ν and 1−ν (respectively 1−ν and ν) with

ν = 3.4 · 10−4.

For the results presented in this paper, the total simulation length L was chosen between

40λL and 100λL, where λL = 2π/kL is the wavelength of the LAW one initially drives.

Larger systems obviously provide a finer resolution of the spectrum of potentially unstable

sideband modes, the resolved Fourier modes having wavenumbers k = nkmin, with kmin =

2π/L and n taking on integer values up to the Nyquist limit, i.e. |n| . nx/2, nx being the

number of grid points in the x-direction.

B. Simulation example

Results from a typical simulation are summarized in Figures 7 - 15. For this particular

case a LAW with wavenumber kLλDe = 0.333 was chosen. The wave was generated with an

external driver whose frequency ωext was set to the estimate ωlin,kin = 1.200ωpe provided by
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FIG. 7: Time evolution of the internal electrostatic field E(x, t) in units Te/eλDe. Plotted is (a)

the envelope |E| of the field over the full simulation length and time, as well as (b) a zoom into the

limited space and time window [200, 300]λDe × [1100, 1400]ω−1
pe [corresponding to dashed-dotted

delimited region in (a)], showing the full field variation (including fast phase). System length

L = 40λL for kLλDe = 0.333. External driver is turned off at tstop ωpe = 100, at which time the

wave amplitude reached eφL/Te = 0.33. The linear growth of sidebands are analyzed in the time

interval t1 < t < t2, with t1ωpe = 300 and t2ωpe = 900. The transient modulation in time of the

wave envelope shortly after turn-off is related to the bounce period τB. The sideband instability

enters its fully non-linear stage at tωpe & 1200 at which point the wave-envelope breaks up into

wave-packets advecting at the group velocity vg, estimated from the slope of the dashed arrow as

vg/vth,e ' 1.2.

the real part of the solution ω to the linear kinetic dispersion relation (A3). The driver had

amplitude Eext
0 = 1 · 10−2 Te/(eλDe) and was turned off at time tstopωpe = 100 (initial ramp-

up and final ramp-down time tramp ωpe = 10), which led to a plasma wave with potential field

amplitude eφL/Te = 0.33 (electric field amplitude eλDeEL/Te = 0.11). The system length

is 40 wavelengths long, L = 40λL, and the numerical resolution in the x-direction was set

to nx = 2560 (64 points per wavelength) corresponding to a grid spacing ∆x/λDe = 0.295.

The maximum of the vx velocity grid was chosen to be vmax = 8 vth,e and the corresponding

number of mesh points nv = 512 providing a spacing ∆v/vth,e = 3.125 · 10−2. The time step

was set to dt ωpe = 0.1.
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1. Evolution of wave envelope

The time evolution of the internal electric field envelope |E|(x, t) is shown in Fig. 7.a.

The envelope is obtained using a Hilbert transform, as described in [10]. Clearly visible is

the progressive increase of the field amplitude up to the time tstop ωpe = 100 when the driver

is turned off. During a transient period following the plasma wave generation, an oscillation

of the field amplitude is observed, whose period can be identified as the bounce period τB

of trapped particles, estimated from Fig. 7.a as τB ωpe ' 50. This value can be compared

to the theoretical estimate for deeply trapped particles τB,deep = 2π/ωB,deep = 33ω−1
pe , with

ωB,deep/ωpe = kLλDe(eφL/Te)
1/2. The 50% larger period measured in the simulation is related

to the fact that the distribution of electrons in the trapping region (see Fig. 14) contains

both deeply trapped particles oscillating at the bounce period τB,deep as well as marginally

trapped ones with bounce period τB → ∞, thus leading to an effective period, averaged

over the whole trapping distribution, larger than τB,deep. The wave envelope clearly starts

to break up into wave packets after time t ωpe & 1200 as a result of a sideband instability.

Wave packets advect at the group velocity vg estimated from Fig. 7.a as vg/vth,e ' 1.2,

which is in rough agreement (within 30%) with the theoretical estimate using the Bohm-

Gross dispersion relation (4): vg/vth,e = 3 vth,e/vL = 3kLλDe/[1 + 3(kLλDe)
2]1/2 = 0.87 and

in excellent agreement with the estimate vg = (d/dk)Re[ω(k)]|kL
= 1.24 vth,e, ω(k) standing

here for the EPW dispersion relation obtained by numerically solving the kinetic dispersion

relation (A3). A detailed view of the break-up is provided in Fig. 7.b showing the full

field E(x, t) (including its fast phase variation) over the reduced space and time window

[200, 300]λDe × [1100, 1400]ω−1
pe .

2. Evolution of sidebands and comparison with KDS model for TPI

The linear evolution of the sideband instability is analyzed by employing a Fourier analysis

with respect to the x-direction. The time evolution of the spatial Fourier components Ê(k) of

the electric field are shown in Figure 8, where the amplitude |Ê(k, t)| is plotted in logarithmic

scale as a function of both wavenumber k and time t. Clearly visible prior to the actual

break-up of the wave after t ωpe ' 1200 is the growth of two lobes of Fourier components

on either side of the wavenumber kL of the LAW, characteristic of the linear development
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FIG. 8: Same simulation as in Fig. 7. Time evolution of the spatial Fourier spectra Ê(k, t) in the

vicinity of the LAW wavenumber kLλDe = 0.333. Plotted is log10 |Ê(k, t)|. Clearly visible is the

development of sideband modes. The linearly most unstable modes involve the Fourier components

kL ± δkmax with δkmaxλDe = 0.067. Again pointed out is the time window [t1 ωpe = 300, t2 ωpe =

900] during which the linear evolution of sideband growth is analyzed.

of a sideband instability. The linear evolution of this instability has been further analyzed

in the time window [t1 ωpe = 300, t2 ωpe = 900], pointed out in Figs. 7.a, 8, and 9.

The time evolution of a sampling of Fourier component amplitudes |Ê(k, t)| is further de-

tailed in figures 9.a and 9.b in logarithmic and linear scale respectively. The Fourier compo-

nents shown in Fig. 9.a have wavenumbers kL±δkS with δkSλDe = 0.000, 0.033, 0.067, 0.100.

The components with wavenumbers neighboring kL clearly present an exponential growth,

characteristic of the linear phase of an instability. The growth rate γ(k) of each Fourier

component is estimated based on an exponential fit c(k) exp[γ(k)t] to its amplitude evo-

lution within the time interval [t1, t2]. Note how the pairs of modes kL ± δkS for each

value of δkS 6= 0 have essentially equal growth rates in the time window [t1, t2]. This is in

agreement with the presence of Bloch-Floquet type eigenmodes composing the linear phase

of the sideband instability. Indeed, as discussed in Sec. II, complex-valued Bloch-Floquet

modes are composed of coupled Fourier components with wavenumbers kS,n = δkS + nkL,

|δkS| < kL/2, dominant contributions being expected from n = ±1. Furthermore, as a result
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FIG. 9: Same simulation as in Fig. 7. (a) Time evolution in log-lin scale of Fourier component

amplitudes for a sampling of wavenumbers kL ± δkS with δkSλDe = 0.000, 0.033, 0.067, 0.100 (cor-

responding to δkS/kmin = 0, 4, 8 and 12 respectively, kmin = 2π/L). The Fourier components

related to the most unstable sideband are for δkS = δkmax = 0.067λ−1
De, i.e. kL − δkS = 0.267 and

kL + δkS = 0.400. Corresponding growth rate is γmax/ωpe = 2.7 · 10−2. Exponential fits within the

time window [t1 ωpe = 300, t2 ωpe = 900] to the evolution of each Fourier component amplitude,

from which growth rates are estimated, are shown with crosses. (b) Same but in lin-lin scale and

only showing Fourier components kL and kL± δkmax, highlighting the relative amplitudes of these

modes in the final, non-linearly saturated stage. The Fourier component kL − δkmax = 0.267 has

the largest sideband amplitude both in the linear and non-linear evolution.

of the reality condition, E(x, t) being a physical field, one has Ê(−k) = Ê?(+k), so that in

fact the real-valued eigenmode is composed of components Ê(±δkS + nkL), n integer, with

Ê(+δkS + nkL) = Ê?(−δkS − nkL) for each n. Such an eigenmode has a fixed growth rate

γ shared by all its Fourier components, in particular the dominant ones, i.e. Ê(δkS + kL)

and Ê(δkS − kL) = Ê?(−δkS + kL).

For the LAW considered here, the most unstable Fourier components are identified for

δkSλDe = 0.067, with a growth rate estimated as γmax/ωpe = 2.72 ·10−2 based on the fit over

the time interval [t1, t2]. The growth rate of all Fourier components with wavenumbers k

neighboring kL are plotted in Fig. 10.a, showing the typical double-humped curve centered

around k = kL, as predicted by the KDS model presented in Sec. II. One should indeed

note the almost perfect even symmetry around k = kL of the linear growth rates γ estimated
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FIG. 10: Same conditions as in Fig. 7. Growth rate γ(kS,1) of the Fourier component kS,1 involved

in the linear sideband instability modes. Plotted are results from the simulation (blue) as well

as from the KDS model. Maximum growth rate is γmax/ωpe = 2.72 · 10−2 at δkmaxλDe = 0.067

for the simulation results (blue stars). (a) Result from the KDS model obtained considering

the frequency ωL/ωpe = 1.15 of the LAW given by Bohm-Gross (red) and providing the estimate

γmax/ωpe = 2.70·10−2 at δkmaxλDe = 0.081 (red stars). (b) Result from the KDS model considering

the frequency ωL/ωpe = 1.09 of the LAW as given by the “consistent” non-linear dispersion relation

of Eq. (15) (green) leading to γmax/ωpe = 5.38 · 10−2 at δkmaxλDe = 0.104 (green stars). Same

ωB/ωpe = 0.191 and ft = 3.13 · 10−3 was considered as with ωL from Bohm-Gross.

from the simulation results. Direct comparison to the KDS model is provided by adding

to Fig. 10.a the numerical solution to the corresponding dispersion relation (10). For

solving the KDS dispersion relation, the frequency of the LAW was first set to the estimate

ωL/ωpe = [1 + 3(kLλDe)
2]1/2 = 1.15 provided by the Bohm-Gross dispersion relation (4).

The bounce period ωB and fraction of trapped electrons ft = Nt/N appearing in the KDS

dispersion relation were chosen to be consistent with the amplitude eφL/Te = 0.33 of the

LAW considered here. The bounce frequency was thus set to ωB = ωB,deep = 0.191ωpe and

the trapping fraction estimated with the “adiabatic” theoretical relation given by Eq. (A2),

providing ft = 3.13 · 10−3 [Eq. (A2) was evaluated with the phase velocity vL/vth,e = 3.464

given by the Bohm-Gross dispersion relation]. The maximum growth rate predicted by

the KDS model in this case is γmax/ωpe = 2.70 · 10−2, i.e. within 1% of the maximum

growth rate measured in the simulation. This very close agreement needs to be considered

as coincidental however, as comparison between simulations and the KDS model over a
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wide parameter range of wavenumbers kL and amplitudes φL tends to show a more semi-

quantitative agreement, as is to be expected given the relative simplicity of the KDS model

(this will be further discussed in Sec. VI C in relation with results of Fig. 16). Note already

the difference of order 20% in Fig. 10.a between the sideband wavenumber shift δkmax of

the most unstable Fourier mode measured in the simulation, δkmaxλDe = 0.067, and the one,

δkmaxλDe = 0.081, predicted by the KDS model.

The KDS dispersion relation was then solved considering the estimate ωL/ωpe = 1.09 for

the LAW frequency provided by the “consistent” non-linear dispersion relation (15), however

keeping the values for ωB/ωpe = 0.191 and ft = 3.13 ·10−3 unchanged. Corresponding results

are shown in Fig. 10.b. The resulting maximum growth rate is γmax/ωpe = 5.38 ·10−2, which

is a factor of ∼ 2 increase with respect to the maximum sideband growth rate considering

ωL from the (linear) Bohm-Gross dispersion relation. In the same way, the associated

δkmax is increased by a factor of ∼ 1.5 to the value δkmaxλDe = 0.104. This significant

increase in both γmax and δkmax as a result of considering ωL solution of the non-linear

dispersion relation instead of the linear one had already been pointed out in Ref. [16].

While the solution to the KDS model with ωL from Bohm-Gross is observed to be in good

agreement with the simulation results, the strongly modified solution considering ωL from the

non-linear dispersion relation thus significantly differs from the simulations. Consequently,

all further estimates with the reduced sideband models, including the derivation of the

analytical solution in Sec. IV, were carried out assuming the Bohm-Gross dispersion for ωL.

Additional evidence that the linear phase of the instability is composed of Bloch-Floquet

-type eigenmodes is obtained by further analyzing the set of Fourier components with

wavenumber kS,n = δkS + nkL predicted to form such a mode. Figures 12 and 13 present

details of this analysis for the set of Fourier components related to the most unstable

sideband δkS = δkmax = 0.067λ−1
De. Shown in Fig. 12.a is the time evolution of the

Fourier amplitude ratios |Ê(δkmax + nkL)/Ê(δkmax − kL)| for |n| ≤ 2. The component

Ê(δkmax− kL = −0.267λ−1
De) = Ê?(−δkmax + kL = +0.267λ−1

De), i.e. n = −1, has the largest

amplitude of the set. In fact, the Fourier component |k| = 0.267λ−1
De has the largest ampli-

tude over all the components composing the sideband throughout the linear and non-linear

phase of the instability evolution, as already apparent in Figs. 9.a and 9.b. One notes that

the amplitude ratios are essentially constant throughout the linear phase [t1, t2], which again

reflects that, even for this extended set of Fourier components, all elements are simultane-
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FIG. 11: Same case as in Fig. 10. (a) Amplitude (logarithmic scale) of two-dimensional (k, ωr)-

spectrum of electric field E. Also shown is the solution to the linear kinetic dispersion relation for

EPWs (oblique, dashed black line) as well as the condition for resonance in the wave frame with

the first (thick green dashed) and second (thin green dashed) harmonic of the bounce frequency ωB

of trapped particles, Re(δω′) = ±ωB and Re(δω′) = ±2ωB respectively. (b) Comparing simulation

results with solutions from the Dodin model with Dirac distribution of trapped electrons centered

at normalized energy levels W/(eφL) = −1.0, −0.8, −0.6, and −0.4. For solving the Dodin model,

the frequency ωL/ωpe = 1.15 of the LAW given by Bohm-Gross was considered and the fraction of

trapped particles was again set to ft = 3.13 · 10−3.

ously increasing with the same growth rate as a result of their coupling. Note however that

for t ωpe & 1200, i.e. in the non-linearly saturated phase, the relative amplitudes change

significantly. The amplitude ratios averaged over the time window [t′1ωpe = 500, t2 ωpe = 900]
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FIG. 12: Same conditions as in Fig. 7. Relative amplitudes of Fourier modes kS,n = δkmax + nkL,

composing the most unstable Bloch-Floquet -type sideband instability mode. (a) Time evolution

of Fourier components from the simulation for |n| ≤ 2, and δkmaxλDe = 0.067. All amplitudes

have been normalized to the dominant one, corresponding in this case to n = −1. The ratios

appear essentially constant in the linear evolution phase delimited by the time window [t1ωpe =

300, t2ωpe = 900], which reflects that all components have the same common growth rate of the

linear eigenmode structure they represent. (b) Relative Fourier mode amplitudes from both the

simulation, for |n| ≤ 4 (blue, time averaged over the window [t′1ωpe = 500, t2ωpe = 900]), and from

the KDS model, which considers only n = ±1 (red, δkmaxλDe = 0.081).

in the linear phase are reported for |n| ≤ 4 in Fig. 12.b. These results clearly validate the as-

sumption made in the KDS model that the dominant Fourier components are kS,n = δkS±kL.

The next largest Fourier component in the simulation, which is n = +2 in this case, indeed

only presents a 5% relative amplitude to the largest mode n = −1. The relative Fourier

amplitudes given by relation (11) for the two components n = ±1 considered in the KDS

model are also shown in Fig. 12.b for the most unstable mode predicted by this model

(δkmaxλDe = 0.081). Note that the KDS model predicts component n = +1 to be dominant

instead of n = −1 as observed in the simulation.

The instantaneous frequency of each Fourier component can be extracted by taking the

time derivative of its phase: ω(k, t) = d θ(k, t)/dt, where θ(k, t) = arg[Ê(k, t)] stands for

the phase at time t of the Fourier component k. The time evolution of these frequencies for

components kS,n = δkmax +nkL, |n| ≤ 1 are shown in Fig. 13.a. Note the equal and constant

spacing between these frequencies in the laboratory frame during the linear evolution phase
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FIG. 13: Same simulation as in Fig. 7. Frequencies of Fourier components kS,n = δkmax +

nkL composing the most unstable Bloch-Floquet -type sideband instability mode in both (a) the

laboratory frame and (b) the wave frame. Shown are components |n| ≤ 1. As expected, the

frequencies in the wave frame of all Fourier components are equal to a single frequency δω′max

during the linear stage of the sideband evolution. Note that the frequencies decouple in the non-

linear saturated stage, t ωpe & 1200.

of the instability (the laboratory frame being the one in which the average initial electron

velocity is zero). This spacing is identified as the non-linearly (negatively) shifted frequency

of the LAW [15, 17], ωn.l.,sim/ωpe = 1.177, this value having been directly estimated from

the simulation results using the same Hilbert transform -based analysis as presented in

[10]. This non-linear frequency is to be compared to the one provided by the linear kinetic

dispersion relation for kLλDe = 0.333, ωlin,kin/ωpe = 1.200. The frequencies in the laboratory

frame of the Fourier components kS,n = δkS + nkL are thus of the form ωS,n = δωS + nωL,

considering here ωL = ωn.l.,sim, as predicted by theory for a Bloch-Floquet -type eigenmode

(see Sec. II). This is further highlighted by Doppler-shifting the frequencies into the wave

frame, ω′ = ω − kvL, vL = ωn.l.,sim/kL standing here for the non-linear phase velocity of the

LAW, leading to the single wave frame frequency δω′S = δωS − δkSvL = ωS,n− kS,nvL for all

Fourier components n, as illustrated in Fig. 13.b. Similar to the amplitudes in Fig. 12.b,

the frequencies are significantly modified in the non-linear phase, taking on different values,

clearly the sign of a (partial) decoupling of the Fourier components originally composing a

linear Bloch-Floquet eigenmode.
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3. Comparison with the Dodin model for NMI

The growth rates of unstable Fourier components observed in the simulation results have

also been compared to the reduced Dodin model defined by Eqs. (26) and (27). For solving

the Dodin model, a Dirac distribution of trapped particles was considered, so that the

coefficient CD coupling the Fourier components is reduced to Eq. (28). The distribution

was in turn centered at the normalized energy levelsW0/(eφL) = −1.0, −0.8, −0.6, and−0.4,

with the bounce frequency ωB,0 and factor α0 appearing in Eq. (28) taking on corresponding

values according to Eqs. (B25) and (B29) respectively. The frequency ωL/ωpe = 1.15 of the

LAW was estimated from the Bohm-Gross dispersion relation and the fraction of trapped

particles ft = 3.13 · 10−3 again consistently set with respect to the amplitude of the LAW.

Shown in Fig. 11.b are the most unstable growth rates of each Fourier mode kS,1 obtained

from the Dodin dispersion relation compared to the simulation results. The solution from the

Dodin model for W0/(eφL) = −1 (red curve in Fig. 11.b) is equivalent to the one from the

KDS model (also in red in Fig. 10.a) and represents the TPI branch. For all higher energy

levels W0 considered, the NMI branch is clearly present in addition to the TPI, the latter

remaining essentially invariant between different values of W0 while the former presents a

growth rate, nearly k-independent, increasing with W0. These results from the Dodin model

are very similar to the ones discussed in detail in Sec. V and presented in Figs. 5 and 6. For

all energy levels considered, the growth rate of the NMI is sub-dominant to the maximum

value of the TPI branch. Considering ωL solution to the “consistent” non-linear dispersion

relation (B37) instead of the Bohm-Gross estimate again leads to a significant increase of

the growth rate of the TPI (the NMI however remains basically unaffected) and is therefore

not considered here.

Perhaps the most obvious way to identify the possible presence of a NMI in the simulation

results is to analyze the (real) frequency spectrum of the fluctuation field. The NMI is indeed

characterized by a real frequency δω′r in the wave frame which matches the (average) bounce

frequency ωB of a set of trapped particles and translates in terms of the laboratory frame

real frequencies ωr to the resonant condition δω′r = ωr − kvL = ±ωB. To resolve eventual

multiple frequency components of a same k-mode, a Fourier analysis with respect to time

was carried out for each Ê(k, t) instead of the single frequency estimate applied for results

in Fig. 13. Furthermore, for the time Fourier analysis of the exponentially growing k-modes
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to be relevant, they have beforehand been normalized by corresponding exponential fits

c(k) exp[γ(k)t], as the ones shown in Fig. 9. A downside of this normalization procedure

is that there is only meaning in comparing the relative amplitude of so-obtained frequency

components for a same k-mode but not between different k-modes. The amplitude (in log

scale) of the (k, ωr) spectra of the electrostatic field E from the simulation derived with

this approach is plotted in Fig. 11.a. Note that for each unstable Fourier mode k in the

interval [kL − δkmax, kL + δkmax] (δkmax = 0.067 from simulation), the corresponding real

frequency spectrum contains mainly a single frequency, which lies very near to the EPW

dispersion relation, as predicted by the reduced KDS and Dodin models for the TPI. Here,

for the best agreement with simulation results, the real part of the solution to the linear

kinetic dispersion relation of EPWs, Eq. (A3), was considered. Near k = kL ± δkmax, one

clearly observes in Fig. 11.a that the frequency meets the condition of resonance δω′r =

ωr − kvL = ±ωB respectively, also in agreement with the prediction for the most unstable

sideband mode by the reduced models. The bounce frequency ωB/ωpe = 0.126 which was

considered for plotting these resonant curves was estimated based on the average bounce

period τB ωpe = 50 measured in the simulation from Fig. 7, while the phase velocity was

estimated as vL = ωn.l.,sim/kL = 3.53 vth,e. For |δk| = |k − kL| & δkmax, the real frequency

then “sticks” to the relation δω′r ± ωB, which would be in agreement with the conversion

of the most unstable mode from the TPI to the NMI as predicted by the Dodin model and

illustrated in Fig. 6. For this same range of k-modes, the frequency spectrum also appears

to contain a component resonating with the second harmonic of the bounce frequency, i.e.

verifying δω′r = ωr − kvL = ±2ωB, clearly visible in Fig. 11.a. Such resonances with higher

order harmonics of the bounce frequency are predicted by the general Goldman theory for

sideband instabilities, see Eq. (B12) in Appendix B, but are neglected in the Dodin model.

For spatial Fourier modes with |δk| = |k − kL| & 0.12, there is however no significant

exponential growth of sidebands observed in the simulations, contrary to the prediction for

the NMI by the simple Dodin model.

4. Distribution of trapped particles

In the framework of the KDS and Dodin models for instabilities affecting LAWs, the

dynamics of particles trapped in the initial wave are at the origin of the TPI and NMI
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mechanisms. The trapped particle dynamics is in particular characterized in these reduced

models by the fraction of trapped electrons ft = N/N and the bounce frequency ωB/ωpe.

These need to be set consistently when comparing the theoretical predictions of the reduced

models with numerical simulation results. It is therefore of interest to take a closer look

at the distribution of trapped electrons in phase-space for the EPW simulation discussed

here. Assuming that the LAW has essentially reached a stationary state in its own wave

frame (BGK-type wave), the distribution of trapped particles is expected to be essentially a

function of the particle energy W = (m/2)v′2− eφL(x′) in the wave frame, ftrap = ftrap(W ),

as discussed in more details in Appendix B. This energy distribution of trapped electrons

is reconstructed from the simulation following the same procedure as described in [10] and

is shown in Figure 14. This numerical result is compared to both limiting theoretical cases

“sudden” and “adiabatic” given respectively by Eqs. (9) and (10) in Ref. [10]. Furthermore,

for each limiting case, two predictions for the distribution are derived, one assuming a purely

sinusoidal field, the other considering the actual numerical field from the simulation. All

these theoretical results have been added to Fig. 14. Note that for a given limiting case,

“sudden” or “adiabatic”, there is little difference whether one assumes a purely sinusoidal

field or accounts for the harmonics in the simulation, the latter being very weak for EPWs.

Indeed, for the particular case discussed here, the second and third harmonics of the LAW

have relative amplitudes |δÊ(2kL)|/|δÊ(kL)| = 3.4% and |δÊ(3kL)|/|δÊ(kL)| = 0.2% re-

spectively. The difference between the “sudden” and “adiabatic” distributions are however

significant and the trapped electron distribution from the simulation is clearly in much closer

agreement with the latter theoretical prediction. This observation validates the choice for

estimating the fraction of trapped particles ft in the reduced models using the “adiabatic”

estimate provided by Eq. (A2), which is indeed in very good agreement with the fraction

directly estimated from the simulation, as shown in Fig. 17.a. Let us still point out that

the “sudden” and “adiabatic” theoretical distributions presented in Fig. 14 assume a fixed

phase velocity vL of the LAW, chosen here as vL = ωn.l.,sim/kL = 3.531 vth,e. More refined

estimates for the trapped distribution as presented in Refs. [20] and [21], accounting for

the progressive negative non-linear frequency shift of the EPW as its amplitude grows, have

therefore been neglected here.

Snapshots of the electron distribution in the (laboratory frame) phase-space (x, v) are

shown in Figures 15.a and 15.b. The distribution in Fig. 15.a is for time t ωpe = 780, i.e. still
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FIG. 14: Same simulation as in Fig. 7. Energy distribution f(W ) of trapped electrons from the

simulation (blue) at time t ωpe = 800, i.e. in linear phase of sideband instability evolution. Also

shown are the theoretical estimates in both the “adiabatic” (green) and “sudden” (red) limits,

considering either the potential field φL(x) provided by the simulation (full lines) or assuming a

sinusoidal field with same amplitude (dashed lines).

FIG. 15: Phase-space distribution f(x, v) of electrons in the linear stage of the sideband instability

evolution at time t ωpe = 780 (left) and in the non-linear stage at time t ωpe = 1280 (right). Shown

is a limited region of the simulation system of the order of 4 wavelengths long in the x-direction

and depicting the trapping of particles around the (non-linear) phase velocity vL/vth,e = 3.53 of

the LAW.

in the linear evolution phase of the sideband instability, showing a very coherent state with

trapping in the essentially monochromatic initial LAW. The distribution at time tωpe = 1280
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however, shown in Fig. 15.b, is in the non-linearly saturated stage of the sideband instability

evolution, clearly showing the presence of a broader fluctuation spectrum.

C. Comparison of simulation results from parameter scan with the KDS model
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FIG. 16: Comparison of simulation results (markers) with both numerical (full & dash-dotted lines)

and analytical (dashed lines) solutions to the KDS dispersion relations. Plotted as a function of

the LAW wave amplitude eφL/Te : (a) the normalized growth rate γmax/ωpe of the most unstable

sideband, and (b) the associated quasi-wavenumber |δkmax| = |kS,1 − kL|. Results shown for

kLλDe = 0.250 (black), kLλDe = 0.333 (red), and kLλDe = 0.425 (blue). For the analytical

solutions to the KDS model, the fraction of trapped particles ft was evaluated with vL estimated

from the fluid dispersion relation. For the numerical solutions, ft was evaluated with vL from both

the fluid (full line) and kinetic (dash-dotted line) dispersion relation.

Simulation results for an extensive parameter scan over both normalized wave amplitude

eφL/Te and wavenumber kLλDe of the initial LAW are summarized in Figure 16. Amplitudes

were varied over the range 10−3 . eφL/Te . 100 and wavenumbers in turn set to kLλDe =

0.250, 0.333, and 0.425. The growth rate γmax/ωpe of the most unstable sideband is plotted as

a function of eφL/Te for each kLλDe in Fig. 16.a, while the corresponding quasi-wavenumber

δkmax is reported in Fig. 16.b. Results obtained by numerically solving the KDS dispersion

relation (10), as well as the corresponding analytic solution for the most unstable growth

rate and associated quasi-wavenumber as given by Eqs. (25) and (24) respectively, are also
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shown for comparison.

Both for the numerical and analytical solutions to the KDS model, the frequency ωL of the

LAW was chosen according to the Bohm-Gross dispersion relation, the bounce frequency set

to ωB(φL) = ωB,deep and the fraction of trapped electrons ft(φL) as given by the “adiabatic”

estimate. Concerning this latter parameter, for the analytical solutions to the KDS model

the fraction ft was estimated according to Eq. (A2) using vL from the fluid dispersion

relation (dashed lines in Fig. 16), while for the numerical solutions ft was estimated using

vL from both the fluid and kinetic dispersion relations (full respectively dash-dotted lines in

Fig. 16).

One first notes the very good quantitative agreement between the numerical and approx-

imate analytical solutions to the KDS model in all cases (compare corresponding full and

dash-dotted lines in Fig. 16), except for kLλDe = 0.425 where an increasing relative devia-

tion is observed on δkmax between the two results as one goes to lower amplitudes (∼ 20%

and ∼ 60% deviation for amplitudes eφL/Te = 10−1 and 10−3 respectively).

The sensitivity of the numerical solutions to the KDS model with respect to how the

fraction ft has been estimated, i.e. either using vL = vL,fluid from the fluid dispersion

relation or vL = vL,kinetic from the kinetic dispersion relation, is most pronounced for the

highest considered value for the LAW wavenumber, kLλDe = 0.425. This is to be expected

as the difference between vL,fluid and vL,kinetic increases as kLλDe increases. In all cases

vL,fluid < vL,kinetic. Thus for kLλDe = 0.250 one has vL,fluid = 4.359 and vL,kinetic = 4.424,

representing a difference of less than 2%, while for kLλDe = 0.425 one has vL,fluid = 2.922

and vL,kinetic = 3.101, representing a difference of 6%. The larger kinetic estimate for vL

leads to a reduced trapped fraction ft (see Fig. 17.a), as a result of the number of particles

decreasing as one goes further out in the tail of the velocity distribution. Finally, due to the

fact that the fraction of trapped particles ft represents the drive to the sideband instabilities,

as clearly illustrated by Eq. (25), a reduction in ft leads to a reduced growth rate γ of the

sidebands. This is reflected in Fig. 16.a by the dash-dotted lines lying systematically below

the full lines, the deviation being almost imperceptible for kLλDe = 0.250 however more

significant (∼ 15%) for kLλDe = 0.425.

Given the relative simplicity of the KDS model, the quantitative agreement between the

results from this reduced model and the simulations is remarkably good, especially for the

higher amplitudes eφL/Te of the LAW (less than 10% difference on γmax in almost all cases
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for eφL/Te & 3 · 10−1). At lower amplitudes, and especially for the largest wavenumber

considered, kLλDe = 0.425, the agreement becomes more semi-quantitative on both the

growth rate γmax and the wavenumber δkmax. One may nonetheless note in Fig. 16.a

that the agreement for lower amplitudes eφL/Te in the cases kLλDe = 0.333 and kLλDe =

0.425 between the simulations and the KDS model is somewhat better when the fraction of

trapped particles ft for these latter results has been estimated using vL,kinetic instead of vL,fluid,

consistent with the fact that the estimate for ft using vL,kinetic is expected to be more accurate.

At higher amplitudes the simulation results for γmax tend to show closer agreement with the

KDS results using ft estimated with vL,fluid. One might interpret this effect as resulting from

a negative non-linear frequency shift of the large-amplitude EPWs, which becomes especially

important for higher values of eφL/Te and kLλDe, having the tendency of shifting vL from

the linear kinetic estimate vL,kinetic down towards the fluid estimate vL,fluid [10].

For all cases however, the KDS model appears to correctly capture the main dependence

of the most unstable longitudinal sideband of EPWs with respect to the basic parameters

kLλDe and eφL/Te characterizing the initial LAW, in particular increased growth rate γmax

and wavenumber δkmax when either increasing kLλDe or eφL/Te. This most unstable sideband

observed in the simulations can therefore be clearly identified of TPI nature.

VII. CONCLUSIONS

Using the Vlasov-Poisson code SAPRISTI, we carried out a series of non-linear kinetic

simulations to address the stability of large-amplitude EPWs to longitudinal sideband in-

stabilities in a spatially one-dimensional, periodic system.

Detailed analysis of the initial, linear evolution phase of the instabilities affecting the

LAWs confirmed the presence of Bloch-Floquet type eigenmodes as predicted by the general

linear stability theory of periodic waves by Goldman [13]. In particular, it was shown that

the spatial Fourier components kS,n = δkS+nkL, |δkS| < kL/2, composing the eigenmodes all

have the same growth rate γ(δkS) and real frequency δω′S(δkS) in the wave frame. Together

with the reality condition, this leads to γ being a perfectly even function with respect to

δkS, which has also been verified in the simulation results.

Simulation results were also compared to numerical solutions to the sideband dispersion

relation provided by the relatively simple reduced model derived by Kruer, Dawson and
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Sudan (KDS) [8] for the Trapped Particle Instability (TPI) as well as to the more general

dispersion relation proposed by Dodin [12], a variant of the KDS model that accounts for

the Negative Mass Instability (NMI). Both these reduced models were systematically de-

rived from the general Goldman theory which allowed their numerous approximations to be

pointed out clearly.

Comparing the growth rate γmax and corresponding quasi-wavenumber δkmax of the most

unstable sideband mode in the simulations to the KDS model over scans of the wavenumber

(range 0.250 < kLλDe < 0.425) and amplitudes (range 10−3 . eφL/Te . 100) of the initial

EPW has shown good agreement at high amplitudes and low wavenumbers and at least

semi-quantitative agreement for the lower amplitudes and higher wavenumbers. The most

unstable sideband was thus identified to have a TPI character. A practical approximate

analytical solution to the KDS dispersion relation for this most unstable mode was therefore

derived and shown to be in good agreement with the numerical solution. The detailed

analysis of the most unstable sideband in the simulations furthermore showed that this mode

is essentially composed of the two dominant Fourier component kS,±1, with wavenumber-

frequency pairs close to the dispersion relation of freely propagating EPWs, thus providing

further validation for one of the essential assumptions made in the reduced models for the

TPI.

In fact, the real frequency spectrum of unstable sidebands in the simulations shows that

for |δkS| ≤ |δkmax| the frequency of the dominant spatial Fourier components composing the

sideband follows the dispersion relation for EPWs, as predicted by the reduced models for

the TPI, while for |δkS| > |δkmax| the real (wave frame) frequency follows the condition of

resonance with the bounce frequency of trapped particles, which is a feature characteristic

of the NMI according to the Dodin model. Despite this indication of the possible presence

of NMI in the simulations, a dedicated study will need to be carried out to confirm whether

this instability mechanism is indeed at play. This shall be the topic of a following paper.

The primary practical motivation for the analysis carried out in this paper was to investi-

gate the role of the TPI in the saturation of SRS. The TPI growth rates shown in Fig. 16 are

significant over a wide range of wave numbers kLλDe and larger, for similar parameters, than

the growth rates of LDI which may also affect the EPW driven by SRS. Indeed, neglecting

damping of the IAW and daughter EPW in the LDI dispersion relation given by Eq. (51)
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in Ref. [7], one finds the LDI growth rate:

γLDI =
1

4

√
Zme

mi

ω2
L√

ωaωL

ka
kL

(kLλDe)
2

1 + (kaλDe)2

eφL
Te

,

where ka ' 2kL and ωa ' kacs stand for the wavenumber and frequency of the IAW involved

in the LDI mechanism, cs = (ZTe/mi)
1/2 being the sound velocity, Z the ionization degree

and mi the ion mass. One thus obtains the estimate:

γLDI√
ωaωL

∼ 1

4

kLλDe
1 + 4(kLλDe)2

eφL
Te

, (34)

which, for kLλDe = 0.333, yields γLDI/
√
ωaωL ∼ 6 · 10−2 eφL/Te. For ease of comparison

to TPI growth rates and for the parameters just given and Zme/mi = 1/1836, note that

γLDI/ωpe ∼ 7 · 10−3 eφL/Te, which is significantly smaller than the TPI growth rates shown

in Fig. 16 for the same value of kLλDe. Setting the LDI threshold by the condition that

γthresh
LDI =

√
νiνe, where νi and νe are the damping rates of the daughter IAW and EPW

respectively, and making use of Eq. (34), one finds the amplitude threshold on the initial

EPW:
eφthreshL

Te
∼ 4

1 + 4(kLλDe)
2

kLλDe

√
νi
ωa

νe
ωpe

.

Considering again kLλDe = 0.333 and the Landau damping rate estimates νi/ωa & 0.1 and

νe/ωpe = 0.02, as appropriate for a CH or Helium plasma with Ti/Te = 0.5, often used in

Inertial Fusion experiments, one obtains eφthresh/Te ∼ 0.8. According to our simulations,

this threshold is clearly much larger than any threshold for growth of the TPI. No threshold

for the TPI was in fact observed in our simulations, even at the lowest amplitudes considered.

We have also simulated with a 2D+2V Vlasov code [22] the transverse sideband (filamen-

tation) instability in systems one wavelength long in the propagation direction, such that

this longitudinal TPI is precluded [23]. In that case, the growth rates are similar but no

larger than found for the longitudinal TPI, even for high values of kλDe.
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Appendix A: Estimating the fraction of trapped particles

For evaluating the parameter ωt appearing in relation (3) for the coupling coefficient C

of the KDS dispersion relation (10), one must estimate the average density Nt of particles

trapped in the LAW. To lowest order in the wave amplitude one expects Nt ∼ ∆vtf0(vL),

where f0(v) stands for the initial electron distribution, typically assumed Maxwellian, and

∆vt = 2
√
eφL/m for the trapping width in velocity space. The resulting scaling for the

fraction of trapped particles, ft = Nt/N ∼ (eφL/T )1/2, however already breaks down at

very low wave amplitudes and a more accurate estimate for ft must be found. Here and in

the following, the subscript ’e’, identifying electron-specific quantities, is dropped with the

intent of lightening notations.

The fraction of trapped particles ft not only depends on the amplitude φL, but also

on how the LAW was generated. The two limiting cases of “sudden” and “adiabatic”

generation [15], both leading to a BGK-type waves [14], have been considered, providing

two different estimates for ft = Nt/N . Assuming an initial Maxwellian electron distribution,

f0 = fM = [N/(2πv2
th,e)] exp[−(1/2)(v/vth,e)

2] and a sinusoidal wave field, the “sudden”

generation provides the fraction:

N sud
t

N
=

1

2λL

∫ +λL/2

−λL/2

dx

[
erf

(
vL + ∆vt cos(kLx/2)√

2vth,e

)
− erf

(
vL −∆vt cos(kLx/2)√

2vth,e

)]
,

(A1)

while the “adiabatic” generation gives

Nad
t

N
=

1

2

[
erf

(
vL + 2∆vt/π√

2vth,e

)
− erf

(
vL − 2∆vt/π√

2vth,e

)]
. (A2)

In Eqs. (A1) and (A2), λL = 2π/kL stands for the wavelength of the LAW and ∆vt/vth,e =

2
√
eφL/Te for the trapping width in velocity space. More details to the derivation of these

equations are provided in Sec. IV.D of Ref. [10]. It should be pointed out that, in obtaining

relations (A1) and (A2), the phase velocity vL of the wave is approximated to remain fixed.

Accounting for the progressive negative non-linear frequency shift of the EPW as its ampli-

tude grows, leading to an associated progressive down-shift of vL, which may clearly affect

the estimate of the fraction ft, has therefore been neglected. This effect has been accounted

for in more advanced trapping models developed by Bénisti and Gremillet [20] as well as by

Lindbergh [21]. However, given the many approximations intrinsic to the reduced KDS and

Dodin models considered in this paper, such a refined estimate for ft is not considered here.
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FIG. 17: (a) Sudden (blue) and adiabatic (red) estimates for the fraction of trapped particles ft

as a function of normalized wave amplitude eφL/Te for EPWs with kLλDe = 0.333. The fraction

ft was estimated using either the fluid (dashed lines) or the kinetic (full lines) dispersion rela-

tion for evaluating the phase velocity vL of the LAW. Comparison with simulation results (black

circles). (b) Ratio (ωt/ωB,deep)2 = ft/[(kLλDe)2eφL/Te] as a function of wave amplitude, using

the adiabatic estimate for ft with vL from the kinetic dispersion relation (full lines) and consid-

ering cases kLλDe = 0.250 (black), 0.333 (red), and 0.425 (blue). Same cases but considering the

lowest order estimate ft ' (4/π)∆vt f0(vL)/N (see Eqs. (67) and (69) Ref.[10]) and leading to

(ωt/ωB,deep)2 ∼ (eφL/Te)−1/2 are plotted with dashed lines.

Results from relations (A1) and (A2) for the fractions of trapped particles are shown in

Figure 17.a as a function of normalized wave amplitude eφL/Te for EPWs with kLλDe = 0.333

and compared with simulation results for sufficiently slowly driven waves, consequently show-

ing good agreement with the adiabatic theoretical estimate. Note that the phase velocity

vL = ωL/kL of the LAW is required for evaluating (A1) and (A2). Two estimates for vL

were considered here, obtained by either making use of the fluid (Bohm-Gross) dispersion

relation (4) or numerically solving the kinetic linear dispersion relation for EPWs, given by

ε(k, ω) = 1 +
1

(kλDe)2
W
(

ω

kvth,e

)
= 0, (A3)

where ε stands here for the kinetic dielectric function [instead of the fluid relation (2)] and

using the notation W(z) for the Maxwellian dispersion function defined as:

W(z) =
1√
2π

∫
Γ

x

x− z
exp(−x2/2)dx, (A4)
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Γ standing for the Landau contour. For kLλDe = 0.333, the complex solution to (A3)

gives ω/ωpe = 1.200 − i 2.59 · 10−2, and thus ṽL = ωL/(kLvth) = 3.600, having considered

ωL = Re(ω). Figure 17.a clearly illustrates that the best agreement with the simulation

results is obtained with the adiabatic estimate for the trapped fraction using vL based on

the linear kinetic dispersion relation.

Appendix B: Fully kinetic and reduced models for sideband instabilities

The main purpose of this appendix is to show how the different reduced models (KDS and

Dodin) considered in this paper for the sideband instability can be derived from Goldman’s

exact kinetic theory for the stability of large periodic plasma waves [13], thereby clearly

pointing out the different approximations underlying the reduced models.

1. The Goldman theory

The fully kinetic framework for studying sideband instabilities affecting a LAW is given

by the Vlasov-Poisson system (31)-(32), recalled here in the form:[
∂

∂t
+ v

∂

∂x
+

e

m

∂φ(x, t)

∂x

∂

∂v

]
f(x, v, t) = 0, (B1)

−∂
2φ(x, t)

∂x2
=

1

ε0

[
qiNi − e

∫
dvf(x, v, t)

]
. (B2)

In the following, the free evolution of waves is addressed, so that the electric field E acting

on the electrons has been reduced in Eq. (B1) to the internal contribution E = −∂φ/∂x.

Note that, as in Appendix A, the subscript ’e’, identifying electron-specific quantities, is

dropped.

One assumes initially a finite-amplitude BGK-type wave, which must be represented in

its own wave-frame by a stationary solution [fL(x′, v′), φL(x′)] to the system (B1)-(B2), i.e.

verifying: [
v′

∂

∂x′
+

e

m

dφL(x′)

dx′
∂

∂v′

]
fL(x′, v′) = 0, (B3)

−d
2φL(x′)

dx2
=

1

ε0

[
qiNi − e

∫
dv′fL(x′, v′)

]
, (B4)

where x′ = x − vLt and v′ = v − vL are respectively the position and velocity in the

wave frame, vL being the phase velocity of the LAW in the laboratory frame. The general
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solution fL(x′, v′) to (B3) is given by any function of the constants of motion: particle energy

W = (m/2)v′2− eφL(x′) and in addition, for untrapped particles only, the sign σ = sign(v′)

of velocity. Inserting such a function fL(W,σ) into Eq. (B4) leads to an effective non-linear

differential equation for φL(x), which in general admits periodic solutions, representing a

wave train. The corresponding period λL is identified as the wavelength of the LAW and

one defines the associated fundamental wavenumber kL = 2π/λL and laboratory frequency

ωL = kLvL. How to conveniently solve the effective equation for φL is discussed in the

original paper [14] on BGK waves by Bernstein, Greene, and Kruskal.

To carry out a stability analysis of the LAW, one considers small-amplitude perturbations

[δf(x′, v′, t), δφ(x′, t)] of the stationary solution [fL(x′, v′), φL(x′)] and linearizes the system

(B1)-(B2), leading to[
∂

∂t
+ v′

∂

∂x′
+

e

m

dφL(x′)

dx′
∂

∂v′

]
δf(x′, v′, t) = −e∂δφ(x′, t)

∂x′
v′
∂fL(W,σ)

∂W
, (B5)

∂2δφ(x′, t)

∂x′2
=

e

ε0

∫
dv′δf(x′, v′, t). (B6)

Equation (B5) can be solved for δf in terms of δφ by integrating along the unperturbed

trajectories, corresponding to the evolution of electrons in the potential field φL. This can

at least be done formally, but in practice may require numerical integration. Inserting the

so-obtained perturbed distribution δf into (B6) finally leads to an effective linear equation

for δφ or, alternatively, for the associated perturbed electric field δE = −∂δφ/∂x. This has

been formally carried out by Goldman in Ref. [13] for a general λL-periodic stationary state

(fL, φL), in which case the linear solutions describing the sidebands are of Bloch-Floquet

-type. For example, the electric field perturbation δE = −∂δφ/∂x reads in the wave frame:

δE(x′, t) = exp [i(δkSx
′ − δω′St)]

+∞∑
n=−∞

δÊn exp(inkLx
′). (B7)

Characteristic of a Bloch-Floquet mode representing a perturbation in a λL-periodic system,

note in (B7) the single frequency δω′S in the wave frame and the spatial dependence given by

the product of a λL-periodic function,
∑

n δÊn exp(inkLx
′), and a plane wave, exp(iδkSx

′),

where δkS is referred to as the quasi- wavenumber and can always be chosen within the first

Brillouin zone (|δkS/kL| < 1). In the laboratory frame, the Bloch mode (B7) becomes

δE(x, t) =
+∞∑

n=−∞

δÊn exp [i(kS,nx− ωS,nt)] , (B8)
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with kS,n = δkS + nkL, ωS,n = δωS + nωL, and δωS = δω′S + δkSvL. Contrary to (B7),

relation (B8) is the superposition of Fourier modes with different frequencies separated by

harmonics nωL.

Let us summarize here the effective, linear equation obtained for the sidebands by carrying

out the Goldman approach. One in fact obtains a system of equations coupling the different

Fourier coefficients δÊn appearing in Eq. (B7), which can be written in the form:

+∞∑
n′=−∞

εn,n′(δkS, δω
′
S) δÊn′ = 0, ∀n, (B9)

with the dielectric coupling matrix elements given by:

εn,n′(δkS, δω
′
S) = δn,n′ + χn,n′(δkS, δω

′
S), (B10)

δn,n′ standing for the Kronecker symbol and χn,n′ appearing as the electric susceptibility

coupling matrix elements. These elements have both a contribution χtn,n′ and χun,n′ from

trapped and untrapped (passing) electrons respectively:

χn,n′ = χtn,n′ + χun,n′ = − e2

mε0λLkS,nkS,n′

(
I tn,n′ + Iun,n′

)
, (B11)

with

It
n,n′ =

∫ Wmax

Wmin

dW
d fL(W )

dW
τ0

+∞∑
p=1

2(p 2π/τ0)2

(p 2π/τ0)2 − δω′2S
C?
p(kS,n,W )Cp(kS,n′ ,W ), (B12)

Iu
n,n′ =

∑
σ=±1

∫ +∞

Wmax

dW
∂fL(W,σ)

∂W
τ0 ×

+∞∑
p=−∞

p 2π/τ0 + kS,n′〈v′〉τ
p 2π/τ0 + kS,n′〈v′〉τ − δω′S

C?
p+σ(n′−n)(kS,n,W, σ)Cp(kS,n′ ,W, σ),(B13)

Wmin = −emaxx(φL) and Wmax = −eminx(φL) standing respectively for the minimum and

maximum energy levels of trapped electrons. The complex coefficients Cp (C?
p stands for

the complex conjugate of Cp) appearing in Eqs. (B12)-(B13) are in fact Fourier coefficients

with respect to time of the phase factor

exp {ik [x′(τ)− 〈v′〉ττ ]} =
+∞∑
p=−∞

Cp(k,W (, σ)) exp(ip
2π

τ0

τ), (B14)

where x′(τ) is the unperturbed trajectory, function of time τ , corresponding to the energy

level W and with initial condition x′(τ = 0) = x′0, x′0 being chosen as either one of the
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turning points for trapped particles and as x′0 = 0 (resp. x′0 = λL) for forward (resp.

backward) passing particles, i.e. with σ = +1 (resp. σ = −1). Having defined the time-

averaged velocity 〈v′〉τ , with 〈v′〉τ = 0 for trapped particles and 〈v′〉τ = σλL/τ0 for passing,

subtracting the average trajectory 〈v′〉ττ from x′(τ) in the phase factor on the left side of

Eq. (B14) ensures that one indeed has a time-periodic function for which the Fourier series

is well defined. This period τ0 is clearly equal to the bounce period τB for trapped particles

and to the transit time (=time required to cross one wavelength λL) for passing particles.

Note that Cp is a function of (k,W ) for trapped particles and (k,W, σ) for passing. All the

information related to the unperturbed trajectories and relevant to the linear response of the

system is thus reduced to the quantities τ0, 〈v′〉τ and Cp. The denominators in Eqs. (B12)-

(B13) obviously represent possible resonances between the wave frequency (Doppler-shifted

for passing particles) and p-harmonics of the bounce/transit frequencies of particles.

For fixed quasi- wavenumber δkS, (B9) thus defines an eigenvalue equation, with eigen-

frequency δω′S and corresponding eigenvector given by the set of Fourier coefficients {δÊn}n.

This is obviously a non-standard eigenvalue equation, as the matrix elements εn,n′ are intri-

cate (non simply linear) functions of δω′S. The associated dispersion relation, relating δω′S

to δkS is given by

det [ε(δkS, δω
′
S)] = 0,

where ε is the matrix with elements εn,n′ . The eigenvalue system defined by Eqs. (B9)-(B13)

is similar to the one presented in Ref. [13] [see Eqs. (18), (19), (36)-(39) therein] but given

here in a more symmetric form, which was essentially achieved by transforming the spatial

integrals in Eqs. (37) and (39) of Ref. [13] by time integrals, this change of variable being

defined by the particle trajectories x′ = x′(τ).

2. The reduced KDS and Dodin models

In both the KDS and Dodin models, the passing electrons are all approximated as highly

passing, i.e. essentially unaffected by the presence of the LAW and therefore carrying out

trajectories with uniform velocity v′: x′(τ) = x′0 + v′τ . As 〈v′〉τ = v′ in this case, the phase

factor on the left side of Eq. (B14) becomes a simple constant exp(ikx′0), and the only

non-zero coefficient Cp is C0 = exp(ikx′0). As a result, the sum in Eq. (B13) is reduced

to the zeroth order transit frequency harmonic, p = 0, and furthermore, as expected, the
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contribution to χn,n′ from untrapped particles is only non-zero for n = n′, reflecting that

there is no Fourier mode coupling from these highly passing particles. Finally, τ0 = λL/|v′|

in this limit, so that Eq. (B13) becomes

Iu
n,n′ ' δn,n′

∑
σ=±1

∫ +∞

Wmax

dW
∂fL
∂W

λL
|v′|

kS,nv
′

kS,nv′ − δω′S
' δn,n′λL

∫
dv′

∂fL/∂v
′

v′ − δω′S/kS,n

= δn,n′λL

∫
dv

∂fL/∂v

v − ωS,n/kS,n
' −δn,n′

NλL
v2

th

1√
2π

∫
dv

v exp(−v2/2)

v − ωS,n/(|kS,n|vth)

= −δn,n′
NλL
v2

th

W
(

ωS,n
|kS,n|vth

)
, (B15)

having changed variables from the wave frame energy W to the wave frame velocity v′ and

finally to the laboratory frame velocity v = vL + v′, as well as invoked ωS,n = δω′S + kS,nvL.

Furthermore, fL has been approximated by the original Maxwellian fM , thus neglecting the

deformation of the distribution by the LAW, which is consistent with the highly passing ap-

proximation. Finally, integration is carried out over the whole velocity space, thus assuming

that the trapped fraction is small (ft � 1). The function W(z) stands for the Maxwellian

dispersion function given by Eq. (A4). By inserting Eq. (B15) into Eq. (B11), one then ob-

tains the following highly passing electron contribution to the electric susceptibility coupling

matrix:

χun,n′ ' δn,n′
1

(kS,nλD)2
W
(

ωS,n
|kS,n|vth

)
. (B16)

For the trapped particles as well, the same approximations are made in both the KDS and

Dodin model for computing the corresponding coefficients Cp. Indeed, the trapped particles

are all assumed to carry out a trajectory which is harmonic: x′(τ) = x′min + ∆x0 cos(ωBτ),

where x′min is the location in the wave frame of the bottom of the potential well felt by

the electrons. This is obviously an approximation except in the true limit of deeply trapped

particles. What shall distinguish the Dodin from the KDS model is that the former accounts

for the variation of the bounce frequency ωB with respect to the different possible trapped

energy levels Wmin < W < Wmax [ωB clearly decreases with respect to W , with ωB(Wmin) =

ωB,deep > 0 and ωB(Wmax) = 0], while the latter model neglects this variation. The amplitude

of oscillation ∆x0 is furthermore assumed small compared to all wavelengths considered,
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|k∆x0| � 1, so that Eq. (B14) becomes (recall 〈v′〉τ = 0 for trapped particles):

exp[ikx′(τ)] = exp(ikx′min) exp [ik∆x0 cos(ωBτ)]

' exp(ikx′min) [1 + ik∆x0 cos(ωBτ)]

=
+∞∑
p=−∞

Cp exp(ip ωBτ),

having Taylor expanded to first order the exponential with argument ∼ k∆x0, so that Cp ' 0

for all p except C0 = exp(ikx′min) and C±1 = exp(ikx′min) ik∆x0/2. According to (B12), C0

does not contribute to the trapped particle response. Furthermore, note that, without loss

of generality, the origin of the coordinate system can always be shifted such that x′min = 0,

which shall be considered here (let us point out that this same assumption is also implicit in

the original derivation of the KDS model in Ref. [8]). Inserting these relations for Cp into

Eq. (B12) leads to

It
n,n′ =

kS,nkS,n′

2

∫ Wmax

Wmin

dW 2π
d fL(W )

dW

ωB∆x2
0

ω2
B − δω′2S

=
kS,nkS,n′

m

∫ Jmax

0

dJ 2π
d fL(J)

dJ

J

ω2
B − δω′2S

, (B17)

having used ωB τ0 = 2π and changed variables from energy W to the adiabatic invariant J

given by the action integral

J = (m/2π)

∮
v′dx,

the integral being carried out over a full trapped orbit and thus estimating the enclosed

surface in phase-space. One has the relation J = (mλL/π)ū′, where

ū′(W ) = 〈u′(x,W )H(W + eφL)〉x,

stands for the spatially averaged velocity of a particle with energy W , u′ =

[(2/m)(W + eφL(x))]1/2, 〈A〉x = (1/λL)
∫ +λL/2

−λL/2
A for the spatial average of quantity A over

one wavelength, and H for the Heaviside function. One makes use here of the notation J

for the sole purpose of considering the same definitions and recovering the same relations

as in Ref. [12]. For a particle carrying out an essentially harmonic trajectory, one in par-

ticular has J = mωB∆x2
0/2, which has been invoked in the last step leading to relation

(B17). The notation Jmax = J(Wmax) is used for the maximum value of J , reached by the
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marginally trapped particles. Finally, by combining Eqs. (B11) and (B17), the following

trapped electron contribution to the electric susceptibility coupling matrix is derived:

χtn,n′ = −Nte
2

mε0

∫ Jmax

0

dJ
d (2πfL/mNtλL)

dJ

J

ω2
B − δω′2S

= −ω2
t

∫ Jmax

0

dJ
dF (J)

dJ

J

ω2
B − δω′2S

, (B18)

having made use of the relation ω2
t = Nte

2/(meε0) and defined F (J) = 2πfL/mNtλL. As

the density of trapped particles is given by

Nt =
1

λL

∫
trap

dx′dv′fL(x′, v′) =

∫ Wmax

Wmin

dW

m
〈H(W + eφL)

u′(x,W )
〉x
∑
σ=±1

fL(W,σ) (B19)

=

∫ ū′(Wmax)

0

dū′ 2 fL =
2π

mλL

∫ Jmax

0

dJfL, (B20)

having made use of dū′/dW = (1/m)〈H(W + eφL)/u′(x,W )〉x and
∑

σ=±1 fL(W,σ) =

2fL(W ) for trapped particles, one can deduce that F verifies the normalization∫ Jmax

0
dJF (J) = 1.

Note that relation (B18) for χtn,n′ is independent of n, n′ and thus provides the same

coupling between all pairs of Fourier components (kS,n, kS,n′) in the Bloch-Floquet -type

eigenmode solution (B7). One should emphasize that in deriving Eq. (B18) the assumption

of low-amplitude harmonic trajectories was in fact only invoked for deriving the coefficient

Cp appearing in the numerator of the integrant to the J-integral, while no assumption was

made in deriving what one may expect to be the more sensitive resonant denominator.

Nonetheless, the low-amplitude assumption, |k∆x0| � 1 invalidates relation (B18) for all

but the more deeply trapped particles, even though, as discussed in Sec. II, only the Fourier

modes with the lower wavenumbers kS,n=±1 significantly contribute to and therefore need to

be considered in estimating the Bloch-Floquet modes (at least for the TPI). Indeed, even for

these wavenumbers one has |kS,n=±1∆x0| ' 2π∆x0/λL > 1 for marginally trapped particles,

as they have an oscillation amplitude approaching ∆x0 = λL/2. In practice one is thus led to

consider distributions F (J) that go to zero clearly below Jmax. For practical purposes, it is

convenient to transform relation (B18) using integration by parts and invoking F (Jmax) = 0,

which leads to

χtn,n′ = ω2
t

∫ Jmax

0

dJ
F (J)

ω2
B − δω′2S

(
1 +

2αω2
B

ω2
B − δω′2S

)
, (B21)

having defined α = −(J/ωB)(dωB/dJ).
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The general form of the reduced Dodin model is obtained by combining relations (B16)

and (B18) into (B9)-(B11), leading to the eigenvalue equation:

εn δÊn = CD

+∞∑
n′=−∞

δÊn′ , ∀n, (B22)

with εn = ε(kS,n, ωS,n) and ε(k, ω) the dielectric function for an homogeneous plasma given

by Eq. (A3), usually approximated in the fluid limit by Eq. (2), and the “Dodin” coupling

coefficient CD = −χtn,n′ with χtn,n′ given by Eq. (B18) [or equivalently (B21)]. Dividing Eq.

(B22) by εn and summing over all n leads to(
1− CD

+∞∑
n=−∞

1

εn

)
+∞∑

n=−∞

δÊn = 0,

from which one derives the dispersion relation

1 = CD

+∞∑
n=−∞

1

εn
. (B23)

When limiting the Fourier modes to n = ±1, the eigenvalue equation (B22) takes on essen-

tially the same form as the system (7)-(8) and the corresponding dispersion relation (B23)

the same form as (10) (with C replaced by CD). Note that Eq. (B23) is identical to Eq. (5)

in Ref. [12].

The simplest form of the Dodin model is to consider all trapped particles as being localized

at a single energy level W = W0 with corresponding action integral J0 = J(W0), so that

the distribution of trapped particles reads F (J) = δ(J − J0), where δ(x) stands for the

Dirac distribution. This particular form of the distribution indeed verifies the required

normalization
∫
dJ F = 1. From Eq. (B21) one then obtains:

CD =
ω2
t

δω′2S − ω2
B,0

(
1−

2α0 ω
2
B,0

δω′2S − ω2
B,0

)
= C

(
1−

2α0 ω
2
B,0

δω′2S − ω2
B,0

)
, (B24)

with ωB,0 = ωB(W0), α0 = α(W0), and C standing for the coupling coefficient (3) appearing

in the KDS model. Notice from (B24) that in case of α0 = 0 one has CD = C and the Dodin

model reduces to the KDS model. KDS thus appears as a particular case of Dodin in which

all trapped particles are located at a same energy level W = W0 and with the additional

assumption of α0 = −(J/ωB)(dωB/dJ)|W0 = 0. This assumption is however only correct at

the very bottom of the potential well, i.e. for W0 = Wmin, where J0 = 0. For any other
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FIG. 18: (a) Bounce frequency ωB, (b) x-averaged velocity ū′ = (π/mλL)J , and (c) α =

−(J/ωB)(dωB/dJ) as a function of energy level W for particles trapped in a sinusoidal field.

trapped energy level, Wmin < W0 ≤ Wmax, α0 is expected to be non-zero and positive for

realistic wave fields. In case of a sinusoidal wave field of amplitude φL for example, ωB(W ),

ū′(W ), and their derivatives can be expressed analytically:

ωB(W ) = ωB,deep
π

2

1

K(µ)
, (B25)

dωB(W )

dW
=
ωB,deep

eφL

π

8

E(µ) + (µ− 1)K(µ)

µ(µ− 1)K2(µ)
, (B26)

ū′(W ) =
2∆vt
π

[E(µ) + (µ− 1)K(µ)] , (B27)

dū′(W )

dW
=

∆vt
eφL

K(µ)

2π
, (B28)

with µ = (W + eφL)/(2eφL), K(µ) =
∫ π/2

0
dθ(1 − µ sin2 θ)−1/2 and E(µ) =

∫ π/2
0

dθ(1 −

µ sin2 θ)+1/2 the complete elliptic integrals of the first and second kind respectively, ωB,deep =

kL(eφL/m)1/2 the deeply trapped bounce frequency, and ∆vt = 2(eφL/m)1/2 the velocity
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trapping width. From relations (B25)-(B28), one then obtains the following estimate for α:

α(W ) = − ū′

ωB

dωB
dW

(
dū′

dW

)−1

=
[E(µ) + (µ− 1)K(µ)]2

µ(1− µ)K2(µ)
. (B29)

Relations (B25), (B27), and (B29) for the bounce frequency ωB, x-averaged velocity ū′, and

parameter α as a function of the energy level W have been plotted in Fig. 18.

A more advanced form of the Dodin model would be to account for a true, non-singular

distribution of trapped particles over a finite energy interval Wmax < W < Wc, with Wc <

Wmax. Assuming a sinusoidal wave for convenience, one can make use of equations (B25)-

(B29) to evaluate the coupling coefficient CD = −χtn,n′ given by (B21). As relations (B25)-

(B29) are expressed with respect to W (or effectively µ), one changes the integration variable

in (B21) from J to W (or µ) which leads to

CD = ω2
p

∫ Wc

Wmin

dW
dū′

dW

2fL/N

δω′2S − ω2
B

(
1− 2αω2

B

δω′2S − ω2
B

)
= ω2

p

∫ µc

0

dµ
dū′

dµ

2fL/N

δω′2S − ω2
B

(
1− 2αω2

B

δω′2S − ω2
B

)
, (B30)

with dū′/dµ = ∆vtK(µ)/π and having furthermore used the relation ω2
t = ω2

pNt/N , ex-

pressed J in terms of ū′, come back to the form fL(W ) for the distribution (assumed to

be equal to zero for W > Wc), as well as defined µc = (Wc + eφL)/(2eφL). According

to Eqs. (B25) and (B28), ω−2
B and dū′/dW both present logarithmic singularities through

the complete elliptic integral K(µ) in the limit of marginally trapped particle, i.e. for

W → Wmax = eφL, corresponding to µ→ 1. On its own, this logarithmic singularity would

be integrable in (B30), assuming fL finite for W = Wmax. According to (B29), the parameter

α however presents a singularity 1/(µ− 1), which is obviously non-integrable. This further

illustrates in the case of sinusoidal wave field that the reduced Dodin model is indeed invalid

for representing the dynamics of marginally trapped particles and that fL must therefore be

set to zero for Wc < W < Wmax (µc < µ < 1).

3. Solution (δkS , δω′S) = (0, 0) to the sideband spectrum

One can prove that in the absence of any approximations, the eigenvalue equation (B9)

must admit an eigenmode solution with δω′S = 0 for δkS = 0. According to (B7), this is

equivalent to showing that the linearized Vlasov-Poisson system (B5)-(B6) admits a time

independent, x-periodic solution [δf(x′, v′), φ(x′)] with period λL.
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As the time independent Vlasov-Poisson system (B3)-(B4) for [fL(x′, v′), φL(x′)] is trans-

lationally invariant with respect to x′, [fL(x′+∆x′, v′), φL(x′+∆x′)] is still a solution of this

same set of equations for any ∆x′. Inserting this translated solution into (B3)-(B4) and

taking the derivative with respect to ∆x′, leads to[
v′

∂

∂x′
+

e

m

dφL(x′+∆x′)

dx′
∂

∂v′

]
∂fL(x′+∆x′, v′)

∂x′
+

e

m

d2φL(x′+∆x′)

dx′2
∂fL(x′+∆x′, v′)

∂v′
= 0,

d3φL(x′+∆x′)

dx3
=

e

ε0

∫
dv′

∂fL(x′+∆x′, v′)

∂x′
.

Then, taking ∆x′ = 0, multiplying the above set of equations by some arbitrary increment

δx′ (only for dimensionality purposes), and identifying [δf(x′, v′) = δx′∂fL/∂x
′, δφ(x′) =

δx′dφL/dx
′], one obtains:[

v′
∂

∂x′
+

e

m

dφL(x′)

dx′
∂

∂v′

]
δf(x′, v′) = −edδφ(x′)

dx′
v′
∂fL(W,σ)

∂W
, (B31)

d2δφ(x′)

dx′2
=

e

ε0

∫
dv′δf(x′, v′). (B32)

Comparing Eqs. (B31)-(B32) to (B5)-(B6), one notices that [δf = δx′∂fL/∂x
′, δφ =

δx′∂φL/∂x
′] is indeed a time-independent, λL-periodic solution to the linearized Vlasov-

Poisson system, which concludes the proof.

Imposing that the sideband spectra provided by either the reduced KDS or Dodin model

still satisfies the property that it contains the solution (δkS, δω
′
S) = (0, 0), leads in fact to

a condition between the frequency ωL and wavenumber kL, i.e. to an effective dispersion

relation for the LAW. When limiting the Fourier modes composing the sidebands to n =

±1, one obtains the rank 2 system (7)-(8) (with C replaced by CD for the Dodin model).

Assuming that their is an eigenmode with (δkS, δω
′
S) = (0, 0), the condition (9) then leads

to:

ε(+kL,+ωL)ε(−kL,−ωL) = CD [ε(+kL,+ωL) + ε(−kL,−ωL)] . (B33)

Making use of Eq. (12), and neglecting a possible imaginary part of ε (related to dissipation),

one has ε(−kL,−ωL) = ε(+kL,+ωL) [note this is clearly verified by the fluid relation (2) for

ε], so that Eq. (B33) becomes:

ε(kL, ωL) [ε(kL, ωL)− 2CD] = 0. (B34)

Naturally, CD(δω′S) must be evaluated here for δω′S = 0. Considering Eq. (B24), resulting

from assuming the Dirac distribution F (J) = δ(J − J0), Eq. (B34) leads to the following
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two possible equations relating ωL and kL:

ε(kL, ωL) = 0, (B35)

ε(kL, ωL) = −2(1 + 2α0)
ω2
t

ω2
B,0

. (B36)

Equation (B35) corresponds to the linear dispersion relation for EPWs, and for ε given by

(2), leads to the Bohm-Gross dispersion relation (4). Equation (B36) however includes an

effective non-linear correction term related to the fraction of particles trapped in the LAW

and yields the relation

ω2
L =

ω2
pe

1 + 2(1 + 2α0)ω2
t /ω

2
B,0

+ 3(kvth,e)
2. (B37)

As already pointed out in Ref. [12], equation (B36) is in fact equivalent (for α0 = 0) to the

non-linear dispersion relation obtained through a separate derivation in Ref. [16] (but under

the same assumption of deeply trapped particles as considered in the KDS model and in this

sense consistent). Note that this analysis does not determine which of the two dispersion

relations (B35) or (B36) is in fact the most appropriate.
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