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The iterative Lagrangian analysis (ILA) applied to free-surface velocity measurements of ramp-compressed
samples is an established technique to determine the stress-density response of materials up to 50 Mbar pres-
sures. In this work, we examine the accuracy of the ILA of ramp compression profiles with multiple shock
waves present through the analysis of simulated compression profiles. The results presented indicate that ramp-
compression data with weak shock waves can be analyzed using the ILA to quantitatively measure the absolute
stress and density along the compression path.

I. INTRODUCTION

Knowledge of a material’s equation of state (EOS) un-
der conditions of extreme pressure, temperature and density
is important to a variety of fields (e.g. condensed-matter
physics, geophysics, and inertial confinement fusion). For
instance, recent density-functional-theory calculations predict
complex high-pressure (>10 Mbar) and low-temperature (<1
eV) crystal structures1–3 that contradict the early Wigner and
Seitz4 description of matter at high pressure.5 Exploration of
these newly proposed structures at low temperature and high
pressures are now accessible through ramp compression and
can be diagnosed through dynamic x-ray diffraction.6 Fur-
ther, there is significant interest in the geophysical commu-
nity to understand the interior structure of terrestrial planets
within our own solar system,7 as well as the interior struc-
tures of observed super-Earths.8,9 An accurate EOS, at high
pressure and low temperature is needed to understand the ther-
mal evolution of these extra-solar planets.10 Due to the interest
in high-pressure EOS, the National Ignition Facility (NIF)11

and the Z-Machine12 are pushing the limits of EOS measure-
ments into the 10’s Mbar regime through both shock and ramp
compression.13–16

Single shock measurements produce high-pressure and
high-temperature states, often melting the sample under study.
In contrast, recently developed high-pressure ramp-wave
loading experiments produce less dissipative-heating, thus en-
abling access to higher-compression and lower-temperature
states.15,17 In ramp-wave loading experiments, the analysis of
free-surface velocity histories from multiple thickness sam-
ples can yield continuous measurements of Lagrangian sound
speed (CL), longitudinal stress (σxx), density (ρ), and par-
ticle velocity (Up). This is achieved through an iterative
Lagrangian analysis (ILA) which corrects for wave interac-
tions at the sample’s free surface.18,19 Ideally, shockless ramp-
wave loading EOS measurements describe the material isen-
trope but deviations from this path may result from material
strength, rate-dependent deformation effects and other dissi-
pative processes.20

Gas-gun21 experiments have employed reverberat-
ing shocks to achieve high-density states close to the
isentrope.22–25 Specifically, Nellis25 showed that for 10-fold
compressed liquid hydrogen, 9 shock reverberations closely
follows the principal isentrope of hydrogen to 180 GPa in
stress-density space. This approximation derives from the

fact that a ramp wave can be approximated by an infinite
number of weak shocks.26 In this work, we look to understand
the implications of weak shocks in the ILA.

Using hydrocode simulations, we examine the effect of in-
termediate shock waves on the pressure-density path. Today’s
laser-based ramp-compression experiments have random un-
certainties of the order of 5% in stress and compression for
a single experiment15,20,27 which sets a practical definition of
a weak shock (e.g. a shock that imposes less than a 1% de-
viation in compression from the isentrope such that the sys-
tematic uncertainty is small compared to the random uncer-
tainties). We show that the existence of nearly-steady weak
shock waves in ramp-wave loading EOS experiments do not
significantly perturb the stress-density path obtained by the
ILA when compared to the true stress-density path of the sam-
ple. We also examine the validity of the ILA when shocks are
present in determining the stress-density. These findings relax
the design criteria on ramp-wave loading EOS experiments
and help to extend this technique to higher-pressure regimes.

II. THEORY

The ILA was first proposed by Maw and Rothman18,19,28

to extract ramp-compression paths in the stress-density plane
on data without shock waves present. The technique consists
of measuring the free-surface velocity history of a multi-step
target where velocity-time data are used as input into a char-
acteristics algorithm. The analysis corrects for the wave in-
teractions between the incoming compression waves (forward
characteristics) and the reflected decompression waves (back-
wards characteristic) in order to map the free-surface veloc-
ity to the in situ particle velocity. The algorithm back prop-
agates the free-surface measurements to the loading surface
using an assumed CL(Up) for the material under study. Once
the resulted stress at the loading surface is determined for
each step, the characteristics are forward propagated where
the free-surface boundary condition has been changed to an in
situ condition. The corrected in situ particle-velocity histories
at positions equal to the free-surface locations are determined
for each sample thickness. CL(Up) is fit to the corrected Up
histories and the analysis is iterated until CL(Up) converges.

The ILA is based on the assumption that isentropic com-
pression information travels along hydrodynamic characteris-
tics that propagate at the local sound speed (simple wave ap-
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proximation) and that the particle velocity and pressure per-
turbations travel at the same speed. In the one-dimensional
Lagrangian frame of reference, the mass and momentum con-
servation equations can be combined as(

∂CL

∂t
±CL

∂Up

∂h

)
± 1

ρ0CL

(
∂P
∂t

±CL
∂P
∂h

)
= 0, (1)

where P is the hydrostatic pressure, ρ0 is the ambient density,
t is time, h is the Lagrangian position and CL is the Lagrangian
sound speed defined as

C2
L =

ρ2

ρ2
0

∂P
∂ρ

∣∣∣
S
, (2)

where S is entropy. The equations for the characteristics be-
come

dh
dt

∣∣∣
±
=±CL, (3)

for the forward (+) and backwards (−) propagating charac-
teristics. The Riemann invariants are

dUp ±
dP

ρ0CL
= 0 along ±CL, (4)

and

dUp ±ρ0CL
dρ

ρ2 = 0 along ±CL. (5)

The compression and pressure along the isentrope take the
form

1
ρ1

− 1
ρ2

=
∫ Up2

Up1

dUp

ρ0CL
, (6)

and

P2 −P1 =
∫ Up2

Up1

ρ0CLdUp, (7)

respectively. Since dS = 0, the energy (E) is defined as

E2 −E1 =
∫

ρ2

ρ1

P
dρ

ρ2 , (8)

where the integrals span compression from an initial state ’1’
to a final state ’2’. In isentropic ramp compression experi-
ments, the density, hydrostatic pressure and energy are deter-
mined from continuous measurements of the particle velocity
and sound speed.

It is important to note that the variables ρ1, P1 and E1 repre-
sent state variables from which ramp compression is initiated
(either from a shocked state or ambient conditions). In this
work, shock and ramp compression profiles are mixed and the
ILA occurs in the Lagrangian frame of reference. It is impor-
tant to discern between ρ0 and ρ1. Subscript 0 denotes values
at ambient conditions, while subscripts 1 may represent the
values at an initially compressed state.

In contrast, the Rankine-Hugoniot equations that describe
shock compression are discrete: they relate an initial state
to an end state linked through a non-isentropic shock front.
In the Lagrangian frame of reference, the Rankine-Hugoniot
equations for conservation of mass, momentum and energy
are

1
ρ1

− 1
ρ2

=
Up2 −Up1

ρ0DL
, (9)

P2 −P1 = ρ0DL(Up2 −Up1), (10)

and

E2 −E1 =

(
P2 +P1

)
2

(
ρ2 −ρ1

ρ2ρ1

)
, (11)

where DL is the shock velocity in the Lagrangian frame and
subscripts “1” and “2” refer to the pre- and post-shock condi-
tions, respectively.

An important consideration to note is the similarity between
the isentropic equations (6)-(8) and the Rankine-Hugoniot
equations (9)-(11). One may show that the difference in pres-
sure, particle velocity and density between a weak shock and
ramp compression differ to third order.26,29,30 The entropy as-
sociated with a given shock magnitude is

S2 −S1 =
1

6ρ2
1T1C3

L,1

∂CL

∂P

∣∣∣
S1
(P2 −P1)

3. (12)

Since ρ1, T1 and CL,1 increase while ∂CL
∂P

∣∣∣
S1

decreases with

increasing P1 the entropy contributed by a shock decreases
with P. As the initial pressure increases, the deviation from
the isentrope for a shock of constant magnitude is decreased.

For a weak shock wave, the Lagrangian shock veloc-
ity can be approximated by the average of the Lagrangian
sound speed ahead and behind the shock front.30 Consider
the Rankine-Hugoniot conservation of mass equation in La-
grangian coordinates (equation 9),

DL =
dh
dt

=
ρ2ρ1

ρ0

Up2 −Up1

ρ2 −ρ1
. (13)

By Taylor expanding Up(ρ) about the average density state
(ρ = (ρ1+ρ2)/2) and utilizing equation 2, one may show that
to second order in compression

DL ≈CL −
(∆ρ)2

ρ0

(dUp

dρ
− ρ

2

6
d3Up

dρ3

)
, (14)

where CL =
CL,2+CL,1

2 and ∆ρ = ρ2−ρ1. Equation 14 indicates
that weak shocks propagate at the average sound speed to first
order in density.

In ramp compression experiments, the assumption of con-
stant entropy (∆S = 0) is often violated not only by the po-
tential presence of weak shocks due to non-ideal loading rate,
but also by the plasticity of the material. However, for uniax-
ial compression, the measured sound speed of the system can
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FIG. 1: Experimental data from NIF shot N110310 used as a ref-
erence experiment in this work. Three shock waves are observed
as fringe discontinuities and are enumerated. The extracted VISAR
free-surface velocities are shown in red. LASNEX simulated free-
surface velocity using Sesame table 3520 are shown in black. Inset
shows the target design.

still be related to the stress-density. Using mass and momen-
tum conservation laws, one may show that the propagation
speed of a longitudinal stress (σxx) perturbation is defined as
the total derivative of stress with respect to density,

C2
L =

ρ2

ρ2
0

dσxx

dρ
. (15)

No assumptions need be made regarding reversibility or the
process being isentropic; the only assumption is that the per-
turbations are small. Ramp-compression experiments with
weak shocks and strength measure the propagation speed (not
to be confused with the isentropic sound speed) within the
sample, which can be integrated to give the stress-density us-
ing equation (15).

A series of experiments have been performed at the Na-
tional Ignition Facility11 (NIF) to measure the ramp com-
pressed stress-density path of tantalum. In some of these ex-
periments, a series of weak shocks waves were observed in
the compression profile due to a non-ideal loading rate. Since
the effect of weak shock waves in ramp compression exper-
iments can be small, it may be possible to use the ILA to
analyze Ta ramp compression experiments with weak shock
waves present. We test this hypothesis on a post-shot hydro
simulation of a NIF reference experiment using the ILA.

III. REFERENCE EXPERIMENT

To examine the effect of weak shock waves on ramp com-
pression experiments and the ILA technique at relevant con-

ditions, we simulated the free-surface velocities observed in
a reference experiment (N110310) that was performed on the
NIF. Please note that the experimental results (the measured
Lagrangian sound speed, particle velocity, stress, and density)
from that NIF experiment are not presented herein. In our sim-
ulations of the reference experiment, Ta was compressed by a
combination of shock and shock-less compression waves and
the stress-density path was extracted to a peak longitudinal
stress of 6 Mbar. In the reference experiment, the sample con-
sisted of a 40 µm thick diamond ablator and four Ta samples
with thicknesses of 63 / 72 / 82 / 92 µm (Figure 1 inset). The
sample package was placed on the side of a gold hohlraum31

that was illuminated by 176 beams of the NIF with a combined
energy of 162 kJ in a 27 ns temporally ramped pulse.7 This
generated a spatially-uniform distribution of thermal x rays
that ablated the diamond and produced a spatially-uniform
compression wave. The arrival of the compression wave at
the rear surface of the Ta target produced a free-surface ve-
locity history (U f s(t)) that was recorded with a line-imaging
velocity interferometer (VISAR)32. The free-surface velocity
profiles measured using VISAR are shown in Figure 1 as red
lines. The data indicates that the ramp-compression profile is
characterized as a sequence of shocks and ramps. The first
shock wave corresponds to the arrival of the diamond Hugo-
niot elastic limit. The subsequent shocks are modeled in our
simulations by a time dependent pressure-drive determined to
best fit the experimental free-surface velocities; the resulting
simulated velocities are shown as black lines in Figure 1.

Due to the nonlinear stress-density relationship, and the in-
cumbent difficulty in obtaining truly shockless compression
to multi-Mbar stress states, intended ramp-compression ex-
periments often have shocks in the free-surface velocity. This
free-surface velocity information can still be used to constrain
the material response, albeit not as accurately as when true
shockless compression is obtained. Since a ramp compression
path can be characterized by a series of shock and ramps, this
experiment was simulated to illustrate the effects of seemingly
strong shock waves on the stress-density path and the ILA,
where we define a weak shock to be any shock that causes a
small effect on the stress-density path.

IV. HYDROCODE SIMULATIONS

The experimental results shown in Figure 1 are simulated
using the LASNEX33 hydrocode. The LASNEX simula-
tions are conducted in a 1D geometry, neglecting the 2D ef-
fects of lateral release from the drive surface and the step
edges,34 with zone sizes of 0.25 µm and examined using both
a soft (Sesame table 3520) and stiff (LEOS table 739) EOS
and similar conclusions are drawn from the analysis of both
simulations.35,36 Sesame 3520 uses a Thomas-Fermi-Dirac
thermal electronic model with Kohn-Sham potential. The cold
curve was generated from a linear fit to the existing shock data
reproducing the Hugoniot data to within 0.4% over the exper-
imental range. The tantalum LEOS 739 equation of state is
a tabular EOS model in the LLNL LEOS data library con-
structed by D. A. Young (2001, unpublished). It is based on
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FIG. 2: The LASNEX input drive pressure is shown in blue. The
ILA determined input pressure drive using the LASNEX simulated
free-surface velocity profiles is shown in red.

a QEOS-like model36 with the addition of cold-curve break-
points.37 A Steinberg-Guinan strength model is used in these
simulations to reproduce the initial elastic wave (the increase
in free-surface velocity from 0 to 0.1 km/s in each step). A
suitable input pressure drive at the diamond/tantalum sample
for each table is determined which reproduces the experimen-
tal features observed in each step. The input LASNEX pres-
sure drive used for the Sesame 3520 simulation is shown in
Figure 2.

The hydrocode simulations using Sesame table 3520 are
shown in Figure 1 as black lines. After determining the input
pressure drive that best reproduces the experimental results,
another hydrocode simulation was conducted with an semi-
infinite thick sample to determine the unperturbed in-situ ther-
modynamic variables at the Lagrangian positions consistent
with each step height. In-situ tracer particles were placed at
63 / 72 / 82 / 92 µm from the loading surface. In the following
subsections, the hydrocode simulations are examined in detail.
In Subsection IV A, the hydrostatic pressure versus density is
examined to estimate the deviation from the principal isen-
trope due to work and shock heating. In subsection IV B, the
ILA results are compared to the LASNEX tracer particles to
examine the validity of the ILA technique when weak shocks
are present.

A. Hydrostatic Pressure

LASNEX simulations enable the isolation of non-
hydrostatic contributions to the total stress which allows us to
examine the hydrostatic pressure-density of each element dur-
ing the compression history and to compare with the ideal hy-
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FIG. 3: The LASNEX simulated hydrostatic pressure vs. density
using Sesame table 3520. The hydrostatic pressure for each of the
LASNEX tracer particles (blue lines) is compared to the principal
Hugoniot (grey) and isentrope (black).

drostatic isentrope associated with the EOS table. The LAS-
NEX simulated pressure-density path is shown in Figure 3.
The Hugoniot and isentrope from the Sesame table 3520 are
shown as the grey and black curves, respectively. The pres-
sure path calculated for each tracer particle is also shown. At
peak compression, the three thinnest tracers are nearly consis-
tent with one another (see Table I). The small differences are
attributed to the fact that the shocks are growing with propa-
gation distance through the sample. As the magnitude of the
shock discontinuity is greater for the thicker steps, the result-
ing pressure-density path of the tracer particles is less com-
pressible (stiffer) for the thicker steps as more heating occurs.
All tracer particles are less compressible than the isentrope
due to shock heating (increased levels of thermal pressure).

The LASNEX calculated temperature for each tracer parti-
cle at peak compression is shown in Table I. The LASNEX
simulations indicate that due to the three shock waves, the
temperature is greater than the isentrope by ∼ 3,100 K for the
thinnest step. Since the shock waves are not steady, but grow
with propagation distance, the thicker steps achieve higher-
temperature states. For the thickest sample, the second shock
has over taken the first. The LASNEX simulations find that
the temperature of this step is ∼ 5,600 K hotter than the isen-
trope. Although three shock waves are present in the simula-
tion, the temperature at maximum compression is much colder
than the principal Hugoniot.

LASNEX simulations indicate that the pressure-density
path of the tracer particles are systematically stiffer than the
isentrope. By accounting for the initial shock state, the dif-
ference between the final state and the isentrope determined
from the first shock state (∼ 0.6 Mbar) is slightly reduced27
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TABLE I: LASNEX simulations results for four different tracer par-
ticles compared to the principal Hugoniot, principal isentrope and the
isentrope emanating from a state of 0.6 Mbar on the principal Hugo-
niot. All states are evaluated at a hydrostatic pressure of 6 Mbar.

Density Deviation Density Temp. Entropy
from Isentrope g/cc K J/(g K)

Principal Hugoniot 8.83 % 34.05 24,000 0.836
Principal Isentrope 0 % 37.35 746 0.211
Isentrope from 0.60 0.29 % 37.24 1,489 0.309

Mbar shock state
63 µm tracer 0.96 % 36.99 3,850 0.453
72 µm tracer 1.04 % 36.96 4,130 0.465
82 µm tracer 1.26 % 36.88 4,860 0.492
92 µm tracer 2.14 % 36.55 6,350 0.537

as shown in Table I. This is an important consideration for
ramp compression experiments that begin from a well-defined
initial shock state, as they may be well constrained if the prin-
ciple Hugoniot is known. These simulations illustrate that the
pressure-density path is stiffer than the principle isentrope due
to the heat added to the system by the shocks.

B. Iterative Lagrangian Analysis

The LASNEX-simulated free-surface velocity profiles
shown in Figure 1 are used as input into the ILA18,19 to de-
termine the stress-density path and examine the validity of
the method when nearly-steady shock waves are present. In
this analysis, we assume that the waves are simple and apply
no correction for the shocks or material strength. The ILA
sound-speed versus particle velocity is shown as the red trace
in Figure 4 and the ILA input pressure drive is shown in Fig-
ure 2 as the red line.

The in-situ Lagrangian sound speed is determined at each
tracer and are shown as the dashed blue lines in Figure 4. The
principal isentrope is shown in black and the sound speed de-
termined using the ILA is shown in red. As shown in equa-
tion (7), the stress along the isentrope is proportional to the
area below the isentrope in Figure 4(A) (grey shaded region).
Equation (6) shows that the compression along the isentrope
is related to the area below the isentrope in Figure 4(B) (grey
shaded region).

The tracer particles in Figure 4 show a step-like feature in
the CL −Up path while the isentrope varies smoothly. These
step features are indicative of the free-surface discontinuities
shown in Figure 1(B) that correspond to the arrival of shock
waves at the free surface. Further examination of these fea-
tures indicate that they grow with tracer location indicating a
degree of non-steadiness in the shocks. The inset in Figure 4
magnifies the region near the second shock wave in the simu-
lation.

A simple Lagrangian analysis of the LASNEX in situ par-
ticle velocity traces corresponding to the 63 µm, 72 µm and
82 µm steps is shown in Figure 4 as the solid brown line. The
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FIG. 4: The comparison of the Lagrangian sound speed determined
from LASNEX in situ tracer particles (shown as blue dashed lines),
the Lagrangian sound speed determined using the LASNEX simu-
lated free-surface profiles and the ILA (shown in red) and in-situ
analysis of the LASNEX tracer particles (shown in brown). The hy-
drocode simulations used Sesame table 3520 and the principal isen-
trope is shown in black. (A) The integrated area below the isentrope
determines the stress (see equation 7). (B) The integrated area below
the isentrope is related to the compression (see equation 6)

.

simple Lagrangian analysis tracks the 72 µm (the average of
the threes steps) over nearly the entire CL −Up plot below, ex-
cept between 2.5 km/s and 3.0 km/s where a slightly higher
sound speed is observed. Examination of the LASNEX sim-
ulations indicates that the higher sound speed is attributed to
the coalescence of the first and second shock wave downrange
of the tracers (recall that LASNEX simulates semi-infinite
thick sample). Upon coalescence of the first and second shock
wave, a counter-propagating characteristic is generated. The
counter-propagating characteristic interacts with the 82 µm
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step at 2.3 km/s and the 63 µm step at 2.9 km/s. In the sim-
ple Lagrangian analysis, the counter-propagating wave is not
accounted for and artificially increases the Lagrangian sound
speed. It is important to note that this counter-propagating
wave does not occur in the finite thickness samples, as the
waves for the 63 µm, 72 µm and 82 µm steps arrive at the
free surface before shock coalescence is observed. Figure 4
shows a disagreement between the simple Lagrangian analy-
sis of the in situ particle velocity and the ILA results (show
in red). Since the simple Lagrangian analysis is consistent
with the in situ tracers, the disagreement with the ILA may be
attributed to an error with the free-surface correction.

The stress-density path determined from the ILA of the
LASNEX simulation is shown in Figure 5 in red (shock dis-
continuities are shown as dashed red Rayleigh lines and ramp
compression paths are shown a solid red lines). Error bars
in stress-density are plotted only at the shock-ramp intersec-
tions, but result from the propagation of uncertainties in the
Lagrangian sound speed throughout the compression. The
characteristic analysis determines the longitudinal stress, σxx
in the sample since the LASNEX simulated free-surface ve-
locities are influenced by the Ta strength. As a result, we are
not able to compare the extracted profile with the correspond-
ing isentrope, but instead with the longitudinal stress deter-
mined by tracer particles within the simulation. The propa-
gated experimental uncertainties discussed in Section IV are
shown. Comparison of the stress-density path determined us-
ing the ILA for the first three steps with those calculated for
the tracer particles in the LASNEX simulations yields a dif-
ference of less than 0.7% (see Table II); a value small rel-
ative to the typical experimental uncertainty of about 3.5%
shown by the error bars, indicating that the ILA is appropriate
for this reference case. It is important to note that the fourth
step, where the second shock has overtaken the first is signifi-
cantly stiffer than the other steps and as a result only the three
thinnest steps are used in the ILA.

The presence of shock waves in ramp-compression profiles
leads to a roughly rectangular approximation of the CL −Up
relation. The CL −Up data shows that the shock-step func-
tion follows a path that is initially above and then below
the isentrope. Equation 14 indicates that weak shock waves
in ramp compression data will manifest as step functions in
the extracted Lagrangian sound speed versus particle veloc-
ity. These features are evident in both the Lagrangian sound
speed determined in the LASNEX simulations and the ILA as
shown in Figure 4. If we assume that for small discontinuities,
the relation between the Lagrangian sound speed and particle
velocity is linear (CL = a+ bUp), one may show using equa-
tion 7 that the difference in the final stress state when compar-
ing a weak shock to a ramp is third order in density. Thus, the
stiffer stress-density path is mainly due to the decrease in den-
sity and the ILA results in a stiffer calculated response. This
is easily observed in Figure 4 where the approximate area be-
low and above the isentrope for the tracer particles are nearly
equal in Figure 4A but not in Figure 4B.

TABLE II: LASNEX simulations and ILA evaluated at a longitudinal
stress of 6 Mbar.

Deviation from Density
63 µm tracer g/cc

63 µm tracer 0 % 36.59
72 µm tracer 0.05 % 36.57
82 µm tracer 0.4 % 36.46
92 µm tracer 1.1 % 36.19

ILA 0.7 % 36.33
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FIG. 5: The LASNEX simulated stress-density paths using Sesame
table 3520. The stress-density path determined using the LASNEX
free-surface velocity profiles and the ILA (shown in red). The three
shock waves are indicated by their corresponding Rayleigh lines
(shown as thin dashed red lines). Solid lines, with error bars, in-
dicate regions that were ramped compressed. Error bars are plotted
only at the intersections of shocked and ramp portions of the com-
pression (and near peak compression), but result from error propaga-
tion throughout. The stress-density path of the ILA is compared to
the stress observed by the four LASNEX tracer particles (blue lines).

V. CONCLUSIONS

Using LASNEX hydrocode simulations, we have shown
that the presence of three shock waves in a ramp compression
experiment produces a small deviation from the principal isen-
trope (∼ 1.3% in density at peak pressure). The magnitude of
intermediate shocks exceed 2 Mbar but results in small devi-
ations from the isentrope in the pressure-density plane. Due
to shock heating, the pressure-density path is systematically
stiffer and represents an upper bound to the isentrope. Exam-
ination of thermodynamic principles indicates that as the dy-
namic pressure increases, larger shock waves can be tolerated.
The analysis of LASNEX-simulated free-surface velocity pro-
files using the ILA shows that the method can be used when
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shock waves are present in the experimental data. This is in
part due to the fact that the Rankine-Hugoniot equations and
the Taylor expanded Riemann invariants agree to second or-
der in density. However, care must be taken in the analysis to
examine the magnitude of the systematic uncertainties associ-
ated with the ILA when weak shocks are present. One should
ensure that the systematic uncertainties are smaller than the
random uncertainties associated with the measurement. Com-
parison of the stress-density path determined using the ILA
and LASNEX tracer particles shows that the peak densities
are within 0.7%, less than typical laser-based experimental
uncertainties. Systematic offsets due to both shock heating
and the use of the ILA results in a stiffer stress-density deter-
mination. Experiments with weak shocks analyzed using ILA
represent upper bounds to the isentrope that often lie within

the experimental uncertainties.
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