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Abstract 
The study of network data covers diverse domains from social sciences to biology to information 
technology. While these different networks share important features, the extent of these similarities is not 
clear. A network similarity method is useful for applications such as detecting when the structure of an 
online financial network has changed, indicating possible fraud; or for determining when an algorithm 
developed on one network may be applied to a different network (i.e., a form of transfer learning) [2]. One 
network similarity method may compare two networks based on simple network features such as edge 
density, while another may examine more complex (and computationally burdensome) patterns such as 
communities. So, assuming no knowledge of node-correspondences, how similar are two networks? In [1], 
we study a variety of network-similarity methods and address the following three questions. (i) How 
correlated are different network-similarity methods to each other? (ii) How can one automatically find 
groups of methods that behave comparably? (iii) How can one select a single consensus method from a 
group of network-similarity methods? 
We consider twenty different methods applied to the task of network-similarity ranking, in which one is 
given a network G plus a set of other networks and must rank the other networks in order of their 
similarity to network G. Figure 1 depicts an overview of our approach. We categorized a network-similarity 
method based on two criteria. First, at what level of the network does it operate? Second, what type of 
comparison does it use? For the first criterion, we define three levels: micro, mezzo, and macro. As their 
names suggest, at the micro-level a method extracts features at the node- or neighborhood-level; at the 
mezzo-level it extracts features from communities; and at the macro-level it extracts features from the 
global/network level. For the second criterion, we have three types: vector-based, classifier-based, and 
matching-based. Our work yields several valuable results. First, we show that the various similarity 
methods, though seemingly different, produce highly correlated rankings in cross-sectional networks. This 
is not the case in longitudinal networks where the time granularity is chosen inappropriately, leading to 
structurally immature graphs. Second, we observe that some complex methods can be approximated by 
a much simpler method. For example, a method that compares random walks from two networks is well 
correlated with a method that simply measures density. Third, we describe how to select a single 
consensus from a set of rankings, and show that across all considered networks, two methods--namely, 
random walk with restarts and NetSimile [2]--are consistently closest to the consensus ranking. 
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Figure 1: Our flowchart of how to compare various network similarity methods. 
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